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Abstract In the paper a method for calculating distribution law on the number of memory éequests in
the finite buffer in multistage interconnection hetwork of parallel processors is given. A modified
delta network i3 used for the connecting proceséova with memory modules. Memory requéata on each
processor are generated randomly and independently. Two cases of traffic flow are discussed: the
constant average rates of regqueats and the time dependent average rates.

Povzetek V dlanku analiziramo ve¥nivojsko povezovalno mreic med procesorji in pomnilniZkimi moduli,
ki jo sestavljajo elementi z vmesnimi pomnilniki omejene kapacitete. Podana je metoda za izradun
porazdslitvenega zakona 3tevila zahtev po podatkih iz pomnilnika v posasieznem elementu arefe. Yoak
procesor generira zahteve po pomnilniSkih modulih nakljudno in neodvisno o2 ostalih. Obravnavana sta

dva primera: Gasovno konstantno in s Sascm spreminjajode se povprednoe dtevils zahtev.
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L. Introduction

In the recent years a lot of new nultiprocessor
architectures have been proposed., The main problem of any
multiproceasor systeam is 1its interconnection network. &
typical configuration of such system is illustrated in
Fig. 1. Many identical processars are connected vla an
interconnection netwerk to identical memory modules. Each
proéeasor should have access to each memory module with

requests generated randemly and fndependently at each

processor.
T
®
: o
<
L4 - - E
: ‘ S
S
<o
4 ®
<
P X _t|
intercennection
network
] [ [ &
nd
. w3
7T
‘;;%i’ 4 E

We have several possible organizations of such,
processora - memory interconnection., For example, a

shared bus 1in an unexpenslive, but admits very low

tranafer rate., On the other hand maximum tranafer rate
ia attained by the full crossbar switch (with nsm
awltches where n is number of proceasoba and m number of
memory mecdules). However 1t 1s far too complicated and
expensive for. practical applicaticon. Thus we have to uase
interconnection networks with less then nEz switches. One
of them is multistage interconnection network [1). & lot
of them have been presented 1in the literature
((21,031,041,(5),[6}). 1In this paper we atudy a delta
network with scme modifications in the first and the last
atage (input process from processors and output .process
to memory}. In section II deseription of network 1a
glven. The network consists of three types of awitches.
For more detailed presentation see [6]. In sections III,
IV and V the distribution law of buffer length for each
type of switeh 1s calculated, In section VI results and

conclusions are given.
1I. The n=twork model and syatem operation

We discuss a multistage network for connection N
processcrs with N memory modulesa, whera N = 2", The model
for N =z 16 is illustrated in Fig. 2. '

The network consists of log, N + 1 stages. Each stage
has N identical aswitches. With regard to the number of
input and oﬁtput linka there are three types of awitchea,
Switches at the first stage have one input and two cutput



links, switches at the last stage have two input ‘links
and only one output link. Switches st all other stages
have two input and two output links. To achleve higher
tranafer rate and to avoid blocking there 18 a finite
buffer at each output link, where the incoming requests
wait to be proceased further,

hs we have finite buffers we propose that in the
case when the buffer is full, the incoming requests are
lost.

For the time unit we choose the system cycle time.
At each cycle only one request can be transmitted through

the same link except at the first satage where more than
ohe request can come by input linka from each processor.

In one time unit only the first requsst in the buffer
can travel from the stage 1 to stage 1 + 1. As we can
see on Fig. 2. there are no links between the switches
of the same stage. The input links of stage 1 are the
cutput links of the stage i-1. The first stage has input
links from processore and the last stage has ocutput 1inks
to memory modules. This regularity of the network gives
the possibility to analyze it stage by stage instead of
the whole network at once. In the next section we give
the analysis of the firat stage in the section IV we
glve analysis of the stages indexed from 2 to logéN and
in the section V the last stage is analyzed.
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III. Switches with one input and two cutput links

Switches with one input and two output linka can be
found only in the first stage. The input links come from
processors and the output links are connected to switches
of the second stage. Each processor is connected to only
ong switch. There are no links between the switches of
the same atage, 80 we have N identical systems. Each
system consiasts of a processor that sends the requests
to switch and two output links, each with finite buffer.

As the memory requests are time independent fel;,
we use the Poisson disteibution with a given average rate
&. The average rate can be different for each processor.
Let pk denote the probablility that k requests are asent
from processor Ln one cycle. By Poisson law we get

PX 2 cemmmmee (1

We analyze the case where a is conatant and the case
where & 1s time dependent, denoted by a(t).

Each request coming from processor is switched in
ona of two output buffers. As requests are uniformly
distributed between memory modules ([6]) there is an
equal probability that the incoming request Joins the
firat or the asecond buffer. By p: we denote the
probability that m of k requestas enter the first buffer
(and k-m requasts enter the second buffer). Thua we gst

k k

k
Pac & (0.5) (2)

Let P denote Lhe probability that m requests enter
the first buffer in one cycle. Then

pm z E pkp: =
k=m
T k =-a k k
=] 2%/ {0.5)
kzm m
- a® g-a/2 42" an) {(3)

The output process is very simple if we compare it
with the input process. In each ¢ycle only the first
request from each buffer leaves system.

Lgt us first analyze stationary system with constant
average rate of input process. Since events on both
buffers are equal we could analyze only one of them. Let
bl denote the buffer length (we propose that all buffers
have the zame length but we do not have any difficulties
when buffers have different length., We Jjust have to
calculate the distribution for all switches). The balance
diagram is shown in Fig 3.

?:%3, 3

The nodes in the diagram denote the number of
requests in the buffer. If we look at in- and out-coming
arcs to each node we get the system of balance equations



where [i{s) denotes the probabllity that we have =3
requests in the buffer,
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no) =

fi(a)sl" + f p 1=
JDO oez

: Py = ni1) = Py

=1

= f(0)ap, +k£1 A=, _, . + Bla+dp,
8=1, 2, «uv, bl =1 (4)
aeeLlPy)
bl-1

= D(0)sp, + ) nlk)zs, .,
k=1

Iv we pot P, expressed by {3) in the left side of
equations (¥) we get the following system of linear
equations,

-af2

n(1) = (e - 1) = (D)

n(s)xl1 ~ (a/2)e"2/2) .
a=1
= 0(0)ap, + I

oLy n(k)‘ps-k+1 + ﬂ(a+1)90

a8 =1, 2, «o.y, b1l = 1 %)

nibl) x e/

bl-1 _
s D(0)wpy; + i OUIER,) s
k=1

A8 the system (4°) 1s trivialy sclved by putting
all fi{s} to 0, we add the normalization equation (5).

I pla) =1 {5)

Now the system can be solved by any of the well-known
methods for solving linear system of equations.

For the system where average rate of input process
is time dependent we could not use the same approach.
Because the aystem works in cyclea we conalder the
discrete time, Inatead of probabilities [(as) we have
fil(s,t) where the second variable denotes the cycle
counter. With v; we dencte the probability that 1
requests came on input line to the buffer at the time t

and is expressed by the following equation

=
t k K
v, = Z p; = P (6)
1 k=1 1

A simple calculation gives

e-a(t)lz

i a)® /@ mn) (1)

With a given buffer length bl we get the recurrence

relation for the number of requests in the buffer at the

time t (denoted by qt) if in thls moment V_ requests

will join the buffer.

min {bl, q + Vt+1 -1} q i 0

min {b1, vm} g = 0

qt¢1 =

qt¢1 =
(8}

30 fi{s,t) ia expressed by

a+1 t
ls,t} = 1 a(1,e-1) vy, o
i=1

(9)
+ p(0,t=1) v:

if 5 is less than buffer length bl. In that case some of
the requests are rejected, The equation is almoat the

same as {(9), we muat only replace vt with Fz, where

i
|
=t t
Vi 2 1 = I VJ
J=0

(10

1a the probability that more than i-t requests are
Joining the buffer at the time t.
a+1

fls,t) = J nu,t-n}
1=1

t
g-1+1
(11)

+ pl0,t-1) ;g

We atart with the distribution
p{0,0} = 1, p(s8,0) =0
g2 1,2,0a4,b1

and repeatedly calculate the probabilities.

The same approach we could use in the case where
average Input rate 1s time constant. But as equations
{(9) and (10) can not be aimplified, the calculation with
this appreoach is time consuming. l

IV. Switches with two input and two output links

Switches with twe lnput and two output links we find
in stagea form 2 to log, N. Two input links are connected
to two switches of the previous stage and the output links
are cannected to two switches of the next atage.

The input process now dependsa on the output process
of the previous stage. If the buffers that are connected
to input 1links of the switch are not empty, we.get a
request out of them. As we have conly two input links, we
can not get morsa than two requests in one cyele. The
output process is just the same as described in section
I1I.

Again we first analyze the stationary case with
constant average rate. As we could see from the previous
section and as is shown in this, probabilities that
buffers are not empty (in this case we get a request)

are not changing with time. Let I, and O, be the
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probabilities that the buffers from where Iinput links
come are empty. Then we have the following probabilities
on the number of Incoming requests

0 _
P1 H] II1 ] H2
pz = ﬂt (1-1]2)4-[[2 (1-“1)
P2 s (=T -1 (12)
P = o k=3 & ...

A8 the path from the processor to the memory module
is completely random, requesta Jjoin each of the two

buffers with equal probability. So we get
(¢]

Po='|
1 1 2
Py =Py 2py=0.5 {(13)

2 4
Py : Py = 0.25

For the probability of m requests coming into buffer
in one eycle we get
k _k
Pp =l P By m=0,1,2 (14)
k=2

The balance diagram for this type of switch is shown
in Fig., .

The balance eguatations which we obtain from the
diagram are

ag) (p1 + p2) = ©(1) Pq
o) + a(13) P, = B(2) 8y (15)

Q{a) Py = Q{a+1) Po 8 =2, 3, .44, Dl =

How the aystem is already linear. We just have te
add the normalization eguation (5) and solve {t. '
For the time dependent system we use a =imilar
procedure aa Iln the previocus section. Conslder that we
analyze the stage i. Then we have
nto,t) = 1, afa,t) =0, 8 = 1, +..y bl,
L= 0, veey 1=1

(16)

After 1 cyclea the first request can come to the switch

on the stage 1. The number of requests in the bulfer may
grow maximaly by a request per cycle, because of maximaly
twoe incoming requests and one outgoing request (except
in the case where at the previous moment the buffer was
empty. But we only have a jump from O to 2 and after

that the length grows maximaly by cne). So we get the
following system

a(0,t) = [0(0,t=-1) + a{i,t-1)] Po

B(2,t-1) Py (17)

a(2,t) = [(a(0,t-1) + 8(1,t-1)] Py +
2(2,t-1) By + B(3,t-1) oy

8+1
fite, ) =k§a_ O(a-1,t-1)p_ .,
82 3, 40, bL =1

A(bl, &} = R(BL,t=1) (p, + p,) +
a(bl-1,t-1) p,

Equatations (17) are the same in the case where average
input rate is time dependent and whare is not.

V. Switchss with two input and one output link

This kind of awitches we find at the last stage.
The input links come from the previous stage and the
output links are connected to memory modules. From each
awitch we can reach only one memory module. The situation
is almost the same as describad in the section IV. The
difference is only that we have just one buffer so all
requests go in the same buffer. So we have to change the
coefficients p defined by (12) and (14),

VI. Summary and conclualon

In the Table 1 probabilities on number of requests in
the buffer for one awitch on the [firat stage with
different average input rates are given.

average rate

8 0.5 ] 1.5 1.9

0 0.75000 D0.50000 0.25085 O.07687
1 0,21302 0.324%36  0.28020 0.12189
2 0.03277 0.12260 0.19489 0.12635
3 0.00385 0.03779 O.11706  0.11699
4 0.00037 0.01O91 0.0678T  0.1059%
5 0.00004 0.0031%  0.03975 0.09569
6 0,00000 O0.00088 0.02258 0.08643
7 0.00000 0.00025 0.01302 0.07807
8 0.,00000 C.00007 0.00751 0.07052
9 0.00000 0.00002 0.00433 0.06370C
10 0.00000 0.00001 0.00250 0.05753

Table 1



average rate

s 0.5 1 1.5 1.9

0 0.75000 0,50000 0.25086  0.08057
0.22959 0.38889  0.39047  0.19T34
0.01999  0.09876 0.23004  0.20422
£.00041 0.01097 0.08251  0.15007
0.00001 0.00122 0.0825) 0.11028
0.00000 0.0001%  0.02960 0.0810Y
0.00000 0.00002 0.01062 0.05955
0.00000 0.00000 0.00381  0.04376
0.00000  0.00000 0.0C137 0.03216
0.00000 ©0.00000 0.00043  0.02363
0.00000 0.00000 0.00006 0.01737
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Table 2 ) .
In the Table 3 the probabilities for the switches on the
last atage are given. All requests are generated with
equal average input rate, '

average rate

8 0.5 1 1.5 1.9
¢ 0.50000 0.02500 0.00000 0.00000
1 0.38889 0.07S00 0.00000  0.000CO
2 0.0987T 0.10000  0.00000  0.00000
3 0.01097 0.10000 0.00000  0,00000
4 0.00122 0.10000 £.00000  ©.00000
5 0.00014 0.30000 0.00000  0.00000
6 0.00002 0.10000 0.00014  0.00000
7  0.00000 0.10000 0.00125 0.00000
8 0.00000 0,10000 0.01117  0.D00C0S
9 0.00000 9,10000 0.09?58 0.00897
10 0.00000  0.10000 0.88784  0.99094

Table 3

As we can see from the tables it is obvioua that as
the input average rates grow to hhé maximum output rate,
which {8 2, the buffers are more and more full, so also
grows the number of rejected requests.
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