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An improved multi-objective Wild Horse optimization for 
the dual-resource-constrained flexible job shop scheduling 
problem: A comparative analysis with NSGA-II and a 
real case study  
Peng, F.a,b, Zheng, L.a,* 
aDepartment of Industrial Engineering, Tsinghua University, P.R. China 
bCRRC Academy Co. Ltd, Beijing, P.R. China 

A B S T R A C T A R T I C L E   I N F O 
The equipment manufacturing industry needs skilled workers to operate a 
specific set of machines following process specifications. Optimizing machine 
and worker assignments to achieve maximum efficiency is a critical problem 
for workshop managers. This paper investigates a multi-objective dual-
resource-constrained flexible job shop scheduling problem. An improved wild 
horse optimization (IWHO) algorithm is developed to simultaneously opti-
mize three objectives: makespan, maximum machine workload, and total 
machine workload. To evaluate the quality of individuals in multi-objective 
optimization, the Pareto fast non-dominated sorting method is used, and the 
crowding distance is calculated. To update the algorithm's solution, the cross-
over and mutation operations are used. Further, a local neighborhood search 
strategy is employed to enhance searchability and avoid trapping into the 
local optima. The benchmark of the flexible job shop scheduling problem is 
extended to create test instances, and the performance of the suggested IWHO 
algorithm is evaluated compared with the NSGA-II. The computational results 
show that the IWHO algorithm provides a non-dominated efficient set within 
a reasonable running time. Furthermore, a buffers and chain coupler assem-
bly process is designed to analyze the practical value of the IWHO algorithm. 
The proposed solutions can be used to generate daily schedules for managing 
machines, workers, and production cycles. 

 Keywords: 
Dual resource constraints; 
Flexible job shop scheduling; 
Wild horse optimization; 
Local search; 
Multi-objective optimization; 
NSGA-II; 
Benchmark analysis 
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1. Introduction
Scheduling is crucial for increasing the efficiency of manufacturing resources in contemporary 
production systems. In the last few decades, numerous scheduling problems, including job shop 
scheduling problem (JSP) [1], flexible job shop scheduling problem (FJSP) [2-4], etc., have been 
exhaustively studied against the growing demand for flexible and customized manufacturing, 
typically characterized by short life cycles, small lot sizes, and changing product mixes [5]. In 
standard FJSP, only the machine flexibility is taken into account, which means that the opera-
tions of the jobs can be performed by more than one machine from the group of available ma-
chines [6]. However, physical manufacturing resources are not just machines and also cover 
human resources, materials, transferring tools, etc. [7]. Multiple resources are introduced into 
the production systems to make the scheduling scenario more realistic. Dual resources-
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constrained (DRC) systems, in which the capacity of both machines and human operators is lim-
ited, are studied in depth [8]. DRC systems are more complex than systems with a single re-
source, and the scheduling process must account for numerous additional technical challenges.  

In this paper, we investigated a dual-resource constraint flexible job shop scheduling prob-
lem (DRCFJSP) motivated by the example of an engineering equipment manufacturer's assem-
bled workshop. With the development of Industry 4.0 technologies, more and more factories 
have started to promote intelligent manufacturing [9]. In the actual workshop manufacturing 
system, constraints on production resource factors such as fixtures, transport equipment, and 
laborers exist in addition to equipment constraints. Due to the specific requirements of the pro-
duction structure, the engineering equipment assembly workshop requires a substantial amount 
of labor. Robots are incapable of performing a thorough job of installing electric components 
into spatially complex curved surfaces. In addition, multiple workers are organized to execute 
the tasks sequentially. In such a case, the DRCFJSP must be considered when determining the 
operational worker and assistant machine orders. 

In the production process with human-computer interaction, the generated schedule is chal-
lenging to execute if the worker factor is not considered or the worker efficiency is regarded as a 
fixed value [10]. The human factor largely determines the performance of the production system 
with manual operation, which makes the scheduling decision of the system more challenging 
due to the variability of personnel [11]. The processing performance of the production system is 
closely related to the operational efficiency of workers [12]. The production process in an as-
sembled workshop environment is becoming increasingly reliant on the efficient management of 
skilled workers, and the unreasonable allocation of personnel will also result in rising wage 
costs. In addition, due to the recurring COVID-19 epidemic, the manufacturing industry has diffi-
culty recruiting more skilled workers. Assigning a limited number of skilled workers to appro-
priate positions can increase production efficiency and ensure the plan's smooth progression. 

The DRCFJSP has been extensively studied using various approaches such as mixed-integer 
programming, constrained programming, heuristics, and meta-heuristics. However, there is a 
need to devise practical alternate solutions for this problem. To address this issue, this paper 
proposes an enhanced version of the Wild Horse Optimization (WHO) algorithm tailored to solve 
the DRCFJSP. The primary contributions of this research are listed as follows. 

• A multi-objective approach is proposed for the DRCFJSP that simultaneously minimizes 
the makespan, the maximum machine workload, and the total machine workload. 

• The wild horse optimization algorithm is discretized using the crossover and mutation op-
erators, and a local search strategy is added to avoid local optima. 

• A real-world test instance is provided for assembling the buffers and chain couplers. And 
the performance of the designed algorithm is also analyzed by solving the practical instance. 

2. Literature review 
Our research aims to design an alternative method to solve the DRCFJSP. We discussed the clos-
est two sides in the existing works: (i) DRCFJSP; and (ii) the involved wild horse optimization 
algorithm. For the flexible job shop scheduling problem, the readers can refer to the comprehen-
sive surveys [2, 13]. 

It is essential to find a solution to the multi-objective flexible job shop scheduling problem 
(MOFJSP), considering various production resources for supporting the development of the 
manufacturing industry in intelligence, flexibility, and personalized customization. The MOFJSP 
problem is a complex NP-hard problem, which is widely used in various fields such as aviation 
equipment, the shipbuilding industry [14], agricultural machinery manufacturing [15], semicon-
ductor manufacturing [16], etc. Among that, the DRCFJSP is studied widely from multiple per-
spectives. The DRCFJSP is introduced considering machine capacity and labor capacity and can 
be regarded as dual resource-constrained (DRC) systems that commonly exist in real-world sit-
uations [8]. In the DRCFJSP researches, the resources assignment problem and the operation 
sequence problem are studied concurrently. Nonetheless, the DRCFJSP is NP-hard in the strong 
sense since its simplified form, FJSP, is NP-hard. 
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In that case, various heuristics were designed to resolve the DRCFJSP. Lei and Guo [17] stud-
ied DRCFJSP to optimize the makespan based on variable neighborhood search. Then, they in-
vestigated a DRC job shop scheduling problem with interval processing time and heterogeneous 
resources and developed a dynamical neighborhood search algorithm [18]. Besides, simulated 
annealing (SA) and vibration damping optimization were designed to solve the DRCFJSP [19]. 
Moreover, some new population-based optimization algorithms were also presented to solve it, 
including genetic algorithm (GA) [20], fruit fly optimization algorithm [21], bat algorithm [22], etc. 

Due to the increase in computer power, constraint programming techniques were developed 
to solve the DRCFJSP [23]. However, operations can not be processed if the workers are not 
available or lack the requisite skills. Wu et al. [24] considered the worker's learning ability in the 
DRCFJSP and suggested a genetic algorithm to obtain the optimal solutions. Besides, the loading 
and unloading time of the fixtures was introduced into the DRCFJSP, and a non-dominated sort-
ing genetic algorithm II was proposed to minimize the makespan and the setup time [25]. Work-
ers ' fatigue cannot be ignored when considering the DRCFJSP in the casting workshop. And Tan 
et al. discussed a fatigue-conscious DRCFJSP with the support of the NSGA-II, minimizing the 
maximum worker fatigue and makespan [26]. Due to the requirement for product customization 
and on-time delivery in make-to-order companies, the due date-related criteria (the mean tardi-
ness) were introduced into the DRCFJSP, except for the makespan [27]. Recently, sequencing 
flexibility has been studied in DRCFJSP for minimizing the triple objectives, including makespan, 
maximal worker workload, and weighted tardiness [28]. Based on the above analysis, most of 
the current works focus on developing the heuristics in solving the DRCFJSP. Meanwhile, the 
multi-objective optimization approaches are insufficient, especially in triple objectives. There-
fore, developing an alternative solution approach is necessary to solve the DRCFJSP. 

The wild horse optimizer (WHO) is a new population-based optimization algorithm devel-
oped by Naruei and Keynia [29]. The WHO imitates the social lift behavior of wild horses, espe-
cially for the decency behavior of the horse. Compared to the existing algorithms, such as GA, 
particle swarm optimization, salp swarm algorithm, etc., the WHO performs better in solving the 
CEC2019 test functions. Since then, the WHO attracted the attention of many scholars. Li et al. 
[30] suggested four strategies to improve the optimization capability of the WHO and performed 
a demonstration of the improvement on CEC2017 and CEC2021. Vasanthkumar et al. [31] intro-
duced deep learning to enhance the WHO for the estimation of the state of charge in hybrid elec-
tric vehicles. Ali et al. [32] used the WHO to optimize the distributed generation to increase the 
reliability, stability, and security of the electrical power systems. Alphonse et al. [33] adopted the 
WHO to allocate electric vehicle charging stations and photovoltaic energy resources in a smart 
grid simultaneously. Milovanović et al. [34] studied the multi-objective energy management 
problem using the WHO. Based on the applications of the WHO, it is rare to apply the WHO to 
scheduling problems. In this paper, we tried to design an improved WHO algorithm to fill the 
research gap in discretizing the WHO for solving DRCFJSP. 

3. Problem Description 
The DRCFJSP is described as follows: 𝑛𝑛 jobs 𝐽𝐽 = {1,2,⋯ , 𝑛𝑛} needs to be processed on 𝑚𝑚 machines 
𝑀𝑀 = {1,2,⋯ ,𝑚𝑚} accompanied by 𝑤𝑤 workers 𝑊𝑊 = {1,2,⋯ ,𝑤𝑤}. Each job includes multiple opera-
tions, and the processing sequence of the operations must be followed. Each machine can only 
perform one operation at the same time. The operations can be processed on one of the available 
machines, and workers with the ability to operate the corresponding machines are assigned ac-
cording to the process requirements. The worker number 𝑤𝑤 should be less than or equal to the 
machine number m, and the processing time is determined by the operation efficiency of the 
selected workers and the capacity of the assigned machine. Each worker can operate more than 
one machine, and the machining operation efficiency of each worker is different. 

To evaluate the effectiveness of the scheduling scheme in terms of production efficiency and 
machine utilization, we have selected three objectives for optimization, which include minimiz-
ing the makespan, maximal machine workload, and total machine workload. Among these goals, 
the makespan is crucial in determining production efficiency as it directly relates to the comple-
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tion time of each job. The maximal machine workload identifies the bottleneck machine, and 
reducing it can help improve the workshop's production efficiency. Additionally, the total ma-
chine workload is closely related to machine idle losses and energy consumption. The scheduling 
process aims to provide an optimal resource allocation scheme and process sequence while ad-
hering to process constraints and dual resource capacity constraints. Achieving the optimal 
schedule involves minimizing the aforementioned three objectives.  

Table 1 Notation 
𝐽𝐽 set of jobs，𝐽𝐽 = {1,2,⋯ ,𝑛𝑛} 
𝑀𝑀 set of machines，𝑀𝑀 = {1,2,⋯ ,𝑚𝑚} 
𝑊𝑊 set of workers，𝑊𝑊 = {1,2,⋯ ,𝑤𝑤} 
𝑊𝑊𝑘𝑘  set of eligible workers that can operate machine k, 𝑊𝑊𝑘𝑘 ⊆ 𝑊𝑊 
𝐽𝐽𝑖𝑖 set of operations of job 𝑖𝑖 (𝑖𝑖 ∈ 𝐽𝐽), 𝐽𝐽𝑖𝑖 = {1,2,⋯ ,𝑛𝑛𝑖𝑖} 
𝑂𝑂𝑖𝑖𝑖𝑖 the 𝑗𝑗-th operation of job 𝑖𝑖 (𝑖𝑖 ∈ 𝐽𝐽, 𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖) 
𝐶𝐶𝑖𝑖 the complete time of job 𝑖𝑖 (𝑖𝑖 ∈ 𝐽𝐽) 
𝑠𝑠𝑖𝑖𝑖𝑖 the starting time of the operation 𝑂𝑂𝑖𝑖𝑖𝑖  
𝑐𝑐𝑖𝑖𝑖𝑖  the completion time of the operation 𝑂𝑂𝑖𝑖𝑖𝑖  
𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 the processing time of operation 𝑂𝑂𝑖𝑖𝑖𝑖 is processed on machine 𝑘𝑘 by worker 𝑟𝑟  
𝛥𝛥 a big number 

𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖  binary variable: 1, if the operation 𝑂𝑂𝑖𝑖𝑖𝑖 is processed on machine k by worker 𝑟𝑟; 0, otherwise 

𝑦𝑦𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑖𝑖 binary variable: 1, if both operation 𝑂𝑂𝑖𝑖𝑖𝑖 and operation 𝑂𝑂𝑔𝑔ℎ are processed on machine k, and 𝑂𝑂𝑔𝑔ℎ 
is earlier than 𝑂𝑂𝑖𝑖𝑖𝑖; 0, otherwise 

𝑧𝑧𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑖𝑖  binary variable: 1, if both operation 𝑂𝑂𝑖𝑖𝑖𝑖 and operation 𝑂𝑂𝑔𝑔ℎ are processed by worker r, and 𝑂𝑂𝑔𝑔ℎ is 
earlier than 𝑂𝑂𝑖𝑖𝑖𝑖; 0, otherwise 

𝑇𝑇𝑤𝑤𝑙𝑙
𝑆𝑆  the idle start time for worker 𝑤𝑤𝑙𝑙 

𝑇𝑇𝑤𝑤𝑙𝑙
𝐸𝐸  the idle end time for worker 𝑤𝑤𝑙𝑙 

The notation is defined in Table 1. The mixed-integer programming model of the DRCFJSP 
with the triple objectives is given as follows. 

 min 𝑓𝑓1 = 𝑚𝑚𝑚𝑚𝑚𝑚
𝑖𝑖∈𝑁𝑁

{𝐶𝐶𝑖𝑖} (1)  
 min 𝑓𝑓2 = 𝑚𝑚𝑚𝑚𝑚𝑚

𝑘𝑘∈𝑀𝑀
{∑ ∑ ∑ 𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑗𝑗∈𝐽𝐽𝑖𝑖𝑖𝑖∈𝑁𝑁𝑟𝑟∈𝑊𝑊𝑘𝑘 } (2) 

min 𝑓𝑓3 = ∑ ∑ ∑ ∑ 𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑗𝑗∈𝐽𝐽𝑖𝑖𝑖𝑖∈𝑁𝑁𝑟𝑟∈𝑊𝑊𝑘𝑘𝑘𝑘∈𝑀𝑀                                              (3) 
s.t. 

 ∑ ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟∈𝑊𝑊𝑘𝑘 = 1𝑘𝑘∈𝑀𝑀   ∀𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖, 𝑖𝑖 ∈ 𝑁𝑁 (4) 
 𝑐𝑐𝑖𝑖𝑖𝑖 ≥ 𝑠𝑠𝑖𝑖𝑖𝑖 + ∑ ∑ (𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)𝑟𝑟∈𝑊𝑊𝑘𝑘𝑘𝑘∈𝑀𝑀  ∀𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖, 𝑖𝑖 ∈ 𝑁𝑁 (5) 
 𝑐𝑐𝑖𝑖𝑖𝑖 ≤ 𝑠𝑠𝑖𝑖(𝑗𝑗+1) ∀𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖\{𝑛𝑛𝑖𝑖}, 𝑖𝑖 ∈ 𝑁𝑁 (6) 

𝑦𝑦𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑦𝑦𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑘𝑘 ≤ 1 ∀ℎ ∈ 𝐽𝐽𝑔𝑔, 𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖,𝑔𝑔, 𝑖𝑖 ∈ 𝑁𝑁,𝑘𝑘 ∈ 𝑀𝑀                                     (7) 
𝑧𝑧𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑧𝑧𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑟𝑟 ≤ 1 ∀ ℎ ∈ 𝐽𝐽𝑔𝑔, 𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖,𝑔𝑔, 𝑖𝑖 ∈ 𝑁𝑁, 𝑟𝑟 ∈ 𝑊𝑊                                     (8) 

 𝑐𝑐𝑔𝑔ℎ ≤ 𝑠𝑠𝑖𝑖𝑖𝑖 +△ (3 − ∑ 𝑥𝑥𝑔𝑔ℎ𝑘𝑘𝑘𝑘𝑟𝑟∈𝑊𝑊𝑘𝑘 − ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟∈𝑊𝑊𝑘𝑘 − 𝑦𝑦𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑖𝑖)∀ℎ ∈ 𝐽𝐽𝑔𝑔, 𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖,𝑘𝑘 ∈ 𝑀𝑀,𝑔𝑔, 𝑖𝑖 ∈ 𝑁𝑁 (9) 
 𝑐𝑐𝑔𝑔ℎ ≤ 𝑠𝑠𝑖𝑖𝑖𝑖 +△ (3 − ∑ 𝑥𝑥𝑔𝑔ℎ𝑘𝑘𝑘𝑘 − ∑ 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑘𝑘∈𝑀𝑀𝑘𝑘∈𝑀𝑀 − 𝑧𝑧𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑖𝑖)∀ℎ ∈ 𝐽𝐽𝑔𝑔, 𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖, 𝑟𝑟 ∈ 𝑊𝑊,𝑔𝑔, 𝑖𝑖 ∈ 𝑁𝑁 (10) 
 𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚 ≥ 𝑐𝑐𝑖𝑖𝑖𝑖  ∀𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖, 𝑖𝑖 ∈ 𝑁𝑁 (11) 
 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖,𝑦𝑦𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑖𝑖 , 𝑧𝑧𝑔𝑔ℎ𝑖𝑖𝑖𝑖𝑖𝑖 ∈ {0,1}∀ℎ ∈ 𝐽𝐽𝑔𝑔, 𝑗𝑗 ∈ 𝐽𝐽𝑖𝑖, 𝑟𝑟 ∈ 𝑊𝑊𝑘𝑘 ,𝑘𝑘 ∈ 𝑀𝑀,𝑔𝑔, 𝑖𝑖 ∈ 𝑁𝑁 (12) 

The objective functions consist of three parts. Eq. 1 minimizes the maximum makespan, Eq. 2 
minimizes the maximum machine workload, and Eq. 3 minimizes the overall machine load. Con-
straint Eq. 4 ensures that each operation of a job can only be allocated to a single worker and 
performed simultaneously by a single piece of machine. The processing completion time of each 
operation is the sum of its earliest starting time and its processing time, as shown by Constraint 
Eq. 5. There is a processing sequence restriction between two adjacent job operations, according 
to constraint Eq. 6. The conflicting sequence of operations allocated to a machine is avoided by 
constraint Eq. 7. The conflicting sequence of operations allocated to a worker is avoided by con-
straint Eq. 8. Constraints Eqs. 9 to 10 establish the respective association between x, y, and z. 
Makespan is specified by constraint Eq. 11. The domains of three decision variables are set by 
constraint Eq. 12.  
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4. The improved wild horse optimization algorithm 
Due to the intractable nature of the problem under study and the necessity of finding multiple 
Pareto optimal solutions, an improved multi-objective wild horse optimization algorithm is pro-
posed. The wild horse optimizer (WHO) is a new meta-heuristic algorithm for solving continu-
ous optimization problems [29]. This population-based optimization algorithm imitates the be-
havior of non-territorial wild horses to find the optimal solution in the solution space. Specifical-
ly, group behaviors, grazing, mating, dominance, and leadership are utilized to design search 
operators. As with other optimization algorithms, the WHO starts with an initial random popula-
tion with 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 members. Moreover, the 𝐺𝐺 (𝐺𝐺 = �𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 × 𝑃𝑃𝑃𝑃�, where PS is the percentage of stal-
lions in the population) leaders (stallions) are selected based on their fitness values to deter-
mine the groups, and the remaining members (𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 − 𝐺𝐺) are divided equally among these 
groups. The stallion can be regarded as the center of the grazing area, and the group members 
are searched around the center. When the position of the stallion is in a different direction, its 
members are attracted by using the position updating equation. Compared to other animals, the 
behavior of separating foals from the group and mating them prevents the father from mating 
with the daughter or siblings. In the WHO, the crossover operator is used to simulate the behav-
ior of the departure and mating of horses. According to the horse mating behavior, the prema-
turity of the population can be prevented. The group leader must lead the group to a suitable 
area. The water hole can be taken as this suitable area. And the leaders must compete for this 
water hole so that the dominating group can use this water hole and other groups are not al-
lowed to use the water hole. The WHO simulates this behavior to update the stallion's location 
and expedite the search process. In the initial iteration, the group's leaders are selected at ran-
dom. In later iterations of the WHO, leaders are chosen based on their fitness. If one member of 
the group is superior to the group leaders, their positions will be switched. If the termination 
criteria are met, the algorithm is stopped, and the best solution is output. Otherwise, the algo-
rithm is iterated. 

The standard WHO algorithm was created to solve continuous optimization problems. Here, 
discrete optimization is required for the investigated DRCFJSP. The section introduces the spe-
cifics of the improved WHO algorithm. The enhanced components are designed based on the 
peculiarities of our problem. 

4.1 Encoding and decoding scheme 

In our algorithm, the encoding scheme adopts a three-vector string [21] to express the operation 
sequence (OS), machine assignment (MA), and worker assignment (WA) in a solution, as shown 
in Fig. 1. The first vector OS is the order of the jobs' operations. The number of occurrences for a 
specific job index corresponds to its operation number. The second vector MA and the third vec-
tor WA determine the corresponding suitable machine and worker for the specific operation of 
the job in OS. The lengths of the three vectors are ∑ 𝑛𝑛𝑖𝑖𝑖𝑖∈𝑁𝑁 . 

1 1112233

OS 3

MA

1 123342

WA 1 1122122

 
O11 O21 O41 O31 O32 O22 O12 O33

J1 J2 J3 J4

J1 J2 J3 J4

O11 O12 O21 O22 O23 O31 O32 O41

 
Fig. 1 Solution encoding scheme 
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Based on the above representation, the corresponding schedule can be obtained via the fol-
lowing five steps of the decoding procedure. 

1) Take the operation 𝑂𝑂𝑖𝑖𝑖𝑖  from the OS one by one from left to right and find the correspond-
ing machine 𝑘𝑘 and worker 𝑟𝑟; 

2) Based on the processing time 𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 of operation 𝑂𝑂𝑖𝑖𝑖𝑖  handling by machine 𝑘𝑘 and worker 𝑟𝑟, 
the free interval [𝑇𝑇𝑘𝑘𝑆𝑆,𝑇𝑇𝑘𝑘𝐸𝐸] of machine 𝑘𝑘 and the free interval [𝑇𝑇𝑟𝑟𝑆𝑆,𝑇𝑇𝑟𝑟𝐸𝐸] of worker 𝑟𝑟 can be de-
termined, in which 𝑇𝑇𝑆𝑆 and 𝑇𝑇𝐸𝐸  are the starting time and the ending time of the free interval, 
respectively.  

3) Calculate the starting time 𝑇𝑇𝑖𝑖𝑖𝑖𝑆𝑆 of the operation 𝑂𝑂𝑖𝑖𝑖𝑖  via the Eq. 13; 
 𝑇𝑇𝑖𝑖𝑖𝑖𝑠𝑠 = 𝑚𝑚𝑚𝑚𝑚𝑚(𝑇𝑇𝑖𝑖(𝑗𝑗−1)

𝐸𝐸 ,𝑇𝑇𝑘𝑘𝑆𝑆,𝑇𝑇𝑟𝑟𝑆𝑆)                                                         (13) 

4) Evaluate whether the operation 𝑂𝑂𝑖𝑖𝑖𝑖  can be processed earlier. If 𝑇𝑇𝑖𝑖𝑖𝑖𝑆𝑆 + 𝑃𝑃𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ≤ 𝑚𝑚𝑚𝑚𝑚𝑚(𝑇𝑇𝑘𝑘𝐸𝐸 ,𝑇𝑇𝑟𝑟𝐸𝐸), 
the operation 𝑂𝑂𝑖𝑖𝑖𝑖  can be inserted into the available free interval forward. If the operation 
𝑂𝑂𝑖𝑖𝑖𝑖  can not be inserted into the existing free interval, it is appended to the processing list 
of the operations assigned to machine 𝑘𝑘. And the starting time of operation 𝑂𝑂𝑖𝑖𝑖𝑖  is the max-
imum between the ending time of the last operation assigned to machine 𝑘𝑘 and the ending 
time of the last operation assigned to worker 𝑟𝑟; 

5) Repeat the above steps 1-4 until all operations of the jobs have been processed. 

4.2 Population initialization 

To improve the WHO algorithm's population initialization, multiple groups of individuals should 
be initialized, in line with the algorithm's design philosophy. The exchange of information be-
tween these groups can expedite the search procedure, but the quality of initial solutions can 
also enhance the algorithm's ability to explore and exploit. To generate the OS, our algorithm 
selects a processing operation randomly from the list of candidate operations while maintaining 
the precedence relationship between the job operations. The MA and WA are then generated by 
assigning the most efficient machine and worker, respectively. 

4.3 Pareto ranking and crowding distance 

The fast-non-dominated sorting approach proposed in non-dominated sorting genetic algorithm 
II (NSGA-II) [35] is adopted to construct the set of Pareto optimal solutions. The sorting ap-
proach distinguishes all nondominated solutions based on the individuals' objective values and 
directs the population toward the set of Pareto optimal solutions. We consider two entities for 
each individual: 1) 𝑛𝑛(𝑖𝑖) represents the number of the solutions that dominate the individual 𝑖𝑖, 
and 2) 𝑆𝑆(𝑖𝑖), a set of individuals that the individual 𝑖𝑖 dominates. The detailed computation pro-
cess for the two entities can be found in reference [35]. Individuals with rank one belong to the 
non-dominated set which is also called the Pareto-optimal set. Once the non-dominated sorting 
is finished, a new population of size 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 is formed with individuals of different non-dominated 
fronts. 

After the Pareto ranking of the individuals, the priority relationship of the individuals located 
on the same front should be analyzed. In our improved WHO algorithm, individual sorting is 
used to guide the updating of the remaining individuals with the information of the best one. 
And the crowding distance is used to sort the individuals of the same front. The crowding dis-
tance of an individual from the nondominated solution set is the sum of the differences in the 
objective values of its two adjacent individuals. Here, we set the boundary value of the crowding 
distance to infinity for selecting other individuals at the next iteration. Before calculating the 
crowding distance, the individuals of various Pareto fronts are sorted based on their objective 
values. The following Eq. 14 is used to assign the crowding distance 𝐷𝐷𝑖𝑖 to the individual 𝑖𝑖. 

 max min
( 1) ( 1)H

h h
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In the above equation, 𝐻𝐻 is the number of objective values at the same front, 𝑓𝑓ℎ𝑚𝑚𝑚𝑚𝑚𝑚 is the max-
imum value of the objective function 𝑓𝑓ℎ, 𝑓𝑓ℎ𝑚𝑚𝑚𝑚𝑚𝑚 is the minimum value of the objective function 𝑓𝑓ℎ, 
𝑓𝑓ℎ(𝑖𝑖 + 1)and 𝑓𝑓ℎ(𝑖𝑖 − 1) are the objective values of the two most adjacent individuals for 𝑖𝑖 at the 
sorting sequence, respectively.  

4.4 Position updating for group members 

In the original WHO introduced in reference [29], the positions of group members are updated 
based on the grazing and mating behavior of horses. In our algorithm, the stallion of the group 
and the stallions of other groups guide the updating of the position of the individuals. Once the 
population has completed the Pareto ranking, and the calculation of crowding distance, the 
member with the greatest crowding distance is regarded as the group's stallion (the group lead-
er). Eq. 15 motivates the group members to move and search around the leader of the same 
group or the leader of other groups.  

 𝑋𝑋𝑖𝑖,𝑗𝑗,(𝑡𝑡+1)
′ = 𝑋𝑋𝑖𝑖,𝑗𝑗,𝑡𝑡⨁𝑋𝑋𝑖𝑖,𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏,𝑡𝑡⨁𝑋𝑋𝑘𝑘,𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏,𝑡𝑡 (15) 

In the above equation, t is the iteration index, 𝑋𝑋𝑖𝑖,𝑗𝑗,𝑡𝑡 is the current position of the individual 𝑗𝑗 of 
the group 𝑖𝑖 at iteration 𝑡𝑡, 𝑋𝑋𝑖𝑖,𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏,𝑡𝑡 is the position of the stallion of group 𝑖𝑖; 𝑋𝑋𝑘𝑘,𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏,𝑡𝑡 is the position 
of the stallion of the group 𝑘𝑘 (𝑘𝑘 ≠ 𝑖𝑖). In particular, the group 𝑘𝑘 is randomly selected from the 
remaining groups except for group 𝑖𝑖. Moreover, ⨁ is the crossover operator introduced later. Eq. 
15 means the position of the group member should be updated by its group leader or another 
group leader. The grazing behavior and horse mating behavior can be embodied in Eq. 15. In the 
subsequent section, we introduce the crossover operator using Eq. 15. 

Crossover operator 

To improve the efficiency and effectiveness of the proposed algorithm, we implemented two 
crossover operators to obtain new group member positions. An improved precedence operation 
crossover (IPOX) is used to create the new sequence for the OS vector. The IPOX is not only able 
to retain excellent solutions for the subsequent iteration, but it can also effectively reduce the 
generation of solutions that are not feasible. The procedures of IPOX for OS are described in de-
tail below. Each group member is paired with a random stallion from another group to form a 
crossover pair. PO1 and PO2 represent the parents. Let CO1 and CO2 represent their offspring. 
Some jobs are randomly selected to form a set 𝑆𝑆, where |𝑆𝑆| ≤ 𝑛𝑛 − 1. Then, all jobs are split into 
two sets 𝑆𝑆 and 𝑁𝑁 − 𝑆𝑆. The positions of the selected jobs 𝑆𝑆 of parent PO1 are copied to CO1. The 
job of the set 𝑁𝑁 − 𝑆𝑆 is taken from the PO2 in sequence and inserted into the remaining position 
of the CO1. The same procedure is executed for PO2 and CO2. An example of the IPOX operator is 
shown in Fig. 2. 

 
Fig. 2 IPOX for OS 

Moreover, the multi-point crossover (MPX) is adopted to generate the new vectors for MA 
and WA, and the MPX randomly selects some points in the parent individuals for crossover. 
First, a random set 𝑅𝑅 of 0-1 numbers is generated. In particular, |𝑅𝑅| = ∑ 𝑛𝑛𝑖𝑖𝑖𝑖∈𝑁𝑁 . The elements of 𝑅𝑅 
determine whether the crossover operator should be implemented. When the element is 1, the 
crossover should be implemented. Let PM1/PW1 and PM2/PW2 denote the parent individuals 
for MA and WA. Let CM1/CW1 and CM2/CW2 represent the offspring individuals for MA and 
WA. When the element of 𝑅𝑅 is 1, the elements of two-parent individuals are exchanged to form 
the offspring individuals. Otherwise, the elements of two-parent individuals are copied into the 
offspring individuals. When the offspring individuals are infeasible, the parent individuals are 
kept. An example of an MPX operator is presented in Fig. 3. 
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Fig. 3 MPX operator for MA and WA 

Mutation operator 

The mutation operator working on the elite individuals is turned to lasting diversity during the 
evolution process. This paper adopts two mutation operators for a three-level encoding scheme. 
The OS string uses the two-point reversing operator to generate the mutated individual. That is 
to say, two elements are selected randomly from the OS string, and all operations between the 
selected two elements are reversed. An example is shown in Fig. 4(a), where PO is the parent OS 
string, and CO is the chromosome OS string. The two-point random mutation operator is used 
for the MA and WA strings. In particular, one element is randomly selected from the MA string. 
And a different component is chosen from the set of available machines for the corresponding 
job operation. The above procedure is repeated again for another randomly chosen MA element. 
Moreover, the mutation operator of the WA is the same as the MA. Only the set of the available 
worker should be used. As shown in Fig. 4(b) and Fig. 4(c), the new MA string and the new WA 
string are generated based on the available candidate set. 

 
(a) OS 

 
(b) MA 

 
(c) WA 

Fig. 4 Mutation operator  
4.5 Local search operator 

The primary purpose of the local search strategy is to prevent premature convergence and en-
sure the global search ability of the proposed algorithm. To achieve this, a local search method 
based on non-dominated sorting is designed. While the introduction of a local search strategy 
may increase the algorithm's run time, this paper balances run time and search effect by sorting 
the individuals of each non-dominated solution set by crowding distance, selecting the first 50 % 
of individuals to construct a search set, and performing a local search on this set. The neighbor-
hood is perturbed by modifying the processes on the critical path. 

The neighborhood structures are designed based on the following rules: 1) The two key op-
erations at the end of the first key block on the critical path are exchanged to satisfy process 
requirements while keeping the machine and worker indexes of the operation unchanged; 2) If 
the key block is at the end of the critical path, the two key operations at the beginning of the 
block are exchanged according to the process precedence relationship, without modifying the 
machine and worker indexes; 3) For other key block operations, only the key operations adja-
cent to the block head and block tail are exchanged, and operations in the remaining key blocks 
are not perturbed. No perturbation is performed if there is only one critical operation in the crit-
ical block. 4) To avoid generating infeasible solutions, perturbation is not performed if the ex-
change of operations belongs to the same workpiece. The local search procedure for our multi-
objective problem is outlined as follows: 

Step1:  Construct the neighborhood solution set 𝑁𝑁𝑁𝑁 = ∅ and the comparison solution set 
𝐶𝐶𝐶𝐶 = ∅; 

Step2:  For each individual 𝑠𝑠𝑖𝑖  of search solution set 𝑆𝑆, all neighborhood solutions are gener-
ated by the designed neighborhood structure； 
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Step3：Evaluate the dominant relationship between the individual 𝑠𝑠𝑖𝑖  and its neighborhood 
solution 𝑠𝑠𝑖𝑖′. If 𝑠𝑠𝑖𝑖 ≺ 𝑠𝑠𝑖𝑖′, the neighborhood solution 𝑠𝑠𝑖𝑖′ is abandoned; if 𝑠𝑠𝑖𝑖  and 𝑠𝑠𝑖𝑖′ are irre-
lated, the neighborhood solution 𝑠𝑠𝑖𝑖′ is added into the set 𝑁𝑁𝑁𝑁. If 𝑠𝑠𝑖𝑖′ ≺ 𝑠𝑠𝑖𝑖, the current so-
lution 𝑠𝑠𝑖𝑖  is replaced by 𝑠𝑠𝑖𝑖′, the neighborhood solution 𝑠𝑠𝑖𝑖′ is added into the set 𝐶𝐶𝐶𝐶, the 
neighborhood solution set 𝑁𝑁𝑁𝑁 is set to empty, and the search of the individual 𝑠𝑠𝑖𝑖  is 
stopped; 

Step4:  Once all neighborhood solutions of the individual 𝑠𝑠𝑖𝑖  have been searching, if a non-
dominated solution of 𝑠𝑠𝑖𝑖  is found, 𝑠𝑠𝑖𝑖  is put into the set 𝑁𝑁𝑁𝑁. And the set NO and the set 
CP are merged. The set 𝑁𝑁𝑁𝑁 is set to empty, and the local search starts to implement 
the above search process for the next individual 𝑠𝑠𝑖𝑖+1;  

Step5:  After searching all individuals of the set 𝑆𝑆, all individuals of the set 𝐶𝐶𝐶𝐶 are nondomi-
nated sorted. The non-dominated solutions with large crowding distances are select-
ed to replace the individuals of the set 𝑆𝑆.  

The local search strategy proposed in this paper is based on non-dominated sorting for indi-
vidual selection, which can effectively select the best solution in the population so that the algo-
rithm can be accelerated toward the convergence to the Pareto frontier. 

4.6 Framework of the improved WHO algorithm 

The procedure of the improved WHO algorithm solving the DRCFJSP is depicted as follows. First-
ly, the algorithm parameters are determined and the instance parameters are input into the al-
gorithm. A population with 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 individuals is generated. The three-level encoding scheme and 
the greedy insert decoding scheme are used to obtain the schedule with triple objectives. The 
population based on the fast non-dominated sorting and crowding distance is evaluated. Then, 
the best and worst solutions are selected to guide the individual updating. A pair of solutions is 
randomly selected out of the population, and the crossover operation is executed. The crossover 
process is repeated until every individual is paired with the other population individual with the 
greatest crowding distance. The individuals from various groups are selected to execute the mu-
tation operation. The above process is repeated until the number of individuals meets the prede-
termined size. After that, the local search is performed on the first 50 % of individuals based on 
the crowding distance of the nondominated individuals at the same level. The above process is 
repeated until the number of individuals meets the predetermined size. Subsequently, the elitist 
archive with the first Pareto front solutions of the new population is updated. Once the termina-
tion criteria are met, output the best individual. 

5. Experimental results and analysis 
The proposed IWHO algorithm is implemented in Python. The code is run on a PC with an Intel 
Core i5-6400 CPU (2.70GHz), 8GB RAM, and a 64-bit Windows 10 operating system. For evaluat-
ing the performance of the improved IWHO algorithm in solving the multi-objective DRCFJSP 
problem, the standard NSGA-II method is used as a benchmark here. The two algorithms are run 
ten times for each test instance to eliminate the effect of the random search.  

5.1 Instance generation 

Two groups of test instances were generated using the method proposed in reference [17] based 
on the BRdata and DPpaulli. The first group consists of ten instances with MK01-10[36] and the 
second group includes eight instances with DP01-08 [37]. Except for the processing information 
of the jobs, we added the data of machines and workers into the two groups of instances, as 
shown in Table 2. In particular, the processing time of each operation for all jobs is randomly 
picked from the interval [𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖 ,𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖 + 𝛿𝛿𝑖𝑖𝑖𝑖], where 𝑝𝑝𝑖𝑖𝑖𝑖𝑖𝑖  is the processing time of the job operation 
in the original benchmark instance, and 𝛿𝛿𝑖𝑖𝑖𝑖  is a random number from the interval [2, 8]. 
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Table 2 Machine-worker data for test instances 
Instances w The set of eligible workers operating machine k 
DMK1-2 4 𝑊𝑊1 = {1,3},𝑊𝑊2 = {2,4},𝑊𝑊3 = {1,4},𝑊𝑊4 = {2,3,4},𝑊𝑊5 = {1,2},𝑊𝑊6 = {3} 
DMK3-4; 

DP7-8 6 𝑊𝑊1 = {1,3},𝑊𝑊2 = {2,4},𝑊𝑊3 = {4},𝑊𝑊4 = {2,3},𝑊𝑊5 = {1,6},𝑊𝑊6 = {3,4,5},𝑊𝑊7 = {4,5},𝑊𝑊8 = {5,6} 

DMK5 3 𝑊𝑊1 = {1,3},𝑊𝑊2 = {2,3},𝑊𝑊3 = {1,3},𝑊𝑊4 = {1,2} 
DMK6; 
DMK10 8 𝑊𝑊1 = {1,8},𝑊𝑊2 = {2,4},𝑊𝑊3 = {3,8},𝑊𝑊4 = {3,7},𝑊𝑊5 = {6},𝑊𝑊6 = {5},𝑊𝑊7 = {2,5},𝑊𝑊8 = {1,5,6},𝑊𝑊9 

       = {4,7},𝑊𝑊10 = {1,6,8},𝑊𝑊11 = {2,3},𝑊𝑊12 = {4},𝑊𝑊13 = {4},𝑊𝑊14 = {7,8},𝑊𝑊15 = {5,7} 
DMK7; 
DP1-6 4 𝑊𝑊1 = {1,4},𝑊𝑊2 = {2,4},𝑊𝑊3 = {1,3},𝑊𝑊4 = {2,3},𝑊𝑊5 = {1,4} 

DMK8, 
DMK9 6 𝑊𝑊1 = {1,4},𝑊𝑊2 = {2,6},𝑊𝑊3 = {1,3},𝑊𝑊4 = {2,3,6},𝑊𝑊5 = {1,5},𝑊𝑊6 = {5},𝑊𝑊7 = {4,5},𝑊𝑊8 = {3,6},𝑊𝑊9

= {2,4},𝑊𝑊10 = {3,6} 

5.2 Parameter setting 

The IWHO algorithm does not need to tune the specific parameters involved in other population-
based algorithms. Here we only considered two parameters, including population size 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 and 
number of iterations 𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚. The candidate values of the two parameters are listed as follows. 
𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 ∈ {50,100,150,200}, 𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 ∈ {50,100,200,500}.  

Then, we had 16 combinations for the two parameters to tune. The IWHO solved the first four 
instances of Brdata with 16 combinations. The performance of each combination is measured by 
the relative percentage deviation (RPD) defined by 𝑅𝑅𝑅𝑅𝑅𝑅(%) = 100 × (𝑓𝑓1(𝑖𝑖) − 𝑓𝑓1∗)/𝑓𝑓1∗, where 
𝑓𝑓1(𝑖𝑖) is the makespan delivered by the IWHO with the ith parameter value and 𝑓𝑓1∗ is the best val-
ue obtained by the IWHO. The two-way variance analysis (ANOVA) test examined the computa-
tional results. The ANOVA results are shown in Table 3. The analysis indicates that parameters 
𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 are significantly different. However, the interaction between the two parame-
ters is not statistically significant due to its high P-value. That means it is unnecessary to consid-
er the interaction in further analysis. 

Furthermore, the two parameters are further analyzed by a multi-compared method. The 
means plot and 95 % confidence level Tukey's Honestly Significant Difference (HSD) intervals 
for these four candidate values of 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 and 𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 are described in Fig. 5(a) and Fig. 5(b), respec-
tively. As can be seen from Fig. 5(a), Tukey's HSD interval with 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 = 100 has a better mean 
RPD value. When considering the running time, we have chosen 100 as the best value of the pa-
rameter 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝. The Tukey's HSD interval with 𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚=200 is significantly lower than that with 
the other three values. Therefore 𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 = 200 gives the best result for our algorithm. There-
fore, we set the two parameters 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 = 100 and 𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 = 200 in the following computations. 

Table 3 ANOVA results for the experiment on tuning the parameters of IWHO 
Source DF Sum of Squares Mean Square F Value P Value 
𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 3 329.008 109.669 3.042 0.038 
𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 3 729.849 243.283 6.748 0.000 
Interaction 9 104.434 11.603 0.321 0.963 
Model 15 1163.293 77.552 2.151 0.023 
Error 48 1730.395 36.049 

  

Corrected Total 63 2893.688 
   

 

 
(a) 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 

 
(b) 𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 

Fig. 5 Means plot and 99 % confidence level Tukey's HSD intervals for population size 𝑁𝑁𝑝𝑝𝑝𝑝𝑝𝑝 and 𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚. 
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5.3 Result analysis 

To evaluate the effectiveness of the algorithm proposed in this paper, we compare the IWHO 
algorithm with the NSGA-II algorithm for solving the DRCFJSP. The computational results consist 
of three objectives: minimizing the maximum makespan, the maximal machine workload, and 
the total machine workload. Table 4 displays the computational results of the IWHO and NSGA-II 
algorithms for these three objectives, respectively. Moreover, the best objective values are high-
lighted. It can be observed that the solutions provided by our IWHO algorithm dominate those 
obtained by NSGA-II for most instances, indicating that the three objectives of the solutions giv-
en by IWHO are superior to those of NSGA-II. Upon analyzing the individual objectives, IWHO 
outperforms NSGA-II in terms of makespan. For total machine workload, 13 out of 18 instances 
achieved better solutions using IWHO, while for maximal machine workload, both algorithms 
performed comparably. The running time of the two algorithms is nearly identical. As a multi-
objective problem, DRCFJSP requires balancing the three objectives. Our IWHO algorithm per-
forms exceptionally well in solving the studied multi-objective scheduling problem. 

Table 4 Computational Results for the IWHO algorithm 

Instance 
  NSGA-Ⅱ  IWHO  
 𝑛𝑛 𝑚𝑚 𝑤𝑤 𝑓𝑓1 𝑓𝑓2 𝑓𝑓3 CPU(s)  𝑓𝑓1 𝑓𝑓2 𝑓𝑓3 CPU(s) 

DMK01  10 6 4 76 52 240 1316 
 

 71 52 224 1175 
DMK02  10 6 4 69 47 208 1586  60 39 208 1211 
DMK03  15 8 6 310 220 1087 1964  272 219 1043 1662 
DMK04  15 8 6 144 85 468 1531  121 87 448 1228 
DMK05  15 4 3 370 210 814 1576  332 210 819 1546 
DMK06  10 15 8 136 88 576 1672  135 97 566 1737 
DMK07  20 5 4 304 185 792 1494  268 191 793 1264 
DMK08  20 10 6 798 613 2833 1912  744 604 2882 1903 
DMK09  20 10 6 661 348 2616 1878  624 347 2680 2045 
DMK10  20 15 8 486 266 2258 2167  462 261 2256 2066 
DP01  10 5 4 4667 2556 11368 1785  3962 2574 11418 1644 
DP02  10 5 4 4586 2285 11361 1831  3967 2329 11352 1774 
DP03  10 5 4 4157 2326 11311 1907  4116 2307 11360 1836 
DP04  10 5 4 4693 2576 11354 1819  3888 2656 11339 1867 
DP05  10 5 4 4140 2284 11251 1709  3902 2384 11250 1892 
DP06  10 5 4 4418 2286 11132 1930  3948 2269 11214 1920 
DP07  15 8 6 5247 2337 16863 2089  4406 2387 16925 2196 
DP08  15 8 6 5209 2138 16696 2458  4366 2201 16748 2006 

 

  
(a)DMK04 (a)DMK06 

Fig. 6 Pareto front for DMK04 and DMK06 solutions delivered by NSGA-II and IWHO 
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To provide a visual representation of the performance of the two algorithms, a 3D scatter plot 
was used to plot the Pareto optimal fronts generated by the solutions for DMK04 and DMK06, as 
depicted in Fig. 6. The scatter plot clearly reveals the trade-offs between the three objectives 
being considered, indicating a trade-off between makespan and total machine workload, as well 
as between total machine workload and maximum machine workload. Additionally, there is a 
positive correlation between makespan and maximum machine workload. The IWHO algorithm 
Pareto fronts are distributed evenly and are positioned closer to the bottom of the graph, indi-
cating its superior performance over NSGA-II. 

Furthermore, the performance of the proposed IWHO algorithm is analyzed when changing 
the scale of the problem instances. The gap of the IWHO algorithm compared with the NSGA-II is 
calculated, such as gap = 𝑓𝑓(NSGA−II)−𝑓𝑓(IWHO)

𝑓𝑓(NSGA−II)
× 100%. In particular, the gap value is larger, the 

proposed IWHO is better. When the gap value is greater than 0, the IWHO performs better than 
the NSGA-II. The size of the test instances is increased for the instances DMK01-DMK10. The gap 
curve of the proposed IWHO algorithm related to the NSGA-II is given in Fig. 7. It can be ob-
served that the proposed IWHO algorithm tends to optimize the first objective (makespan) more, 
and there is no significant deterioration when the scale of the problem increases. That means the 
IWHO algorithm still performs better than NSGA-II, even increasing the problem complexity. 

 
Fig. 7 The gap curve of the three objectives given by IWHO compared with NSGA-II 

6. Real case study 
To evaluate the practical applicability of the proposed algorithm, we conducted a case study at a 
railway rolling stock corporation located in Qingdao. The assembly process of the buffers and 
chain coupler for the high-speed rail was selected as the subject of our study, specifically focus-
ing on the automatic buffers and chain coupler module. This module consists of several compo-
nents, including the suspension system, buffer crushing system, connecting system, electrical 
control system, pneumatic control system, and connecting ring, as depicted in Fig. 8. 

 
Fig. 8 Structure diagram of automatic buffers and chain coupler 

The general assembly process of buffers and chain couplers is detailed as follows: 
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(1)  To transfer the connecting system, a self-service crane hoists the subsequent connected 
system shown in Fig. 9 and places it on the spare parts table, where it awaits the following 
operation. 

 
Fig. 9 Schematic diagram of the connecting system 

(2)  Lubrication of the shaft end of the buffer parts on Fig. 10(a) involves applying lubricating 
grease to the mating surface of the shaft end of the buffer parts using a brush, Fig. 10(b). 

  
(a) Buffer parts (b) Grease 

Fig. 10 Lubricating the shaft end of the buffer composition 
(3)  In preparation for composition, a press is used to drive two cylindrical pins into the pin 

holes of the lower connecting ring, and the guide plate is installed. The anti-loosening plate 
is tightened and torqued with hexagon head bolts to a torque of 70 Nm. Both ends of the an-
ti-loosening plate are bent towards the hexagon head of the abutting bolt to prevent loosen-
ing. Once the lower connecting ring components are prepared, the inner ring surface is 
greased. The other elements of the connecting ring, including the upper half ring, connecting 
ring fastening bolts, nuts, anti-loosening plates, stop blocks, etc., are also prepared. Lubri-
cating grease is applied to the inner surface of the upper half ring, and an appropriate 
amount of thread grease is applied to the threaded part of the bolt according to the working 
instructions. The whole process is shown in Fig. 11. 

    
(a) Press (b) Lower connecting ring (c) Thread grease (d) Upper connecting ring 

Fig. 11 Schematic of preparing the connection ring 
(4)  Installing the connection ring involves hoisting the connecting system to position the end of 

the rear crushing and centering buffer device and adjusting the position of the guide plate. 
Then, the connecting ring, stop block, bolt, anti-loosening plate, and nut are installed in se-
quence. The distance between the upper and lower rings is checked and adjusted to maintain 
the same spacing. Each nut is tightened three times in diagonal order, and torque is applied. 
Finally, the anti-loosening plate is blended until it is against the nut to prevent loosening. 
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(5)  To install the cover plate, hexagon head bolts and anti-loosening plates are used to tighten 
and torque. An appropriate amount of thread grease is applied to the threaded parts of the 
bolts before fastening. After tightening the bolts, both ends of the anti-loosening plate are 
blended towards the side of the hexagonal head of the bolt to prevent loosening. 

(6)  The ground wire is installed, and the hexagon head bolts, anti-loose washers, and flat wash-
ers are connected and fastened. 

(7)  All tightened bolts with anti-loosening marks are scratched to signify their status. 
(8)  The grounding mark is pasted next to the terminal, and a layer of varnish is applied after 

pasting to protect it. 
(9)  Lubricating grease is applied to the circumference of the connecting bolts of the connecting 

ring and the mounting holes of the lower half ring. 
 

The procedure outlined previously is identified by numbers (1) through (9). The assembly 
process for additional buffer and chain coupler types is comparable to the aforementioned 
process. However, the semi-permanent coupler that lacks a buffer does not necessitate the 
lubrication process for the shaft end (process 2). The workshop has 20 sets of equipment or 
consoles in nine groupings designated M1 through M20. The equipment accessible for each 
process varies, as indicated in Table 5. 

Due to the variations in structure, weight, and process requirements of different coupler 
products, the time required for each process may vary. Additionally, the processing time for the 
same process step may vary due to differences in worker skills and proficiency. Table 6 presents 
the processing times of different processes for the automatic buffer and chain coupler used in 
high-speed rail for different workers. Please note that a blank value indicates that the worker 
assigned to that task is unable to perform the process. 

The production data of the above automatic buffers and chain coupler was used in the 
DRCFJSP. Detailed test data can be obtained from the authors. The IWHO algorithm was used to 
solve the problem based on the best parameter combination determined by the ANOVA. The 
Gantt chart can be found in Fig. 12. Based on the comparison between the developed IWHO 
algorithm and the practical sequencing approach, and we found that the results delivered by our 
IWHO can achieve a 21.4 % improvement in the average three objective values. 
 

Table 5 Available equipment for different assembly processes 
Process Available equipment 

Process1 M1, M2 
Process2 M3, M4, M5, M6 
Process3 M7, M8, M9 
Process4 M10, M11, M12 
Process5 M10, M11, M12, M13, M14 
Process6 M15, M16, M17, M18 
Process7 M17, M18 
Process8 M19, M20 
Process9 M3, M4, M5, M6, M7 

Table 6 Process timetable of the automatic buffers and chain coupler 
Processes Worker 1 Worker2 Worker3 Worker4 Worker5 Worker6 Worker7 Worker8 
Process1 19  23     20 
Process2 8 9 7 13 10 11 12 7 
Process3 35 31   32 32  33 
Process4   37 37 40 38 39 40 
Process5     48 46 47 48 
Process6  53     47 50 
Process7 11 11     9 7 
Process8   10 10 13 14  11 
Process9 17 18 16 20 17 18 19 17 
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Fig. 12 Gantt chart for machines and workers in 10-job instance 

7. Conclusions and future work 
This paper proposes an IWHO algorithm designed to reduce makespan, maximum machine 
workload, and total machine workload for the DRCFJSP. The algorithm utilizes multi-group 
communication and three-level integer coding and implements a greedy insertion decoding 
technique to establish the initial schedule, taking into account the three optimization objectives. 
The algorithm also uses an elite preservation strategy to identify the best individuals in the pop-
ulation and incorporates the fast non-dominated sorting and crowding distance mechanism 
from the NSGA-II algorithm to sort the population and guide the WHO algorithm's members in 
updating their positions. To adhere to the characteristics of the WHO algorithm, the algorithm 
employs a crossover operator and a mutation operator to discretize the updating process. A lo-
cal neighborhood search strategy centered on the critical path is introduced to prevent prema-
ture convergence and help avoid the local optimum. The computational test results demonstrate 
the effectiveness of the proposed algorithm for solving multi-objective DRSFJSP. Furthermore, a 
practical test scenario is designed to evaluate the performance of the suggested IWHO in assem-
bling buffers and chain couplers. In the future, the study intends to explore dynamic problems in 
the workshop environment under resource constraints, such as rescheduling flexible job shops 
during emergencies such as order insertion, order cancellation, machine failure, or worker de-
parture. Additionally, more effective improvement strategies, including simulated annealing, 
tabu search, etc., are encouraged to enhance the efficiency of the WHO algorithm. 
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A B S T R A C T A R T I C L E   I N F O 
Ceramic matrix composites have immense applications in the aerospace, air-
craft, and automobile industries. Belonging to this class, carbon-fiber rein-
forced ceramic matrix composites (C/SiC) are used for critical applications due 
to their superior properties. However, these materials have also stringent 
properties of heterogeneity, anisotropy, and varying thermal properties that 
affect machining quality and process efficiency. So, developing a cutting force 
prediction model and analyzing machining parameters is an essential need for 
the accurate machining of such materials. In this study, a mechanistic-based 
feed direction cutting force prediction model for rotary ultrasonic profile mill-
ing of C/SiC composites is developed and validated experimentally. The exper-
imental and simulation results closely match each other. The mean error and 
standard deviation were recorded as 1.358 % and 6.003, respectively. The par-
ametric sensitivity analysis showed that cutting force decreased with increased 
cutting speed, whereas it increased with increased feed rate and cutting depth. 
The proposed cutting force model for rotary ultrasonic profile milling of C/SiC 
composites is robust and can be applied to predict cutting forces and optimize 
the machining process parameters at the industry level. 
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1. Introduction
Ceramic matrix composites have gained growing attention in aerospace, automobile, and high-
tech industries. Carbon fiber-reinforced ceramic matrix composites (C/SiC) exhibit attractive 
properties, which makes them an ideal candidate for diverse applications. For example, C/SiCs 
have a stable coefficient of friction, excellent wear resistance, high-run-in performance, and ex-
ceptional thermal stability at high temperatures [1, 2]. The typical usage of such materials in-
cludes developing brake discs (used in F16 Fighter, Porsche GT2, and French TGV NG) and manu-
facture of critical structural parts (e.g., nose cone, guide vane, and wings) for new generation aer-
ospace vehicles and hyper-sonic vehicles [3]. These materials are also applied for developing nose 
cones and nozzles of rocket engines due to their better temperature resistance and lightweight 
properties [4, 5]. However, due to high brittleness, anisotropy, and heterogeneity, the desired 
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quality and efficiency of machined parts of such materials are challenging issues. High mechani-
cal/ thermal loads and severe/ rapid tool wear were investigated [6]. So, machining difficult-to-
cut materials with desired quality/ process efficiency was rigorous [7]. For efficient machining, 
cutting forces must be controlled within acceptable technical limits, as cutting force is the main 
index of the machining process [8, 9]. Due to excessive cutting forces, machining-induced defects, 
geometric/dimensional errors, and rapidly wear-off cutting tools were investigated [10]. Even 
though these materials developed near-to-net shapes, some machining processes are necessarily 
required to achieve final dimensions and surfaces [11]. With conventional machining processes 
like turning, drilling, milling, and grinding, issues related to quality and machining-induced de-
fects are found in the machining of composite materials. Later, machining was found to improve 
with the invention of non-traditional machining processes such as electric discharge machining 
[38], ultrasonic machining, water jet machining, ultrasonic machining [39], vibration-assisted ma-
chining, rotary ultrasonic machining [31], electrolytic machining, chemical machining [12-14]. 
These machining technologies have shown better results for Ceramic matrix composites (CMC), 
Metal matrix composites (MMC), and Polymer matrix composites (PMC).  

Rotary ultrasonic machining (RUM) was applied to drill glass material in 1966 [15]. Pei et al. 
[16] investigated rotary ultrasonic machining for milling of ceramics investigated. The hybrid ma-
chining process combines the material removal mechanism of diamond grinding process and ul-
trasonic machining. During this, a diamond abrasive core tool is ultrasonically vibrated in a nor-
mal direction with simultaneous spindle rotations. Prabhakar, 1992 worked on abrasive grit trav-
els along its sinusoidal trajectory, causing hammering, abrasion, and extracting of workpiece ma-
terial. The material removal occurs due to brittle fracture and the material flow plastically [16]. 
RUM is considered a rotary ultrasonic milling process if the abrasive core tool's feed direction is 
perpendicular to ultrasonic vibration's direction. However, when ultrasonic vibrations are ap-
plied in parallel to feed direction of abrasive core tool, the process is categorized as rotary ultra-
sonic drilling.  

The published studies have shown that RUM demonstrates better machining for hard and brit-
tle composite and ceramics. The cutting force is significantly reduced with RUM for ceramic matrix 
composites [16-18]. The improved surface integrity was investigated at the hole exit surface due 
to alteration of fiber fracture mechanism in rotary ultrasonic drilling of C/SiC composites [19]. 
Wang et al. [20] investigated that reduction in tearing size occurred by 30 % at hole exit with 
compound drill in rotary ultrasonic drilling of ceramic composite materials. The increase in duc-
tile percentage was also investigated with increased spindle speed, while it decreased with in-
creased vibration amplitude [21]. Hocheng at al. [22] analyzed improved machinability for rotary 
ultrasonic drilling of C/SiC composites. Li at al. [23] focused on advantages of RUM, considering 
cutting forces, material removal rate, and surface quality for CMC composites. Jiao at al. [24] stud-
ied the spindle speed and feed rate impact on cutting force. Bertsche at al. [25] found a significant 
decrease in cutting forces and tool wear for rotary ultrasonic slot milling of ceramic matrix com-
posites. Ding at al. found a reduction in normal grinding force by 9-12 % and tangential grinding 
force by 9.7-19.4 %. The surface/sub-surface breakage decreased with ultrasonic grinding due to 
reduced grinding and ground surface roughness by 12 % compared to conventional grinding [26]. 
Yuan at al. [27] investigated the transition of ductile to brittle mode at a 4 µm depth of cut for 
rotary ultrasonic face milling of C/SiC composites.  

In published literature, cutting force prediction models have been proposed to control cutting 
forces within acceptable limits. For instance, Yuan at al. [28] proposed a cutting force model for 
rotary ultrasonic face milling based on ductile mode for C/SiC composites. The cutting force mod-
els for rotary ultrasonic face milling of ceramics matrix composites (C/SiC) were established [29, 
30]. Bertsche at al. [31] developed an analytical ultrasonic slot milling model of ceramic matrix 
composites. 

The published studies have also reported the parametric sensitivity analysis and development 
of cutting force models for RUM of CMCs, like drilling, face, side, and slot milling. Other composite 
materials like glass (K9, BK7), PMC, and MMC have also been investigated for such machining pro-
cesses. However, rotary ultrasonic machining for profile/ contour milling has rarely been re-
ported for composite materials. Profile milling is widely used in machining of composite materials. 
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Keeping in view the challenges related to machining of C/SiC composites, there is an immense 
need for parametric investigation and development of a cutting force model for rotary ultrasonic 
profile milling of C/SiC composites to predict and control machining cutting forces to achieve bet-
ter quality.  

Novelty of the research 

To the authors’ knowledge, no study has been reported for rotary ultrasonic profile milling of 
composite materials for parametric analysis or cutting force model. The cutting force prediction 
model for rotary ultrasonic profile milling is reported in this research work. The presented re-
search work is novel and provides new directions for machining composite materials. 

This study develops a mechanistic-based model to predict feed direction cutting forces for ro-
tary ultrasonic profile milling of Ceramic matrix composites-C/SiC. The model is developed by 
considering indentation fracture theory, brittle fracture, material removal mechanism, penetra-
tion trajectory, energy conservation theorem, and mathematical rules. The mathematical relation-
ship of feed-cutting forces with parameters related to the machining process, workpiece material, 
and tool has been established. The cutting force prediction model is validated through data from 
experimental rotary ultrasonic profile milling of C/SiC composites.  

The relationships between cutting force and machining parameters are investigated. This pa-
per is organized into five sections. After the introduction, a mechanistic-based feed direction cut-
ting force prediction model is developed in section 2. Section 3 explains experimental rotary ul-
trasonic profile milling for C/SiC composites. The results and discussion are covered in section 4. 
Finally, conclusions are presented in section 5. 

2. Cutting force prediction model 
This study applies rotary ultrasonic profile milling (RUPM) as the combination of ultrasonic vi-
bration, grinding, and milling process, particularly with ultrasonic vibration perpendicular to the 
feed direction. During machining, the diamond abrasive core tool vibrates with ultrasonic fre-
quency following a sinusoidal vibration path. The abrasive core tool’s abrasive grits perform ham-
mering, abrasion, and extraction (in sequence) in machining process. The material removal mech-
anism is based on indentation fracture theory. The rotary ultrasonic profile milling and trajectory 
of an abrasive grit are shown in Figs. 1(a), 1(b), respectively. The parameters and variables used 
in this study are given in Table 1. The following assumptions are made for the development of 
feed direction cutting force model: (a) diamond abrasive grits are rigid regular octahedron, (b) all 
diamond abrasive grits are of the same size, (c) material removal mode is a rigid brittle fracture. 
 

 
Fig. 1 Rotary ultrasonic profile milling process 
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Table 1 Parameters and variables applied in research work 
Symbol/Abbreviation Nomenclature 
RUM Rotary ultrasonic machining 
RUPM Rotary ultrasonic profile milling 
CMC Ceramic matrix composites 
PMC Polymer matrix composites 
MMC Metal matrix composites 
MRR Material removal rate of single abrasive grit, m3/s 
C/SiC Carbon fiber-reinforced silicon matrix composites 
𝛽𝛽 Half angle of a diamond abrasive grit, 45° 
Sa The side length of a diamond abrasive grit, mm 
w Penetration depth of a diamond abrasive grit, mm 
d Penetration width of a diamond abrasive grit, mm 
S Spindle speed, rpm 
ap Cutting depth, mm 
fr Feed rate, mm/min 
A Ultrasonic vibration amplitude, 1×10-5 m 
f Ultrasonic vibration frequency, 20000 Hz 
Z Trajectory of a diamond abrasive grit, mm 
Δt Adequate contact time of penetration of grit in workpiece material, s 
Ao Area of the spherical abrasive core tool involved in cutting, mm 
A The radius of the spherical cap of the abrasive core tool, mm 
h Height of spherical cap of abrasive core tool, mm 
R The spherical radius of the abrasive core tool, mm 
Ca Abrasive concentration, mm 
Nα Number of active abrasive grits 
Cl Length of lateral crack, mm 
Ch Height of lateral crack, mm 
dc Depth/ height of abrasive grit, mm 
lc Abrasive grit length per vibration cycle, mm 
lsec Chord length of segment/sector of abrasive grits (involved in cutting), mm 
t Adequate cutting time, s 
K Proportionality parameter for cutting force model 
Fn Cutting force of an abrasive grit on workpiece material, N 
Fr Radius cutting force by single grit, N 
Ft Tangential cutting force by single grit, N 
Ff Feed cutting force by single grit, N 
Ff(m) Cutting force measured from experiments, N 
Ff(s) Cutting force simulated from model without K, N 
F'f(s) Cutting force simulated from model with K, N 
Vr Material removal volume by abrasive grit in one rotation cycle, m3 
Vr ' Material removal volume by a side face of active abrasive grit in one cycle, m3 
Va Actual material volume in one rotation cycle, m3 
𝜃𝜃  The angle between force F and cutting force Fn, (°) 
v Poisson’s ratio 
Hv Vickers-hardness of the workpiece material, GPa 
E Elastic modulus, GPa 
KIC Fracture toughness, MPa·m1/2 
ρ The density of workpiece material, g/cm3 
𝐶𝐶1,𝐶𝐶2,𝐶𝐶3  dimensionless constants 

2.1 Feed-cutting force model  

The feed direction cutting force prediction model is developed by considering the single abrasive 
grit of the core tool. The summation of all active abrasive grits is considered in cutting process. 
When a diamond abrasive grit penetrates the surface of workpiece, the material undergoes plastic 
deformation. With increased penetration depth, median and lateral cracks grow, as shown in Fig. 2. 
The extended lateral cracks then induce and peel off the workpiece material. The median cracks 
are related to degradation of strength of workpiece material, while lateral cracks are involved in 
material removal in the machining process of composite materials. For developing the cutting 
force model, maximum penetration depth has used as an intermediate parameter to establish re-
lationships between machining and related parameters with cutting force.  



Amin, Rathore, Ahmed, Saleem, Li, Israr 
 

292 Advances in Production Engineering & Management 18(3) 2023 
 

 
Fig. 2 Crack generation and deformation zone in material 

 

From Fig. 2, the relationship can be established as follows: 

𝑤𝑤 =
𝑑𝑑

2 tan𝛽𝛽
 (1) 

where 𝑤𝑤 is penetration depth, 𝑑𝑑 is penetration width, and 𝛽𝛽 is half-angle of abrasive grit (β = 45°).  
The volume of single diamond abrasive grit, v can be expressed as follows: 

𝑣𝑣 =
√2
3
𝑆𝑆𝑎𝑎3 (2) 

where Sa is the side length of diamond abrasive grit, as shown in Fig. 3(a). 

 
Fig. 3 Octahedron-shaped abrasive grit and related geometry 

Diamond abrasive concentration in the working layer can be defined as the quantity of abrasives 
per unit volume. The concentration is the volume per cubic centimeter of abrasive grains contain-
ing 4.4 karats. An increase or decrease of 1.1 karats of the abrasives increases or decreases con-
centration by 25 %. According to this definition, the total number of active diamond abra-
sives/grits involved in cutting. 𝑁𝑁𝛼𝛼  can be expressed as follows: 
 

𝑁𝑁𝛼𝛼 = �
0.88 × 10−3

�√2/3�  𝑆𝑆𝑎𝑎3 𝜌𝜌
 
𝐶𝐶𝛼𝛼

100
 �
2/3

𝐴𝐴0 = 𝐶𝐶1
𝐶𝐶𝛼𝛼
2/3

 𝑆𝑆𝑎𝑎2
𝐴𝐴0 (3) 

where 𝜌𝜌 is the density of diamond (3.52×10-3 g/mm3), 𝐶𝐶𝛼𝛼 is the diamond abrasive concentration, 
𝐶𝐶1 is a constant number, 𝐶𝐶1 = 3×10-2 and 𝐴𝐴0 is the area of abrasive tool in contact with the work-
piece material (involved in cutting) at maximum cutting depth of the abrasive core tool. Since the 
spherical abrasive core tool is used in this study, the area of spherical cap of abrasive core tool is 
involved in cutting operation. The surface area of a closed spherical cap can be expressed as fol-
lows: 

𝐴𝐴0 = 𝜋𝜋(𝑎𝑎2 + ℎ2)  (4) 
where 𝐴𝐴0 is the surface area of a closed spherical cap, a is the base radius circular sector, h is the 
height of the spherical cap, and 𝑅𝑅 is the spherical radius of the abrasive core tool, as shown in Fig. 
3(b). ℎ shows the spherical sector’s height from the base of spherical abrasive core tool. The radius 
of the circular sector is expressed as follows: 



A feed direction cutting force prediction model and analysis for ceramic matrix composites C/SiC based on rotary … 
 

Advances in Production Engineering & Management 18(3) 2023 293 
 

𝑎𝑎 = �ℎ (2𝑅𝑅 − ℎ) (5) 
From Eqs. 4 and 5, the effective surface area of the spherical core tool can be established as fol-
lows: 

𝐴𝐴0 = 2 𝜋𝜋 ℎ 𝑅𝑅 (6) 
Since the height of spherical cap of the tool is the height of spherical core tool involved in cutting 
process is the cutting depth 𝑎𝑎𝑝𝑝 (i.e., ℎ ≈ 𝑎𝑎𝑝𝑝), the effective surface area of spherical core tool in-
volved in machining can be expressed as follows: 

𝐴𝐴0 = 2 𝜋𝜋 𝑎𝑎𝑝𝑝 𝑅𝑅  (7) 
From Fig. 4, the relation between 𝑍𝑍 and 𝑓𝑓 can be obtained as follows: 

𝑍𝑍 = 𝐴𝐴 sin(2𝜋𝜋𝜋𝜋𝜋𝜋) (8) 
where 𝑍𝑍 represents the grain’s trajectory, 𝐴𝐴 and 𝑓𝑓 are the magnitude and frequency, respectively, 
and 𝑡𝑡 is the time. 
 

 
Fig. 4 Relation of adequate contact time (𝛥𝛥𝛥𝛥) and maximum penetration depth (𝑤𝑤) 

 

During the machining, the cutting force in the feed direction is more than the axial direction; the 
feed direction cutting forces must be within acceptable limits. Developing a feed-cutting force 
model is essential for the prediction/ control of cutting forces for desired quality and reducing 
machining defects. The radial cutting force (𝐹𝐹𝑟𝑟) and tangential force (𝐹𝐹𝑡𝑡) for single diamond grit 
on the surface of abrasive core tool are shown in Fig. 5. 

 
Fig. 5 Illustration of feed cutting force 

 
The adequate cutting time in one rotation cycle is half of the cycle time, and can be expressed as 
follows:  

𝑡𝑡 =
1
2

 
60
𝑆𝑆

=
30
𝑆𝑆

 (9) 

For cutting force in the feed direction, the active abrasive grits is expressed as follows: 

𝑁𝑁𝛼𝛼 = �
0.88 × 10−3

�√2/3� 𝑆𝑆𝑎𝑎3 𝜌𝜌
 
𝐶𝐶𝛼𝛼

100
 �
2/3

𝑙𝑙𝑐𝑐  𝑑𝑑𝑐𝑐  (10) 

where 𝑙𝑙𝑐𝑐  is the length of abrasive grit that travels in one vibration cycle, and 𝑑𝑑𝑐𝑐  is the depth/height 
of abrasive grit (from the bottom of the spherical abrasive core tool).  
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Eq. 10 can be simplified by applying the factor �0.88 ×10−3

�√2/3� 𝑆𝑆𝑎𝑎3 𝜌𝜌
 𝐶𝐶𝛼𝛼
100

 �
2/3

= 𝐶𝐶1𝐶𝐶𝛼𝛼
2/3

 𝑆𝑆𝑎𝑎2
 

where 𝐶𝐶1 = �0.88 ×10−3

�√2/3� 𝜌𝜌
 1
100

 �

 Eq. 10 can be expressed as follows: 

𝑁𝑁𝛼𝛼 =
𝐶𝐶1𝐶𝐶𝛼𝛼

2/3

 𝑆𝑆𝑎𝑎2
𝑙𝑙𝑐𝑐  𝑑𝑑𝑐𝑐  (11) 

The factor 𝑙𝑙𝑐𝑐  𝑑𝑑𝑐𝑐 can be found by integrating (for side abrasive grits) from 0 to ℎ for spherical abra-
sive core tool: 

𝑁𝑁𝛼𝛼 = �𝐶𝐶1
𝐶𝐶𝛼𝛼
2/3

 𝑆𝑆𝑎𝑎2
�

1
2
�� �(2𝑅𝑅 − ℎ)ℎ

ℎ

0
 𝑑𝑑ℎ� (12) 

 

𝑁𝑁𝛼𝛼 = �𝐶𝐶1
𝐶𝐶𝛼𝛼
2/3

 𝑆𝑆𝑎𝑎2
�

1
2
�
𝜋𝜋 𝑅𝑅2

4
−

1
2
�(𝑅𝑅 − ℎ)�𝑅𝑅2 − (𝑅𝑅 − ℎ)2 + 𝑅𝑅2arctan�

ℎ

�𝑅𝑅2 − (𝑅𝑅 − ℎ)2
��� (13) 

 

𝑁𝑁𝛼𝛼 =
1
4
�𝐶𝐶1

𝐶𝐶𝛼𝛼
2/3

 𝑆𝑆𝑎𝑎2
��

𝜋𝜋 𝑅𝑅2

2
− �(𝑅𝑅 − ℎ)�𝑅𝑅2 − (𝑅𝑅 − ℎ)2 + 𝑅𝑅2arctan �

ℎ

�𝑅𝑅2 − (𝑅𝑅 − ℎ)2
��� (14) 

 

𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠 =
𝜋𝜋 𝑅𝑅2

2
− �(𝑅𝑅 − ℎ)�𝑅𝑅2 − (𝑅𝑅 − ℎ)2 + 𝑅𝑅2arctan�

ℎ

�𝑅𝑅2 − (𝑅𝑅 − ℎ)2
�� (15) 

 

𝑁𝑁𝛼𝛼 =
1
4
𝐶𝐶1
𝐶𝐶𝛼𝛼
2/3

 𝑆𝑆𝑎𝑎2
𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠 (16) 

Also, the feed direction cutting force can be expressed as follows: 

𝐹𝐹𝑓𝑓 = �𝐹𝐹𝑟𝑟 sin𝜃𝜃 𝑑𝑑 𝑁𝑁𝛼𝛼   (17) 

where 𝜃𝜃 is the angle between the feed cutting and radial cutting forces.  

𝐹𝐹𝑓𝑓 = 2� 𝐹𝐹𝑟𝑟

𝜋𝜋
2

0
sin𝜃𝜃 𝑑𝑑 𝑁𝑁𝛼𝛼  (18) 

By solving Eq. 18, the following relation can be obtained: 

𝐹𝐹𝑓𝑓 =
2 𝐹𝐹𝑟𝑟

4
𝑁𝑁𝛼𝛼  (19) 

where 𝐹𝐹𝑟𝑟 is the radial cutting force by a single abrasive grit on the face of a spherical abrasive core 
tool, and 𝐹𝐹𝑛𝑛 is the impact force exerted by a single abrasive grit (𝐹𝐹𝑟𝑟 ≈ 𝐹𝐹𝑛𝑛). Eq. 19 can be expressed 
as follows: 

𝐹𝐹𝑓𝑓 =
𝐹𝐹𝑛𝑛
2
𝑁𝑁𝛼𝛼 (20) 

The material volume removed by an abrasive grit in one rotation cycle, 𝑉𝑉𝑟𝑟  can be found as follows: 

𝑉𝑉𝑟𝑟 = 2 𝐶𝐶𝑙𝑙  𝐶𝐶ℎ 𝜋𝜋 �� �(2𝑅𝑅 − ℎ)ℎ
ℎ

0
𝑑𝑑ℎ� (21) 

By considering the number of active abrasive grits on the spherical face, the material removal 
volume by spherical face of active abrasive grits in one rotation cycle 𝑉𝑉𝑟𝑟′ can be expressed as fol-
lows: 
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𝑉𝑉𝑟𝑟 = 2 𝐶𝐶𝑙𝑙  𝐶𝐶ℎ 𝜋𝜋�
𝜋𝜋 𝑅𝑅2

4
−

1
2
�(𝑅𝑅 − ℎ)�𝑅𝑅2 − (𝑅𝑅 − ℎ)2 + 𝑅𝑅2arctan�

ℎ

�𝑅𝑅2 − (𝑅𝑅 − ℎ)2
��� (22) 

The material removed by an abrasive grit in one rotation cycle is expressed as follows: 

𝑉𝑉𝑟𝑟 = 2 𝐶𝐶𝑙𝑙  𝐶𝐶ℎ 𝜋𝜋 
1
2

 𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠  (23) 

𝑉𝑉𝑟𝑟 = 𝜋𝜋𝐶𝐶𝑙𝑙  𝐶𝐶ℎ 𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠 (24) 

The material removed by the side face of active abrasive grits in one rotation is given by: 

𝑉𝑉𝑟𝑟′ = 𝑁𝑁𝛼𝛼  𝑉𝑉𝑟𝑟 (25) 

𝑉𝑉𝑟𝑟′ = 𝑁𝑁𝛼𝛼  𝜋𝜋 𝐶𝐶𝑙𝑙  𝐶𝐶ℎ 𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠 (26) 
The actual material removal in one rotation cycle is calculated by:  

𝑉𝑉𝑎𝑎 = 2 𝜋𝜋 𝑅𝑅 ℎ
60
𝑆𝑆
𝑓𝑓𝑟𝑟 (27) 

The relationship between 𝑉𝑉𝑟𝑟′ and 𝑉𝑉𝑎𝑎 is given by: 

𝑉𝑉𝑟𝑟′ = 𝐾𝐾′ 𝑉𝑉𝑎𝑎 (28) 

where 𝐾𝐾′ is a constant and can be found mechanistically from cutting force experiments. By put-
ting values of 𝑉𝑉𝑟𝑟′ and 𝑉𝑉𝑎𝑎 from Eq. 26 and Eq. 27, the following relation is obtained: 
 

𝑁𝑁𝛼𝛼  𝐶𝐶𝑙𝑙 𝐶𝐶ℎ 𝜋𝜋 𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠 = 𝐾𝐾′ 2 𝜋𝜋 𝑅𝑅 ℎ 60 𝑓𝑓𝑟𝑟
𝑆𝑆

 (29) 

According to the indentation theory proposed by Marshall and Lawn [32, 33], the lateral crack 
length 𝐶𝐶𝑙𝑙 and the depth 𝐶𝐶ℎ can be expressed as follows:  
 

𝐶𝐶1 =  𝐶𝐶2 �
1

tan𝛽𝛽
�
5/12

�
𝐸𝐸3/4

𝐻𝐻𝑣𝑣𝐾𝐾𝐼𝐼𝐼𝐼(1 − 𝑣𝑣2)1/2�
1/2

𝐹𝐹𝑛𝑛
5/8 (30) 

𝐶𝐶ℎ =  𝐶𝐶2 �
1

tan𝛽𝛽
�
1/3 𝐸𝐸1/2

𝐻𝐻𝑣𝑣
𝐹𝐹𝑛𝑛
1/2 (31) 

 

where 𝐸𝐸 is elastic modulus, 𝜈𝜈 is the Poisson’s ratio of the workpiece material, and 𝐶𝐶2 is a dimen-
sionless constant number, 𝐶𝐶2 = 0.226 [32, 33].  

Using the values of 𝐶𝐶𝑙𝑙 and 𝐶𝐶ℎ in Eq. 30 and replacing Eq. 31 with Eq. 29, the following relation 
is obtained: 
 

𝐹𝐹𝑛𝑛 = (𝐾𝐾′)8/9 (120)8/9 𝑅𝑅8/9 𝐻𝐻𝜈𝜈
4/3 (1− 𝜈𝜈2)2/9 𝐾𝐾𝐼𝐼𝐼𝐼

4/9 ℎ8/9 𝑓𝑓𝑟𝑟
8/9(tan𝛽𝛽)2/9

𝑆𝑆8/9 𝐶𝐶2
16/9 𝐸𝐸7/9 𝑙𝑙sec

8/9 𝑁𝑁𝛼𝛼
8/9  (32) 

 

Putting the value of 𝐹𝐹𝑛𝑛 from Eq. 32, Eq. 20 can be expressed as follows: 
 

𝐹𝐹𝑓𝑓 = (𝐾𝐾′)8/9 (120)8/9 𝑅𝑅8/9 𝐻𝐻𝜈𝜈
4/3(1− 𝜈𝜈2)2/9 𝐾𝐾𝐼𝐼𝐼𝐼

4/9 ℎ8/9 𝑓𝑓𝑟𝑟
8/9 (tan𝛽𝛽)2/9 𝑁𝑁𝛼𝛼

1/9

2 𝑆𝑆8/9 𝐶𝐶2
16/9 𝐸𝐸7/9 𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠

8/9  (33) 
 

By putting the value of Nα from Eq. 16, Eq. 33 can be expressed as follows: 
 

𝐹𝐹𝑓𝑓 = (𝐾𝐾′)8/9  
(120)8/9 𝑅𝑅8/9 𝐻𝐻𝜈𝜈

4/3(1− 𝜈𝜈2)2/9 𝐾𝐾𝐼𝐼𝐼𝐼
4/9 ℎ8/9 𝑓𝑓𝑟𝑟

8/9(tan𝛽𝛽)2/9 𝐶𝐶1
1/9 𝐶𝐶𝛼𝛼

2/27𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠
2 𝑆𝑆8/9 𝐶𝐶2

16/9 𝐸𝐸7/9 𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠
8/9 𝑆𝑆𝑎𝑎

2/9  (34) 
 

𝐹𝐹𝑓𝑓 = 𝐾𝐾
𝐶𝐶3 𝑅𝑅8/9 𝐻𝐻𝜈𝜈

4/3(1 − 𝜈𝜈2)2/9 𝐾𝐾𝐼𝐼𝐼𝐼
4/9 ℎ8/9 𝑓𝑓𝑟𝑟

8/9(tan𝛽𝛽)2/9 𝐶𝐶𝛼𝛼
2/27

𝑆𝑆8/9 𝐸𝐸7/9 𝑙𝑙𝑠𝑠𝑠𝑠𝑠𝑠
7/9 𝑆𝑆𝑎𝑎2/9

 (35) 

 
where 𝐶𝐶3 is a constant and 𝐾𝐾 is the proportionality parameter. 
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𝐶𝐶3 = (120)8/9 𝐶𝐶11/9

2 𝐶𝐶216/9           C1 = 3×10-2      C2 = 0.226 [32, 33]  
 

Eq. 35 is the desired feed direction cutting force prediction model for rotary ultrasonic profile 
milling.  

3. Experimental procedure 
Experiments were conducted with different machining parameters to obtain the proportionality 
parameter 𝐾𝐾 for validating feed direction cutting force model. 

3.1 Experimental setup and conditions 

The experimental rotary ultrasonic profile machining of C/SiC composite materials was con-
ducted by using the experimental setup, as shown in Fig. 6. This setup comprises three parts, in-
cluding the ultrasonic vibration system, CNC vertical machining center, and diamond abrasive 
spherical core tool. The ultrasonic vibration system contains an ultrasonic spindle and ultrasonic 
generator. The ultrasonic generator produces an ultrasonic frequency signal and provides to ul-
trasonic vibration spindle by producing ultrasonic vibrations with a specified amplitude. The ul-
trasonic vibration device containing an ultrasonic vibration spindle was fitted with a CNC vertical 
machining center (VMC 0850B, Shenyang, China). The cutting force was measured with a dyna-
mometer (9257B, Kistler). The main specifications of the machine tool are given in Table 2. The 
mechanical properties of the workpiece material of C/SiC composites are in Table 3. The diamond 
abrasive spherical core tool parameters are mentioned in Table 4. The average grit size of 213 µm 
is calculated from supper abrasives (mesh size of 60/80 abrasive grits). The amplitude is kept on 
the higher side (10 µm), and ultrasonic frequency of 20000 Hz for optimum results (obtained 
through random experiments). The concave profile was selected for experimental machining with 
appropriate parameters. These are given in Table 5. 
 

 
Fig. 6 Schematic along with actual setup for experiments 
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Table 2 Properties of the machine tool 
Nomenclature Specification 
Spindle speed (with ultrasonic device) 0-6000 rpm 
Ultrasonic amplitude (𝐴𝐴) 10 µm 
Ultrasonic frequency (𝑓𝑓) 20000 Hz 
Power consumption (𝑃𝑃𝑃𝑃) 99 % 

 
Table 3 Mechanical properties of C/SiC material 

Nomenclature Specification 
Density (𝜌𝜌) 2.0 g/cm3 
Porosity (𝑃𝑃) 17-20 % 
Tensile strength (𝜎𝜎𝜎𝜎) ≥ 40 MPa 
Surface shear strength (𝜎𝜎𝜎𝜎) ≥ 10 MPa 
Compression Strength(𝜎𝜎𝜎𝜎) 590 MPa 
Elastic modulus (𝐸𝐸) 67.7 GPa 
Fracture toughness (𝐾𝐾𝐼𝐼𝐼𝐼) 17.9 MPa·m1/2 
Vickers-hardness (𝐻𝐻𝑣𝑣) 9.7GPa 

 
Table 4 Properties of the abrasive core tool 

Nomenclature Specification 
Tool type Spherical 
Abrasive Diamond 
Bond type Metal-bond 
Mesh size 60/80 
Concentration (𝐶𝐶𝛼𝛼) 100 
Spherical radius (𝑅𝑅) 8.25 mm 

3.2 Experimental design 

This study used important machining parameters, such as spindle speed, cutting depth, and feed 
rate based on various experimental observations for estimating effective cutting force. The exper-
iments are designed in a single-factor experiment array with 3 factors. The level of each factor/pa-
rameter is selected by theoretical calculations, considering higher material removal rates and ran-
dom experiments. The experimental design is given in Table 5.  
 

Table 5 Experimental Design 
Group Experiments Spindle speed S (rpm) Feed rate fr (mm/min) Cutting depth ap (mm) 

1 1-7 1500, 2000, 2500, 3000, 
3500, 4000,4500 

100 1.0 

2 7-12 3000 50,75, 100, 125, 150, 175 1.0 
3 13-19 3000 60 0.7, 0.8, 0.9, 1.0, 1.1, 1.2 

4. Experimental results and discussion 
4.1 Measured cutting force  

The experimental machining was conducted by selecting machining parameters corresponding to 
each group in the experimental design. The machining process is divided into three stages, i.e., 
enter, stable, and exit, corresponding to cutting force data (in graphical form), as shown in Fig. 7. 
Since profile machining is conducted in this study, the cutting force demonstrated peak values at 
maximum cutting depth. Therefore, the interval is considered for finding peak values of cutting 
force (as shown in Fig. 7). The cutting force value is the mean value of maximum values during the 
interval for peak value form obtained through graphical measurement with Dynoware software. 
The graphical cutting force data was transformed into numerical data through programming code 
developed in MATLAB software. The cutting force values obtained from experimental machining 
are shown in Table 6, corresponding to each group of parameters.  
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Fig. 7 Cutting force measurements (S = 2500 rpm, fr = 100 mm/min, ap = 1.0 mm) 

4.2 The proportionality parameters  
The simulated values of feed cutting force obtained through the cutting force prediction model 
are close to the measured cutting force when the factor gives the minimum value. The linear least 
square method was applied to find the value of 𝐾𝐾 by partially differentiating the factor concerning 
𝐾𝐾 as follows:  
 

�2(𝐹𝐹𝑓𝑓(𝑚𝑚) − 𝐾𝐾 𝐹𝐹𝑓𝑓(𝑠𝑠))(−𝐹𝐹𝑓𝑓(𝑠𝑠)) = 0  (36) 

By selecting the experimental and simulated feed cutting forces for each experiment group, the 
value of K was obtained as 34.842. This value gives the relationship between 𝐾𝐾 and machining 
parameters. The simulated cutting force obtained with the feed cutting force model is given in 
Table 6.  

Table 6 Measured and simulated feed force data 
Exp. 
No. 

𝑆𝑆 
(rpm) 

𝐹𝐹𝑟𝑟  
(mm/min) 

𝑎𝑎𝑝𝑝 
(mm) 

Measured 
feed force 
𝐹𝐹𝑓𝑓(𝑚𝑚)  

(N) 

Simulated 
feed force 

𝐹𝐹𝑓𝑓(𝑠𝑠)without 𝐾𝐾 
(N) 

Simulated feed 
force 

𝐹𝐹𝑓𝑓(𝑠𝑠)
′  with 𝐾𝐾 

(N) 

% Variation 
𝐹𝐹𝑓𝑓(𝑠𝑠)
′ − 𝐹𝐹𝑓𝑓(𝑚𝑚) 
𝐹𝐹𝑓𝑓(𝑚𝑚)

 100 % 

1 1500 100 1.0 52.811 1.3498 53.998 +2.240 
2 2000 100 1.0 50.720 1.3400 50.172 -1.080 
3 2500 100 1.0 48.773 1.3324 46.423 -4.811 
4 3000 100 1.0 45.615 1.3263 46.2109 +1.306 
5 3500 100 1.0 42.165 1.3011 45.3329 +7.513 
6 4000 100 1.0 38.508 1.2166 42.3887 +10.077 
7 4500 100 1.0 43.140 1.3127 45.7370 +6.019 
8 3000 50 1.0 36.426 1.1320 39.4411 +8.277 
9 3000 75 1.0 45.263 1.2419 43.2702 -4.402 

10 3000 100 1.0 47.263 1.3263 46.2109 -2.226 
11 3000 125 1.0 48.816 1.3957 48.6289 -0.383 
12 3000 150 1.0 52.763 1.4551 50.6985 -3.912 
13 3000 175 1.0 59.763 1.5073 52.5173 -12.124 
14 3000 100 0.7 41.127 1.3143 45.7928 +11.344 
15 3000 100 0.8 42.323 1.3187 45.9461 +8.560 
16 3000 100 0.9 45.754 1.3227 46.0855 +0.724 
17 3000 100 1.0 46.023 1.3263 46.2109 -0.408 
18 3000 100 1.1 46.599 1.3296 46.3259 -0.586 
19 3000 100 1.2 50.431 1.4426 50.2630 -0.333 
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4.3 Analysis of measured and simulated cutting forces 

The feed direction cutting forces obtained through experiments and simulated from the cutting 
force model are shown in Fig. 8. From the graph, simulated values of cutting forces closely match 
with measured cutting forces in most model parameter groups. However, higher variations are 
found only in three experimental groups (Exp. No. 6, 13, and 14). 

The measured and simulated feed-cutting forces corroborate with experimental parameters. 
However, some higher variations (more than 10 %) are found for cutting forces in Exp. 6 (10.077 
%), Exp. 13 (12.124 %), and Exp. 14 (11.344 %) (Table 6). The histogram error plots are shown 
in Fig. 9. The mean error is 1.358, with a standard deviation of 6.003. These variations predict the 
heterogenic and anisotropic properties of C/SiC composites. Also, considering the micro-perspec-
tive, SiC matrix is reinforced with a multilayer of carbon fibers, which causes uneven properties 
in feed and cutting depth directions. The proportion of SiC and carbon fibers differ in cutting area 
during RUPM, including the recorded variations between simulated and measured cutting forces. 
The generation of high temperatures causes cutting force variations. 

 

 
         Fig. 8 Comparison of measured and simulated                Fig. 9 Histogram plot of error vs. number of experiments 
         cutting force 

4.4 Comparison with published studies 

Several studies have been reported on developing axial cutting force models for face, side, and slot 
milling of rotary ultrasonic machining of C/SiC composites. However, research work for the feed 
direction cutting force model has rarely been reported. Xiao at al. (2014) proposed a model for 
establishing cutting force during rotary ultrasonic slot milling of dental zirconia ceramics. They 
validated the cutting force model with max S = 6000 rpm, fr = 50 mm/min, and ap = 0.19 mm. 
However, the feed rate and cutting depth are significantly lower when considering material re-
moval rates for practical applications. Li at al. [36] and Zhang at al. [37] proposed cutting force 
models for rotary ultrasonic face milling of C/SiC composites. The cutting force dynamic model 
has been proposed for rotary ultrasonic side milling of C/SiC composites.  

4.5 Analysis of machining parameters  

A feed rate of fr = 175 mm/min and cutting depth of ap = 1.2 mm is applied to develop a cutting 
force model. However, in published studies, such as Zhang at al. [29] and Xiao at al. [35] applied 
lower feed rate and cutting depth (fr =12 mm/min, ap = 0.08 mm, and fr = 50 mm/min, ap = 0.190 
mm, respectively). This study used higher machining parameters to increase MRR and process 
efficiency for industrial applications. The feed-cutting forces found decreased with increased spin-
dle speed. In contrast, the feed cutting forces found increased with the increase of feed rate and 
cutting depth. The relationship of feed cutting force with other machining parameters is shown in 
Fig. 10. 
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Fig. 10 Relationship of feed cutting force and machining parameters 

5. Conclusion 
In this study, rotary ultrasonic profile milling was conducted for machining C/SiC composites. The 
main contributions and conclusions of this research include: 

• The cutting force prediction model is developed for RUPM of C/SiC composites and vali-
dated through experimental machining. The measured and simulated cutting forces closely 
match with each other. The mean error and standard deviation are 1.358 and 6.003, respec-
tively. Variations of more than 10 % were recorded only for three groups of parameters due 
to material’s heterogeneity and anisotropy. The developed feed cutting force prediction 
model is found robust and can be applied for prediction/control of cutting forces.  

• The feed-cutting force prediction model for rotary ultrasonic profile milling of C/SiC com-
posites is novel because no such study has been reported yet in published literature. This 
research work set new dimensions for the machining of composite materials.  

• The higher machining parameters are applied (fr = 175 mm/min, ap = 1.2 mm, S = 4500 
rpm) to achieve significantly higher material removal rates and practical machining condi-
tions. The cutting force found decreased with the increase of spindle speed. However, the 
cutting force was increased with an increase in feed rate and cutting depth. 

• The developed cutting force prediction model can be applied for predicting cutting forces in 
the feed direction, improving machined components' quality, and optimizing the machining 
process for rotary ultrasonic profile milling of C/SiC composites at the industry level.  
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A B S T R A C T A R T I C L E   I N F O 
The cornerstone of port production operations is ship handling, necessitating 
judicious allocation of diverse production resources to enhance the efficiency 
of loading and unloading operations. This paper introduces an optimisation 
method based on deep reinforcement learning to schedule berths and yards at 
a bulk cargo terminal. A Markov Decision Process model is formulated by 
analysing scheduling processes and unloading operations in bulk port imports 
business. The study presents an enhanced reinforcement learning algorithm 
called PS-D3QN (Prioritised Experience Replay and Softmax strategy-based 
Dueling Double Deep Q-Network), amalgamating the strengths of the Double 
DQN and Dueling DQN algorithms. The proposed solution is evaluated using 
actual port data and benchmarked against the other two algorithms men-
tioned in this paper. The numerical experiments and comparative analysis 
substantiate that the PS-D3QN algorithm significantly enhances the efficiency 
of berth and yard scheduling in bulk terminals, reduces the cost of port opera-
tion, and eliminates errors associated with manual scheduling. The algorithm 
presented in this paper can be tailored to address scheduling issues in the 
fields of production and manufacturing with suitable adjustments, including 
problems like the job shop scheduling problem and its extensions. 
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1. Introduction
The significance of maritime logistics has been underscored by the "2022 Maritime Review" re-
port published by the United Nations Conference on Trade and Development (UNCTAD) [1]. 
Maritime shipping constitutes over 80 % of global trade and is increasingly pivotal in the global 
economy. Ports act as crucial intermediaries, facilitating the transfer of a substantial volume of 
goods through loading and unloading operations. With the continuous growth of global trade 
and the increasing complexity of logistics, efficient port operation scheduling is vital for optimis-
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ing resource utilisation, enhancing loading and unloading efficiency, and minimising operational 
costs. 

Maritime cargo encompasses various types, including containers, dry bulk commodities (such 
as coal, steel, and grains), and liquids. Consequently, ports can be categorised into container 
terminals and bulk cargo terminals. Unlike container terminals, bulk cargo terminals involve a 
more intricate range of goods, each necessitating distinct loading and unloading processes. Cur-
rently, most bulk cargo terminals rely on manual expertise for scheduling, which may compro-
mise the efficiency and rationality of scheduling plans. Furthermore, berth and yard scheduling 
are often treated separately in practical scheduling processes, lacking a unified approach. Thus, 
an intelligent berth and yard scheduling method in bulk cargo terminals is imperative to en-
hance logistical efficiency, on-time delivery rates, and port operational cost reduction, thereby 
contributing to sustainable economic development. 

While a substantial body of literature exists on port resource scheduling and operational op-
timisation, research on optimisation for bulk cargo terminals is relatively limited compared to 
container terminals. The primary distinctions between container and bulk cargo terminals lie in 
the layout of port resources, loading and unloading procedures, handling machinery, and cargo 
types [2]. Given the more intricate variety of goods involved in bulk cargo terminals, it is impera-
tive to delve into the optimisation of their loading and unloading procedures. Within bulk cargo 
terminals, berths and yards are the most critical and scarce resources during operational pro-
cesses, making berth and yard allocation the focal points. 

Berth Allocation Problem (BAP), as highlighted by Bierwirth et al. [3, 4] in 2010 and 2015, 
has been a subject of study, with subsequent research largely building upon their classification 
scheme. This classification is equally applicable to bulk cargo terminals. BAP can be categorised 
into four classes based on space, time, processing time, and performance metrics [4]. Spatially, 
terminals may exhibit discrete, continuous, or hybrid layouts. Temporally, BAP can be classified 
as static arrival, dynamic arrival, periodic arrival, and stochastic arrival. Considering the influ-
ence of ship loading and unloading times, BAP can be classified as "fixed" or "pos", depending on 
the position. Performance metrics categorise BAP models based on optimisation goals, with 
most research in BAP prioritising minimising total ship dwell time. 

Berth optimisation in bulk cargo terminals aims to improve berth operational efficiency and 
optimise berth allocation. In a study by Đelović et al. [5], the authors analysed the berth produc-
tivity of multifunctional bulk terminals using mathematical and statistical methods. Their goal 
was to systematically identify the factors influencing berth productivity and categorise 14 
groups of influential factors. The study confirmed a substantial disparity between gross and net 
berth productivity, primarily attributable to the substantial portion of non-operational time dur-
ing vessel dwell periods. 

For the BAP in bulk cargo terminals, Barros et al. [6] addressed the problem in tidal bulk car-
go ports, formulating an integer linear programming model for discrete terminal layout and dy-
namic arrival scenarios while accounting for inventory constraints. Umang et al. [7] explored 
mixed terminal layouts and dynamic arrivals, proposing exact methods and a heuristic approach 
for minimising total service time, considering various cargo types aboard ships. Ribeiro et al. [8] 
tackled the discrete BAP in a dynamic arrival scenario for ore terminals, aiming to minimise de-
lay and scheduling costs by employing mixed-integer linear programming and adaptive large 
neighbourhood search. Ernst et al. [9] researched continuous BAP with dynamic ship arrivals 
under tidal constraints, proposing two mixed-integer linear formulations and testing them on 
different instances. Cheimanoff et al. [10] studied multiple continuous terminals with dynamic 
arrivals, considering tidal restrictions and terminal-specific limitations for each ship, using 
mixed-integer linear models and iterative local search for small- and large-scale instances. 

Yard management is a cornerstone of port terminal operations, as intelligent management of 
storage and transportation within yards can optimise space utilisation and decrease ship loading 
and unloading times, thereby enhancing port operational efficiency. Research focusing on yard 
allocation optimisation is limited compared to BAP studies. Tang et al. [11] examined joint stor-
age space allocation and ship scheduling, establishing a mixed-integer programming model 
solved via the Benders decomposition algorithm. In their work, yard storage areas were divided 
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into slots, each dedicated to a single product, with the possibility of extending product stacks 
across multiple slots. Rocha de Paula et al. [12] devised a genetic algorithm to maximise coal 
terminal throughput by arranging coal arrivals, determining stack and recovery cycles, and 
scheduling ship arrival and departure times. 

In bulk cargo terminals, BAP is often coupled with yard allocation problems. Robenek et al. 
[13] extended the work of Umang et al. [7], expanding BAP to allocate yard positions to incoming 
ships based on specific cargo types, aiming to minimise ship service time. Unsal et al. [14] inte-
grated berth allocation, stacker scheduling, and yard allocation in the context of exporting coal 
terminals. This problem entailed operational challenges and constraints concerning tidal win-
dows, multiple stocking pads, non-crossing stackers, ships and berth size, addressed through 
integer programming formulations. 

For integrated scheduling in bulk cargo terminals, some studies have combined berth and 
yard allocation, albeit primarily focusing on ship operation time as an optimisation goal and 
overlooking transport costs. Others have considered coal and ore terminals, both specialised 
cases, and may not be easily extended to highly diversified bulk cargo terminals. Therefore, this 
study focuses on a comprehensive bulk cargo terminal with diverse goods and aims to optimise 
berth and yard allocation in a dynamic discrete environment, minimising ship stay time and to-
tal transport costs. 

Presently, research on bulk cargo port scheduling employs mathematical programming 
methods and intelligent algorithms, including heuristics, simulation, and genetic algorithms. 
These conventional mathematical and intelligent optimisation algorithms can yield favourable 
results when aptly modelled for certain issues. However, the berth and yard scheduling issues 
addressed in this study are characterised by dynamic and uncertain environments with a large 
scope. Traditional mathematical programming methods, heuristic algorithms, and similar opti-
misation techniques may lack the flexibility to address real-time changes in complex production 
scheduling scenarios. In contrast, recent advancements in artificial intelligence methods, such as 
deep learning and reinforcement learning, offer promising solutions to such challenges. For in-
stance, Tian et al. [15] proposed a data prediction model for the dynamic job-shop scheduling 
problem (DJSP) using the Long Short-Term Memory Network (LSTM). They improved the model 
by integrating Dropout technology and other techniques, subsequently assessing its perfor-
mance. Moreover, they devised a scheduling model with objective functions encompassing max-
imum makespan, total device load and key device load. Ultimately, an enhanced Multi-Objective 
Genetic Algorithm (MOGA) was formulated to tackle this challenge. 

The scheduling problem under study falls under the category of sequential decision-making 
in a finite state space. The environment's state at the next time step is solely influenced by the 
current environment state and the actions taken by port resources. It follows the Markov prop-
erty and can be formulated as a Markov Decision Process (MDP). Reinforcement Learning [16] is 
an artificial intelligence technique designed to address MDPs, making it well-suited for solving 
the scheduling problem presented in this study. Reinforcement learning algorithms have ma-
tured over recent years and span multiple branches. Depending on action selection methods, 
reinforcement learning can be classified into value-based methods and policy gradient-based 
methods [16]. Among the most common value-based algorithms are the Deep Q-Network (DQN) 
[17] and its variants. The Double DQN algorithm proposed by Van Hasselt et al. [18] and the Du-
eling DQN algorithm by Wang et al. [19] optimise target network Q-value computation and neu-
ral network architecture, respectively. Additionally, the DDPG algorithm is a popular policy gra-
dient-based method [20]. Given that this scheduling problem involves discrete action spaces and 
unknown state transition probabilities, requiring the agent to continually interact with the envi-
ronment for learning, value-based model-free DQN algorithms and their variants are better suit-
ed for solving this problem. 

Deep learning and reinforcement learning have found applications across various fields [21-
23]. However, its application to port resource scheduling remains relatively limited. Li et al. [24] 
developed a MILP mathematical model to minimise total ship stay time and employed a genetic 
algorithm as a fundamental optimisation method. They introduced a Q-learning approach with 
dynamic parameter selection for crossbreeding and mutation, along with a simulated annealing 



Ai, Huang, Song, Huang, Jiao, Ma 
 

306 Advances in Production Engineering & Management 18(3) 2023 
 

operation to address ship scheduling. Dai et al. [25] examined BAP and QCSP for container ter-
minals. They created a Markov Decision Process model accounting for terminal loading capacity, 
cargo types, and switch setup time. Their research involved greedy insertion algorithms and 
DDQN reinforcement learning algorithms for offline and online scenarios. Li et al. [26] proposed 
an improved Double DQN algorithm for scheduling bulk cargo loading at a coal terminal. Their 
approach enhanced the ε-greedy policy and introduced a random policy for illegal actions, in-
creasing algorithm convergence. 

This study presents a deep reinforcement learning approach called the Prioritised Experience 
Replay and Softmax strategy-based Dueling Double Deep Q-Network (PS-D3QN). The effective-
ness of this method is validated through a case study on import operations at a port in southern 
China. By considering the scheduling processes and unloading operations, the dynamic discrete 
environment of bulk terminal berth and yard scheduling is modelled as a Markov Decision Pro-
cess (MDP). The PS-D3QN algorithm is subsequently employed to solve this model using actual 
port conditions and collected data. 

The main contributions of this study are summarised as follows: 

• By analysing import business scheduling processes and ship unloading operations at the 
port, along with incorporating real port conditions and related data, this study formulated 
the problem of berth and yard scheduling in bulk cargo terminals as a Markov Decision 
Process (MDP) model. The model's state space and action space were designed, aiming to 
minimise total ship stay time at the port and total transport costs. A linearly weighted re-
ward function was devised, and legal action validity was defined, providing the basis for 
the subsequent introduction of deep reinforcement learning algorithms. 

• This study introduced a berth and yard real-time scheduling method (PS-D3QN) based on 
an improved DQN algorithm. This method combined the advantages of the Double DQN 
and Dueling DQN algorithms, optimising the algorithm by introducing a well-designed Pri-
oritised Experience Replay (PER) mechanism and a softmax action selection strategy. This 
optimisation enhanced the algorithm's convergence and stability. 

• The proposed PS-D3QN algorithm was validated using actual port data from a bulk cargo 
terminal case study. Comparative analyses were conducted with the Double DQN and Du-
eling DQN algorithms, as well as real-world scheduling plans. The experimental results 
demonstrated the effectiveness and reliability of the proposed algorithm in addressing the 
bulk cargo berth and yard scheduling problem. 

The rest of this paper is organised as follows. Section 2 introduces the model construction 
and optimisation algorithm design. Section 3 presents numerical experiments and discussions 
using actual port data. Finally, Section 4 summarises the study's achievements and contributions 
and suggests avenues for further improvement. 

2. Models and algorithms 
2.1 Problem statement and MDP modelling 

This study focuses on the ship unloading operations within the import business of a bulk cargo 
terminal located in southern China. The research commences by investigating the specific opera-
tional environment and business procedures of the port. A detailed analysis of the port's actual 
scheduling process follows. The simplified scheduling process is illustrated in Fig. 1. 

Upon receiving ship forecast information, the planning department formulates day and night 
plans considering current berth utilisation. Subsequently, the warehouse department develops 
yard operation plans based on these day and night plans and the cargo transportation mode. 
After the ship's arrival, the scheduling department arranges berthing, while the warehouse de-
partment coordinates ship unloading in accordance with yard operation plans and the day-night 
scheme. The scheduling department concludes the ship's operations by orchestrating its depar-
ture from the port. 
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Fig. 1 Scheduling process for port import business 

Ship unloading
Ship Berth

Trailer

Forklift

YardTranshipment

Barge

Car

Train

Ship 
loading

 
Fig. 2 Production operation process of port import business 

The production operations of port import businesses encompass two main facets: ship un-
loading and transportation operations. Fig. 2 provides an overview of these processes. Ship un-
loading involves berthing, cargo unloading, transport, and storage. Conversely, transportation 
operations encompass the relocation of cargo within the yard and its transportation outside the 
port via railways, highways, coastlines, and other channels. Throughout the port's operational 
procedures, berths and yards, as precious resources, serve as pivotal nodes bridging ship un-
loading and transportation operations. 

Analysing the port import business's scheduling process and its production operations high-
lights the current practice of separately planning berth and yard scheduling within bulk cargo 
terminals. This approach neglects the interdependencies and mutual constraints between yard 
and berth resources. Furthermore, the scheduling process relies heavily on manual experience, 
leading to subjective influences. Communication and coordination among departments demand 
considerable time, ultimately resulting in suboptimal scheduling efficiency and a lack of scientif-
ically driven optimisation goals and decision-making criteria. Consequently, the challenge of 
port berth and yard scheduling necessitates a holistic resource allocation optimisation support-
ed by intelligent methodologies to enhance scheduling efficiency, reduce manual scheduling 
costs, and elevate port production and operation efficiency. 

This paper's scheduling problem can be defined as follows: Given the planned arrival time 
and essential information about ships, berths, and yards, the objective is to address the unload-
ing operations in the port's import business. Specifically, the study encompasses all ships antici-
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pated to arrive and depart within a fixed planning period. The focus lies on ship docking, load-
ing/unloading operation timing, and the unloading location. The optimisation aims to minimise 
the total dwell time for all arriving ships and the aggregate cargo transportation costs, resulting 
in berth and yard allocation plans for each ship. 

This study establishes an MDP model by integrating the operational processes, layout envi-
ronment, and actual data of ships, berths, and yards in the port to address this scheduling prob-
lem. The pertinent design elements of the model are detailed as follows: 
(1) State space 
The state space encompasses the operational and usage states of ships, berths, and yards. This 
information is summarised in Table 1. 

Table 1 State space of berth and yard scheduling in bulk terminals 
State space Data structure Dimension Category Description 

𝐶𝐶𝑠𝑠 Arrays 10 Int Type of cargo loaded on the ship (0: empty 
cargo ship, 1: steel, 2: coal, 3: grain, 4: ore) 

𝑊𝑊𝑠𝑠 Arrays 10 Int Weight of cargo loaded on the ship 
𝐵𝐵𝑠𝑠 Arrays 10 Int Ship docking position 
𝑆𝑆𝑠𝑠 Arrays 10 Int Ship operational status (0: waiting, 1: un-

loading, 2: completed) 
𝑌𝑌𝑠𝑠 Arrays 10 Int Location of storage of cargo loaded on the 

ship 
𝐵𝐵 Arrays 6 Boolean Whether the berth is occupied 
𝑌𝑌 Arrays 20 Boolean Whether the yard is occupied 
𝐶𝐶𝑦𝑦 Arrays 20 Int Type of cargo stored in yard space 
𝑊𝑊𝑠𝑠 Arrays 20 Int Weight of cargo stored in yard space 

(2) Action Space 
To tackle the scheduling problem, the action space incorporates ship berthing and cargo storage 
yard allocations. Each action comprises two components: berth and yard. The former denotes 
the berth number representing the ship's docking location, while the latter indicates the yard 
number for cargo storage. The action space encompasses 10 ships, 6 berths, and up to 20 stacks, 
amounting to a total of 1200 possible actions. However, due to varying ship arrival times and the 
presence of docking and storage constraints, certain actions will be infeasible. Hence, a filtering 
process is necessary when designing the action space. 

(3) Reward function 
This paper belongs to the Multi-Objective Reinforcement Learning (MORL) problem, aiming to 
minimise the total dwell time of all ships in port and the aggregate cargo transportation cost. 
Each objective corresponds to a distinct reward function. Consequently, the overall reward con-
sists of a collection of individual objective vectors. When objectives are directly correlated (e.g., 
minimised time or cost), MORL can be transformed into a single-objective RL problem through 
linear weighting. In reality, objectives frequently feature conflicts or constraints, requiring selec-
tive optimisation or trade-offs between conflicting objectives [27]. Both objectives in this study 
pertain to the minimisation of total time or cost. Thus, a linear weighted approach is adopted to 
formulate the reward function. 

The designed reward function is expressed by Eq. 1: 
𝑅𝑅 = −𝑘𝑘(𝑇𝑇 + 𝑆𝑆) − 𝑙𝑙(𝐷𝐷 × 𝑊𝑊) + 𝐶𝐶 (1) 

Here, 𝑘𝑘 and 𝑙𝑙 denote the weights of the two objectives. After empirical investigation, 𝑘𝑘 is set 
to 0.7 and 𝑙𝑙 to 0.3. 𝑇𝑇 represents the ship's operation time, calculated by dividing the weight of 
loaded cargo by the average operation speed of the berth corresponding to the cargo type. 𝑆𝑆 
signifies the ship's waiting time, determined by subtracting the arrival time from the com-
mencement of operations. 𝐷𝐷 captures the total cargo distance from berth to yard. 𝑊𝑊 stands for 
cargo weight, and 𝐶𝐶 is an adjustment value. Positive rewards are bestowed on reasonable ac-
tions, whereas penalties are applied through negative reward functions for suboptimal choices. 
To encourage intelligent agents to select legitimate actions, penalties for illegitimate actions 
slightly exceed positive rewards, thus fostering effective learning. 
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By crafting a well-designed reward function, intelligent agents are incentivised to choose ap-
propriate actions while avoiding improper selections, leading to enhanced learning outcomes. 

2.2 Berth and yard scheduling approach based on PS-D3QN 

Reinforcement learning models for berth and yard scheduling in bulk ports entail managing sub-
stantial state variables and action decisions. Moreover, their state and action spaces exhibit con-
siderable complexity, necessitating the employment of the DQN algorithm for approximating 
high-dimensional states. Derived from the DQN algorithm, Double DQN and Dueling DQN are 
advanced techniques that address its limitations. Double DQN overcomes overestimation issues 
by estimating target network Q-values using the action selected based on current evaluation 
network Q-values. On the other hand, Dueling DQN enhances stability by decoupling action-
value functions through modifying neural network structure and achieving more accurate Q-
value estimation. 

This paper introduces a real-time scheduling approach, termed PS-D3QN, for berths and 
yards, based on an enhanced DQN algorithm. PS-D3QN integrates the Q-value estimation meth-
odology of Double DQN and the concept of action-value function separation from Dueling DQN, 
synergising their strengths to enhance algorithm performance. Additionally, algorithm perfor-
mance is further improved through the refinement of Prioritised Experience Replay (PER) and 
Softmax strategies. 

In the PS-D3QN framework proposed in this study, the action value function is decomposed 
into a combination of state value 𝑉𝑉 and action advantage function 𝐴𝐴, enabling a more valuable 
assessment of actions. The state value reflects the current state, while the action advantage func-
tion measures the disparity between current action performance and average performance. Ac-
tions that outperform the average yield a positive advantage function, while others yield a nega-
tive advantage function. Given a fixed 𝑄𝑄, countless combinations of 𝑉𝑉 and 𝐴𝐴 can generate 𝑄𝑄. Con-
sequently, restrictions are imposed on 𝐴𝐴; typically, the average of the advantage function 𝐴𝐴 for 
the same state is constrained to 0. Thus, the action value function is calculated as shown in Eq. 2: 

𝑄𝑄(𝑠𝑠𝑡𝑡 ,𝑎𝑎𝑡𝑡) = 𝑉𝑉(𝑠𝑠𝑡𝑡) + �𝐴𝐴(𝑠𝑠𝑡𝑡 ,𝑎𝑎𝑡𝑡)−
1

|𝐴𝐴|� 𝐴𝐴(𝑠𝑠𝑡𝑡 ,𝑎𝑎𝑡𝑡)
𝑎𝑎𝑡𝑡

� (2) 

In PS-D3QN, the maximum action value from the evaluation network is used to calculate Q-
values in the target network. The target network's value function is derived according to Eq. 3, 
where 𝜃𝜃𝑡𝑡 and 𝜃𝜃𝑡𝑡− denote the parameters of the evaluation and target networks, respectively. 

𝑌𝑌𝑡𝑡𝑃𝑃𝑃𝑃−𝐷𝐷3𝑄𝑄𝑄𝑄 = 𝑅𝑅𝑡𝑡+1 + 𝛾𝛾𝑄𝑄′ �𝑆𝑆𝑡𝑡+1,𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
𝑎𝑎

𝑄𝑄(𝑆𝑆𝑡𝑡+1,𝑎𝑎;𝜃𝜃𝑡𝑡) ;𝜃𝜃𝑡𝑡′� (3) 

The primary objective of PS-D3QN is to train parameters that minimise the loss function, 
formulated in Eq. 4. 

𝐿𝐿𝑃𝑃𝑃𝑃−𝐷𝐷3𝑄𝑄𝑄𝑄(𝜃𝜃𝑡𝑡) = 𝐸𝐸 ��𝑌𝑌𝑡𝑡𝑃𝑃𝑃𝑃−𝐷𝐷3𝑄𝑄𝑄𝑄 − 𝑄𝑄𝑡𝑡(𝑆𝑆𝑡𝑡,𝑎𝑎;𝜃𝜃𝑡𝑡)�
2
� (4) 

Following loss function computation, PS-D3QN employs stochastic gradient descent to update 
training parameters, transferring them to the target network parameters as illustrated in Eq. 5. 

𝜃𝜃𝑡𝑡+1 = 𝜃𝜃𝑡𝑡 + 𝛼𝛼𝛼𝛼 �𝑌𝑌𝑡𝑡𝑃𝑃𝑃𝑃−𝐷𝐷3𝑄𝑄𝑄𝑄 − 𝑄𝑄𝑡𝑡(𝑆𝑆𝑡𝑡,𝑎𝑎; 𝜃𝜃𝑡𝑡)
𝜕𝜕𝑄𝑄𝑡𝑡(𝑆𝑆𝑡𝑡,𝑎𝑎; 𝜃𝜃𝑡𝑡)

𝜕𝜕𝜃𝜃𝑡𝑡
� (5) 

The neural network architecture of the PS-D3QN algorithm, presented in Fig. 3, is constructed 
based on the MDP model established in Section 2.1. 

PS-D3QN employs two networks: the evaluation network and the target network. Their struc-
tures are identical, featuring an input layer, two fully connected hidden layers, and an output 
layer. The ReLU function serves as the neuron activation function. Input consists of the state set, 
with output comprising the action set. The second fully connected layer separately outputs state 
values and action advantage functions, combining to present individual actions and their respec-
tive Q-values. 
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Fig. 3 Neural network structure of PS-D3QN 

The PS-D3QN algorithm proposed in this study optimises its performance using the Priori-
tised Experience Replay (PER) mechanism, assigning priority to each experience based on Time 
Difference Error (TD-error). By favouring experiences with higher priority, the algorithm is in-
clined to select them for training. To avoid an excessive focus on high-priority experiences, this 
study introduces priority sampling weights for experience extraction, enhancing experience 
utilisation and promoting effective training and convergence. The experience priority in the al-
gorithm, shown in Eq. 6, is influenced by TD-error and the number of completed tasks. This ap-
proach facilitates selecting valuable data for training, accelerating learning, and improving per-
formance. 

𝑃𝑃 = |𝑄𝑄𝑡𝑡 − 𝑄𝑄𝑐𝑐| +
𝑁𝑁𝑡𝑡

𝑁𝑁𝑡𝑡 + 1/𝜎𝜎
 (6) 

In Eq. 6, 𝑃𝑃 represents the experience priority, 𝑄𝑄𝑡𝑡 stands for the target Q value, 𝑄𝑄𝑐𝑐  corresponds 
to the current Q value, 𝑁𝑁𝑡𝑡 denotes the current number of completed tasks, 𝜎𝜎 signifies the weight, 
which progressively increases with the number of iterations, eventually reaching a final value of 
0.01. Within this paper, experience priority is influenced by TD-error and the number of com-
pleted tasks. Consequently, the algorithm tends to favour more valuable data during training, 
enhancing the reuse of pivotal experiences. This approach accelerates the learning process and 
enhances the algorithm's overall performance. 

The PS-D3QN method proposed here replaces the ε-greedy strategy with the Softmax strate-
gy from the DQN algorithm. Softmax is a common technique for balancing exploration and ex-
ploitation in reinforcement learning, selecting actions based on a probability distribution de-
rived from each action's estimated average reward. This strategy encourages frequent selection 
of actions with higher average rewards while still exploring other actions through non-zero 
probabilities. Softmax, governed by the Boltzmann distribution, allocates probabilities to action 
selection based on the estimated average reward. As depicted in Eq. 7: 

𝑃𝑃(𝑘𝑘) =
𝑒𝑒
𝑄𝑄(𝑘𝑘)
𝜏𝜏

∑ 𝑒𝑒
𝑄𝑄(𝑖𝑖)
𝜏𝜏𝐾𝐾

𝑖𝑖=1

 (7) 

In Eq. 7, 𝑃𝑃(𝑘𝑘) denotes the probability of selecting action 𝑘𝑘, 𝑄𝑄(𝑘𝑘) represents the estimated av-
erage reward value for action 𝑘𝑘 based on historical data, and 𝑄𝑄(𝑖𝑖) records the average reward 
value after the current action's completion. 𝜏𝜏, referred to as the "temperature", influences the 
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trade-off between exploration and exploitation. Lower 𝜏𝜏 values emphasise exploitation, while 
higher values encourage exploration. In this study, 𝜏𝜏 is set using hyperbolic annealing. Initially, a 
higher temperature is employed to promote exploration, gradually reducing as experience ac-
cumulates to encourage utilisation of well-performing actions. The temperature update process 
is governed by Eq. 8, where 𝜏𝜏0 is the initial temperature and 𝜏𝜏𝑘𝑘 controls the annealing rate. 

𝜏𝜏(𝑖𝑖) =
𝜏𝜏0

1 + 𝜏𝜏𝑘𝑘𝑖𝑖
 (8) 

The overall flow of the PS-D3QN algorithm is presented in Fig. 4. 
During PS-D3QN algorithm training, the environment is initialised with yard storage infor-

mation, berth occupancy data, ship states, and cargo details. Based on the current state, the 
Softmax strategy is used to select scheduling actions for berths and yards. Throughout the train-
ing, the algorithm sequentially stores experiences derived from interacting with the environ-
ment in the experience replay pool. Once sufficient experiences are collected, the PS-D3QN algo-
rithm conducts random and priority sampling from the experience replay pool based on priority 
sampling weights. 

 
Fig. 4 PS-D3QN algorithm flowchart 

3. Experimental results and discussion: A case study for bulk cargo terminal 
The PS-D3QN algorithm proposed in this paper is deployed on a cloud server. The relevant envi-
ronment configuration includes Windows Server 2022, Python 3.8, and PyTorch 1.12. The pro-
cessor is a 16-core Intel Xeon (Ice Lake) Platinum 8369B, the GPU is NVIDIA Tesla A100 (80GB 
video memory), and the memory is 125GB. 

This paper presents a case study on ship unloading operations in the import business of a 
port in southern China. In this section, we validate the proposed PS-D3QN algorithm using dy-
namic ship arrival data for a single planning period. The selected ship arrival data comprehen-
sively covers most cargo types, ensuring good representativeness and generalisation. Based on 
this data, the PS-D3QN algorithm is trained and its results are compared and analysed against 
the Double DQN algorithm, Dueling DQN algorithm, and the actual scheduling scheme. The algo-
rithm's relevant parameters are presented in Table 2. 

The arriving ship data, berth data, and yard data used in this study are provided in Tables 3, 
4, and 5. After conducting numerical tests, the simulated reward function curve and simulated 
loss function curve of the PS-D3QN algorithm, Double DQN algorithm, and Dueling DQN algo-
rithm are illustrated in Fig. 5 and Fig. 6. 
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Table 2 Parameter settings 
Parameter Description value 
𝛼𝛼 Learning Rate 0.001 
𝛾𝛾 Discount Factor 0.99 
Replay buffer size Experience replay pool capacity 10000 
Batch size Batch size of samples per training 32 
Tau Rate at which the target network copies weights from 

the evaluation network 0.001 

episode Maximum number of steps per training round 500 
Alpha_Prioritise Weights for prioritised sampling 0.6 
𝜏𝜏0 Softmax initial temperature 200 
𝜏𝜏𝑘𝑘  Softmax annealing speed 0.01 

 
Table 3 Arriving ship data 

Serial 
number 

Ship name Length Depth Cargo type Cargo name Cargo weight Estimated arrival 
time(data prepro-

cessing) 
1 Ship 1 112.21 9 grain cassava 11531 0d 13h 
2 Ship 2 158.8 10 coal coal 24376 0d 7h 
…        
9 Ship 9 166.31 9 steel steel 13015 0d 16h 

10 Ship 10 149.18 10 grain soya 21825 1d 23h 
 

Table 4 Berth data 
Serial 

number 
Berth Lengt

h 
Depth Operational 

speed of ore 
(tonnes per 

hour) 

Operational 
speed of steel 
(tonnes per 

hour) 

Operational 
speed of coal 
(tonnes per 

hour) 

Operational 
speed of grain 

(tonnes per 
hour) 

1 Berth 1 181 9 300 450 0 0 
2 Berth 2 192 9 350 600 0 0 
…        
5 Berth 5 201 10.5 240 0 110 180 
6 Berth 6 202 10.5 360 0 500 210 

 
Table 5 Yard data 

Serial 
number 

Yard Cargo type Yard type Yard capacity Horizontal relative 
position 

1 Position 1 in district 1 Coal Outside 25000 2 
2 Position 2 in district 1 Coal Outside 25000 2 
3 Position 3 in district 1 Steel Outside 20000 2 
…      
19 Position 1 in district 7 Grain Warehouse 20000 8 
20 Position 2 in district 7 Grain Warehouse 20000 8 

 

 
Fig. 5 Simulation reward function curve 
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Fig. 6 Simulation reward loss curve 

As shown in Fig. 5, the Double DQN algorithm quickly identifies a relatively high reward value 
in the initial iterations due to mitigating the overestimation problem. However, as training pro-
gresses, it might get trapped in a local optimum. Dueling DQN exhibits slower convergence be-
cause of its complex network structure, yet its decoupled action-value function ensures more 
accurate final computation results. The PS-D3QN algorithm proposed in this paper maintains 
faster convergence, stability, and superior scheduling outcomes by combining the strengths of 
both algorithms. 

Fig. 6 portrays the decreasing trend in the simulated loss function curves for the three algo-
rithms. The PS-D3QN algorithm's curve exhibits a smoother decrease compared to the other two 
algorithms. From the start to the end of iterations, its loss function gradually decreases, converg-
ing towards 0 with a relatively swift convergence rate. 

To summarise, Double DQN's quick convergence is attributed to alleviating the overestima-
tion problem. However, it can get trapped in a local optimum, leading to convergence on a locally 
optimal strategy. Dueling DQN's slower learning process due to increased network complexity, is 
associated with greater fluctuations and inadequate stability despite eventual convergence. The 
PS-D3QN algorithm, as proposed, excels in convergence speed and stability. It efficiently discov-
ers maximum reward values, leveraging the combination of the other two algorithms to address 
overestimation issues while enhancing Q-value estimation through action value function split-
ting, thereby streamlining the training process. Incorporating the Prioritised Experience Replay 
mechanism and the Softmax action selection strategy optimises computational efficiency and 
stability. These enhancements facilitate faster convergence while overcoming local optima is-
sues. 

Following numerical experiments, the final scheduling results of the three algorithms and the 
outcomes of the actual scheduling scheme are presented in Table 6. 

The PS-D3QN algorithm, Double DQN algorithm, and Dueling DQN algorithm each improve 
scheduling scheme efficiency by 12.85 %, 9.18 %, and 8.93 %, respectively, compared to the ac-
tual scheduling scheme. The scheduling scheme derived from the PS-D3QN algorithm effectively 
reduces ships' port dwell time, thereby laying the groundwork for subsequent ship arrivals. Fur-
thermore, the scheme contributes to significant reductions in total cargo transportation costs, 
enhancing ship loading and unloading efficiency and subsequently reducing overall port operat-
ing costs. 

Table 6 Scheduling results 
Scheduling scheme Total ship dwell time (hours) Total costs of cargo transport 

(ten thousand tonnes multiplied 
by metres) 

PS-D3QN 437 27.6 
Double DQN 449 30 
Dueling DQN 441 31.9 
Actual scheduling scheme 464 39 
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The complex nature of bulk berth and yard scheduling, characterised by extensive state and 
action spaces, is effectively addressed by the PS-D3QN algorithm proposed in this study. The 
algorithm leverages deep neural networks for nonlinear modelling and approximation. By inte-
grating the strengths of the Double DQN and Dueling DQN algorithms and optimising via the 
Prioritised Experience Replay mechanism and the Softmax action selection strategy, the PS-
D3QN algorithm not only maintains swift convergence but also exhibits stability, effectively nav-
igating potential local convergence issues while demonstrating notable learning and generalisa-
tion capabilities within the context of the current problem. 

The PS-D3QN algorithm proposed in this study can also be applied to dynamic scheduling 
challenges in other fields, such as production and manufacturing, after reconfiguring the MDP 
model for specific problems with extensive discrete action and state spaces. It demonstrates 
commendable learning and generalisation capabilities in such scenarios. 

4. Conclusion 
This study presents a novel real-time scheduling approach called PS-D3QN based on the im-
proved DQN algorithm. This method amalgamates the meritorious aspects of the Double DQN 
and Dueling DQN algorithms and employs two dueling neural networks. It adeptly gauges the Q-
value of the target network by virtue of the action elected through the Q-value of the currently 
evaluating network. Moreover, the optimisation has been further finetuned by the ingenious 
design of a rational Prioritised Experience Replay (PER) mechanism and the integration of a 
Softmax action selection strategy. Additionally, this study examined the berth and yard schedul-
ing predicaments prevalent in bulk cargo terminals. It has crafted an MDP model specifically for 
the scheduling issue, with the overarching goal of minimising both the cumulative time ships 
remain in the port and the total cost associated with cargo transportation. This was achieved by 
ingeniously amalgamating the authentic port milieu and pertinent data to configure the MDP 
model's state space, action space, and reward function. 

Employing the PS-D3QN algorithm to address the scheduling conundrums based on actual 
ship, berth, and yard data yielded commendable optimization outcomes. In contrast with exist-
ing scheduling strategies and two alternative deep reinforcement learning algorithms, the PS-
D3QN algorithm, as proposed in this study, has exhibited a substantial enhancement in the effi-
cacy of berth and yard scheduling in port operations. Furthermore, it has contributed to the re-
duction of operational costs for ports while simultaneously mitigating the inherent empirical 
bias that arises from manual scheduling. 

In the realm of future research endeavours, there exists the potential to elevate the algo-
rithm's performance and stability through the refinement of the neural network architecture 
and the strategic selection of fitting optimisers. It is noteworthy that the intricacies of loading 
and unloading processes within bulk cargo ports involve a broader spectrum of resources. This 
study's scope was delimited to the berth and yard allocation facets of scheduling optimisation. 
The algorithm in this study holds the promise of expansion and applicability, potentially extend-
ing to more intricate challenges. By extending the model, PS-D3QN can address other resource 
scheduling problems at bulk cargo terminals, such as machinery and equipment scheduling. Fur-
thermore, the algorithm can be applied to scheduling problems in production and manufactur-
ing fields by re-establishing the MDP model, such as the job shop scheduling problem and its 
extensions. 
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A B S T R A C T A R T I C L E   I N F O 
Maintenance plays an increasingly important role in the life of production com-
panies, as professional maintenance is an important prerequisite for the relia-
ble operation of resources. A well-chosen maintenance strategy can make a ma-
jor contribution to increased efficiency of production processes. The main goal 
of this research is to propose a novel optimization approach to define optimal 
maintenance strategy that ensures the efficient operation of the production 
process while reducing maintenance costs. The developed optimization 
method is based on Howard’s policy iteration and describes the objective of the 
planning as a Markov decision process. The novelty and the scientific contribu-
tion of the presented study is the application of Howard’s policy iteration meth-
odology in a Markov decision process for agile, condition-based maintenance 
strategy optimization. As the results of the numerical analysis of the scenarios 
shows, the implementation of an optimized maintenance strategy based on the 
proposed approach can significantly increase the maintenance efficiency of the 
production process. The main reason for this is that the level and type of 
maintenance is always implemented depending on the current state of the sys-
tem components, which reduces both the maintenance cost and the losses due 
to production downtime.  
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1. Introduction
The global maintenance market is expected to grow from 42.66 billion USD in 2022 to 72.46 bil-
lion USD by 2029, and this grow means 7.9 % Compound Annual Growth Rate [1]. This fact shows 
the importance of maintenance in manufacturing. Across industry, a wide range of maintenance 
strategies can be used to support the availability of technological and logistics resources. These 
strategies can be classified in many ways. The maintenance strategies can be classified as preven-
tive or corrective types. Preventive maintenance strategies are based on the idea, that mainte-
nance operations are performed before failure occurs, while in the case of corrective maintenance, 
the maintenance operations are performed after the failure has occurred. However, Telek con-
cluded in maintenance logistics research [2], that the maintenance appears as an independent 
service element of the production process, but in my opinion, maintenance strategy and mainte-
nance operations must integrated into the whole business process, including purchasing, produc-
tion, distribution and reverse processes. Agility can be a very important benefit of a well-chosen 
maintenance strategy, as it allows to react to detected failures in a timely manner through a well-
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chosen maintenance operation. A maintenance strategy can be considered well-chosen if it en-
sures efficient operation of the machines in a cost-effective way, so agile maintenance makes it 
possible to respond to changes in the condition level of the manufacturing plant. 

A significant link between smart manufacturing and intelligent maintenance has been created 
by the fourth industrial revolution, which transformed conventional manufacturing systems into 
cyber-physical systems, creating real-time decision algorithms that can greatly increase the utili-
sation of production and logistics capacity in manufacturing systems, increasing flexibility and 
availability, while also greatly improving process sustainability. The connection between the 
smart manufacturing paradigm and the intelligent maintenance is based on digital twin technolo-
gies, which makes it possible to forecast future status of physical systems and make real-time de-
cision regarding the maintenance strategy [3, 4]. 

As the literature review section shows, the existing research works are focusing on a wide 
range of optimization problems regarding maintenance, but only a few of them discuss the agile, 
condition-based maintenance. Based on this fact, the scope of this work is to propose a novel op-
timization approach to find a cost-efficient strategy for an agile, condition-based maintenance. 

This paper is organised as follows. Section 2 presents a literature review focusing on the topic 
of maintenance policy optimization. Section 3 proposes a novel mathematical model, which makes 
it possible to define the cost-efficient strategy for agile, corrective maintenance. The section de-
scribes the transformation of the conventional P-F curve into a discrete P-F curve, which makes it 
possible to discretize the lead time from the possible detection point to the functional failure. The 
model can be described as a Markov decision process. Section 4 discusses the results of the nu-
merical analysis of a scenario, which validates the mathematical model and the optimisation algo-
rithm. Conclusions, future research directions and managerial impacts are discussed in Section 5. 

2. Literature review 
Within the frame of this section, I summarise the main results of maintenance strategy optimiza-
tion related research results. I focus on the state-of-the-art technologies and give an overview of 
the most recent achievements in the field of maintenance strategy optimisation, in order to iden-
tify the bottlenecks that can be used to validate the research of agile, condition-based maintenance 
strategy optimization. 

Li et al [3] in a multi-objective maintenance optimization concluded, that in the case of uncer-
tain environment, it is possible, that the chosen maintenance strategy and performed mainte-
nance operation is inappropriate, therefore integrated decision-making methodologies can be 
used to improve the conventional decision-making models to probabilistic uncertainty models. As 
Shi et al. [4] in a research work focusing on preventive maintenance strategy found, it is important 
to focus on the lifecycle safety and availability of the maintained system, which applies especially 
to the preventive maintenance strategies, where the decomposition of lifecycle failure states and 
lifecycle failure probability plays also an important role in the modelling of the optimised mainte-
nance strategy. The integration of inspection and maintenance is a suitable, but challenging im-
provement direction of maintenance strategies. Guo and Liang [5] concluded in a study describing 
the optimization of maintenance strategies as predictive Markov decisions, that inspection and 
maintenance strategies must be flexible, because in the early phase of the lifecycle of the inspected 
and maintained system, predictive inspections are not needed as often as in later phase of the 
lifecycle of the system, which can lead to wastes of human and technological resources. The lifecy-
cle related problems are also discussed by Hernández et al. [6], and their approach shows, that 
the maintenance of networked assets with progressively deteriorating condition levels can also 
be optimized considering the dynamics of data traffic.  

Zhang et al. [7] found in a study regarding emergency maintenance, that the optimization of 
maintenance strategies is particularly complex when the scheduling of maintenance operations 
needs to be integrated with the scheduling of the operation of the system being maintained, a task 
that can become particularly complex for a hyper-connected complex system such as a high-speed 
railway lines. In this case, the rolling horizon framework is a suitable tool to perform real-time 
implementation of decisions and maintenance operations. Pinciroli et al. [8] discusses a same 
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topic, focusing on the integrated optimization of operation and maintenance of renewable energy 
systems. The reliability-centered maintenance (RCM) is suggested by Paoprasert et al. [9] to im-
prove key performance indicators of a HDD production system. As the study concluded, RCM is 
suitable to increase availability of machines and reliability of the manufacturing system. However, 
Industry 4.0 focuses on technology, but a survey on enabling technologies [10] shows, that the 
upcoming industrial revolution will be directed to the operators, which means, that the role of 
human resources in maintenance systems will continue to grow, despite increasing technological 
support, which will lead to new challenges, in particular for the training of human resources. Case 
studies validated by Mappas et al. [11], that automated maintenance operations can significantly 
increase the efficiency of maintenance operations. Based on these studies, we can conclude, that 
maintenance strategy optimization is an extensively researched topic, including a wide range of 
models, solution algorithms and application fields.  

The used models and methods include the followings: Monte Carlo method [3], stochastic sim-
ulation [4], Forward algorithm [5], Baum-Welch algorithm [5], Lagrangian relaxation [7], mixed-
integer nonlinear optimization [7], artificial intelligence [10], deep reinforcement learning [8] and 
Failure-Mode-and-Effect-Analysis (FMEA) [12], Fuzzy-TOPSYS [13], simulated annealing [14] and 
other heuristics [15]. The applications and case studies includes a wide range of industries: wind 
farms [3], high-speed railway [7], HDD manufacturing [9], automotive [12], injection moulding 
[16], offshore floating systems [17] and nuclear power plant [18] and they analyse different types 
of maintenance solutions including preventive [4], predictive [5, 19], emergency [7], condition-
based [12] and collaborative maintenance [20], and measurement of maintenance excellence from 
technical and financial point of view [21].  

The consequences of the literature review are the followings: 

• The articles that addressed the optimization of maintenance strategies are focusing on dif-
ferent maintenance types, but only a few of them discusses the agile, condition-based 
maintenance. 

• A wide range of research articles discuss the optimization of maintenance strategies using 
the conventional P-F curve [22], but the transformation of this continuous P-F curve into a 
discretised P-F curve to describe transition probabilities between different condition levels 
of machines and plant is not discussed as a potential tool to integrate the cost efficiency of 
both manufacturing and maintenance. Therefore, this research topic still needs more atten-
tion and research. 

• Mathematical models and solution algorithms are important tools for the optimization of 
maintenance strategies, which can lead to increased quality [23]. According to that, the main 
goal of this research is to propose a novel mathematical model and solution algorithm to 
support the optimization of agile condition-based maintenance. 

3. Materials and methods 
Developing an optimal strategy for maintenance processes can be defined as an assignment prob-
lem, where maintenance operations of different types, depth and cost are assigned to the techno-
logical and logistics resources, in order to ensure the efficient, smooth operation of the production 
process and improve the availability of machines and plant. The following assumptions can be 
used in this assignment task. We can define different conditions of the technological and logistics 
system, which can be monitored accurately in real-time either by a digital twin solution or by a 
conventional sensor-based monitoring of technological and logistics resources as a digital shadow 
of the real-world system: 

𝐶𝐶 = (𝑐𝑐1, 𝑐𝑐2,⋯ , 𝑐𝑐𝑖𝑖,⋯ , 𝑐𝑐𝛼𝛼) (1) 

where 𝑐𝑐𝑖𝑖 is the condition level i of the system and state i of the system and 𝛼𝛼 defines the potential 
conditional levels depending on the condition levels of technological and logistics resources. Con-
dition monitoring makes it possible to collect information regarding the condition of the techno-
logical and logistics resources including temperature, pressure, vibration, abrasion, noise. The 
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condition level of the system significantly influences the availability of the machines and plant, 
because low condition level can lead to downtime or increased reject rate (lower product quality). 

The transition between these condition levels can occur for two reasons. One is when the con-
dition of the system decreases during continuous operation, causing the system's condition level 
to decrease. The other is when the condition of the machines and the plant improves because of a 
maintenance or condition improvement operation. We can also define a set of potential mainte-
nance operations (or maintenance levels) which can significantly influence the transition between 
two potential condition levels. 

𝑀𝑀𝑞𝑞 = (𝑚𝑚1
𝑞𝑞 ,𝑚𝑚2

𝑞𝑞 ,⋯ ,𝑚𝑚𝑗𝑗
𝑞𝑞 ,⋯ ,𝑚𝑚𝛽𝛽

𝑞𝑞) (2) 

where 𝑚𝑚𝑗𝑗
𝑞𝑞 is the potential maintenance operation j for maintenance strategy q, 𝛽𝛽 is the upper limit 

of potential maintenance operations. We can define the upper limit of the maintenance operations 
as a dynamic parameter, because depending on the new, unknown condition levels, new mainte-
nance operations can be defined and set up. It means, that 𝛼𝛼 = 𝛼𝛼(𝑡𝑡) and 𝛼𝛼 = 𝛼𝛼(𝑡𝑡). 

The above-mentioned transition probabilities can statistically describe the probability be-
tween two predefined condition levels. For example, if a drilling machine is working properly 
(condition level 1) but the temperature of the drilling tool exceeds 175° C (condition level 2) than 
it can lead to decreased product quality (condition level 3) and it can also lead to failure in product 
(condition level 4) and machine (condition level 5). The transition probabilities  

The transition probabilities define the basis for the selection of the optimal maintenance oper-
ation, as different maintenance operations lead to different condition levels. 

∀𝛾𝛾: � 𝑡𝑡𝑖𝑖𝑖𝑖 = 1 
𝛼𝛼

𝑖𝑖=1
 (3) 

where 𝑇𝑇 = �𝑡𝑡𝑖𝑖𝑖𝑖� is the transition probability matrix defining the transition probability between 
condition level i and condition level 𝛾𝛾. 

In conventional condition-based maintenance models, the P-F curve describes that as a failure 
starts manifesting, the machine or plant deteriorates to the point at which it can possibly be de-
tected (point P). If the failure is not detected, it continues until a functional failure occurs (point 
F) [23]. Using transition probabilities of potential condition levels of machines and plant, it is pos-
sible to transform this conventional P-F curve into a discretised P-F curve, as Fig. 1 shows. 

We can assign cost to both to these condition levels, reflecting machine and system availability, 
productivity, and product quality and to the maintenance operations. 

It is important to note, that the elements of the transition matrix are highly influenced by 
maintenance operations. If maintenance operation 𝛿𝛿 is performed in the case of condition level i 
of the system, then the transition probability from condition level i to condition level j of the sys-
tem is not necessarily the same as the transition between condition level i to condition level j of 
the system. The reason for this is, that the maintenance operation results a condition level im-
provement from condition level i to a new condition level k, and the probability of a transition 
from condition level i to condition level j is therefore depends on the transition between condition 
level k and condition level j. 

 

 
Fig. 1 Discretized P-F curve describing transition probabilities between condition levels 
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𝑝𝑝�𝑐𝑐𝑗𝑗�𝑐𝑐𝑖𝑖 ,𝑚𝑚𝛿𝛿� ∈ T ∧  𝑝𝑝�𝑐𝑐𝑗𝑗�𝑐𝑐𝑖𝑖,𝑚𝑚𝛿𝛿� ≤ 𝑡𝑡𝑖𝑖𝑖𝑖  ∨  𝑝𝑝�𝑐𝑐𝑗𝑗�𝑐𝑐𝑖𝑖,𝑚𝑚𝛿𝛿� ≥ 𝑡𝑡𝑖𝑖𝑖𝑖  (4) 

When planning maintenance processes, we can use different objective functions to find the op-
timal solution. In my previous study [24], I have shown the energy efficiency-based maintenance 
policy optimization. In this model, the discounted profit based on the maintenance cost and cost 
of lost production is the objective function. The optimization problem is a Markov decision prob-
lem; therefore, it is also an infinite horizon probabilistic dynamic programming problem, and the 
objective function is the optimization of the discounted profit as follows: 

𝐷𝐷𝐷𝐷0(𝑐𝑐𝑖𝑖) = 𝑝𝑝𝑝𝑝𝑐𝑐𝑖𝑖,𝑚𝑚𝛿𝛿(𝑐𝑐𝑖𝑖) + 𝜀𝜀 ∙ ∑ 𝑝𝑝 �𝑐𝑐𝑗𝑗�𝑐𝑐𝑖𝑖 ,𝑚𝑚𝛿𝛿(𝑐𝑐𝑖𝑖)�
𝛽𝛽
𝛿𝛿=1 𝐷𝐷𝐷𝐷0�𝑐𝑐𝑗𝑗�  (5) 

where: 𝐷𝐷𝐷𝐷0(𝑐𝑐𝑖𝑖) is the expected discounted profit depending on the condition level of the manu-
facturing system, 𝑝𝑝𝑝𝑝𝑐𝑐𝑖𝑖,𝑚𝑚𝛿𝛿(𝑐𝑐𝑖𝑖) is the expected profit depending on the chosen maintenance opera-
tion 𝑚𝑚𝛿𝛿 and condition level 𝑐𝑐𝑖𝑖, 𝜀𝜀 is the discounting factor, which can significantly influence the 
value of the objective function, because higher discounting factor lead to higher discounted profit. 

The expected profit can be defined in many ways. In this approach, the expected profit is de-
fined depending on the following parameters: expected income resulted by MRP (Materials Re-
quirement Planning), lost value caused by the downtime and cost of maintenance operations:   

H𝑀𝑀
0 (𝑐𝑐𝑖𝑖) = max

𝑚𝑚𝛿𝛿∈𝑀𝑀(𝑐𝑐𝑖𝑖)
�𝑝𝑝𝑝𝑝𝑐𝑐𝑖𝑖,𝑚𝑚𝛿𝛿(𝑐𝑐𝑖𝑖) + 𝜀𝜀 ∙ ∑ 𝑝𝑝 �𝑐𝑐𝑗𝑗�𝑐𝑐𝑖𝑖 ,𝑚𝑚𝛿𝛿(𝑐𝑐𝑖𝑖)�

𝛿𝛿𝑚𝑚𝑚𝑚𝑚𝑚
𝛿𝛿=1 𝐷𝐷𝐷𝐷0�𝑐𝑐𝑗𝑗��  (6) 

where H𝑀𝑀
0 (𝑐𝑐𝑖𝑖) is the Howard’s parameter in the case of condition level i of the manufacturing sys-

tem. Based on Eqs. 5 and 6 we can compare the Howard’s parameter and the discounted profit 
value. If the Howard’s parameter is equal to the discounted profit, then M is the optimal mainte-
nance strategy. Otherwise, the maintenance operations assigned to each condition level must be 
changed and then both parameters must be recomputed. 

4. Results and discussion 
Within the frame of the scenario analysis, a U-shaped manufacturing system is analysed including 
10 machines. 10 different conditions levels of the manufacturing system are defined: 𝐶𝐶 =
(𝑐𝑐1,⋯ , 𝑐𝑐10), where 𝑐𝑐1 represents the best condition level, as Table 1 shows. 

 

Table 1 Transition probabilities of condition levels in the manufacturing system 
𝑇𝑇 = �𝑡𝑡𝑖𝑖𝑖𝑖� 𝑐𝑐1 𝑐𝑐2 𝑐𝑐3 𝑐𝑐4 𝑐𝑐5 𝑐𝑐6 𝑐𝑐7 𝑐𝑐8 𝑐𝑐9 𝑐𝑐10 

𝑐𝑐1 0.6 0.25 0.1 0.05 0 0 0 0 0 0 
𝑐𝑐2 0 0.5 0.3 0.1 0.1 0 0 0 0 0 
𝑐𝑐3 0 0 0.82 0.11 0.05 0.02 0 0 0 0 
𝑐𝑐4 0 0 0 0.4 0.3 0.15 0.07 0.05 0.03 0 
𝑐𝑐5 0 0 0 0 0.7 0.2 0.1 0 0 0 
𝑐𝑐6 0 0 0 0 0 0.5 0.4 0.1 0 0 
𝑐𝑐7 0 0 0 0 0 0 0.7 0.2 0.1 0 
𝑐𝑐8 0 0 0 0 0 0 0 0.6 0.4 0 
𝑐𝑐9 0 0 0 0 0 0 0 0 0.8 0.2 
𝑐𝑐10 0 0 0 0 0 0 0 0 0 1 

There are 10 potential maintenance operations in this scenario, which can be performed de-
pending on the current condition level of the manufacturing system. The OMS (online monitoring 
system) makes it possible to collect data regarding condition level of the machines and plant and 
defines the expected transition possibilities between condition. 

Maintenance operations are assigned to each condition level of the manufacturing system. The 
probability that the production system will move from one condition level to another can be de-
termined by computing the condition level resulted from the maintenance operation and after 
that we can calculate the transition probability. As an example, in the case of transition probability 
𝑡𝑡35, we can calculate the potential values as: 

𝑝𝑝(𝑐𝑐5|𝑐𝑐3,𝑚𝑚0) = 𝑝𝑝(𝑐𝑐5|𝑐𝑐4,𝑚𝑚1) = ⋯ = 𝑝𝑝(𝑐𝑐9|𝑐𝑐9,𝑚𝑚6) = 𝑝𝑝(𝑐𝑐9|𝑐𝑐10,𝑚𝑚7) = 𝑡𝑡35 = 0.05  (7) 
and this calculation of transition probabilities can be generalized as follows: 
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𝑝𝑝∀ 𝜌𝜌 − 𝜎𝜎 = 𝛾𝛾 ∧ 𝑡𝑡iγ > 0:𝑝𝑝�𝑐𝑐𝛾𝛾�𝑐𝑐𝜌𝜌,𝑚𝑚𝜎𝜎� = 𝑡𝑡iγ (8) 

Let the expected income resulted by the material requirement planning be 𝑐𝑐(𝑀𝑀𝑀𝑀𝑀𝑀) = 30000 €. 
The lost value of the manufacturing process, depending on the condition level of the manufactur-
ing system can be also defined as follows as shown in Table 2: 

𝑙𝑙𝑙𝑙𝑐𝑐𝑖𝑖 = 𝑖𝑖𝑖𝑖𝑖𝑖𝜑𝜑𝑐𝑐𝑖𝑖  (9) 

where 𝑖𝑖𝑖𝑖𝑖𝑖 is the initial lost value, which is in this scenario 12000 €, 𝜑𝜑 is the specific parameter 
influencing the lost value depending on the condition level of the manufacturing system. 

We can define in the same way the maintenance cost depending on the condition level of the 
manufacturing system and the performed maintenance operation as follows: 

𝑚𝑚𝑚𝑚𝑐𝑐𝑖𝑖,𝑚𝑚𝛿𝛿(𝑐𝑐𝑖𝑖) = 𝑖𝑖𝑖𝑖𝑖𝑖𝜔𝜔
𝑚𝑚𝛿𝛿   (10) 

where 𝑖𝑖𝑖𝑖𝑖𝑖 is the initial maintenance cost, which is in this scenario 2500 €, 𝜔𝜔 is the specific pa-
rameter influencing the maintenance cost depending on the condition level of the manufacturing 
system and the performed maintenance operation. The computed values of the scenario analysis 
are shown in Table 3. 

As Table 3 shows, the maintenance operation have increased cost depending of the complexity 
of them, because complex maintenance operations can lead to a more significant condition level 
improvement of the machines and plant. 

Based on Eqs. 6, 9, and 10 we can compute the expected profit of the scenario depending on 
the current condition level of the machines and plant and the assigned maintenance operation, as 
shown in Table 4. Let define the initial maintenance strategy by the assignment of maintenance 
operations to condition levels as given: 

𝐴𝐴0 = �𝑎𝑎𝑐𝑐𝑖𝑖
0 � = [𝑚𝑚0,𝑚𝑚1,𝑚𝑚1,𝑚𝑚2,𝑚𝑚1,𝑚𝑚3,𝑚𝑚2,𝑚𝑚1,𝑚𝑚4,𝑚𝑚2] (11) 

where 𝑎𝑎𝑐𝑐𝑖𝑖
0 = 𝑚𝑚𝜋𝜋, and is the maintenance operation 𝜋𝜋 is assigned to condition level 𝑐𝑐𝑖𝑖 in the initial 

phase of the optimization. 
 

Table 2 Lost value of the manufacturing system depending on the condition level in (€) 
𝑐𝑐𝑖𝑖  𝑐𝑐1 𝑐𝑐2 𝑐𝑐3 𝑐𝑐4 𝑐𝑐5 𝑐𝑐6 𝑐𝑐7 𝑐𝑐8 𝑐𝑐9 𝑐𝑐10 
𝑙𝑙𝑙𝑙𝑐𝑐𝑖𝑖  18000 17185 16307 15363 14347 13252 12072 10800 9427 7946 

 
Table 3 Maintenance cost depending on the condition level and maintenance operation in (€) 

𝑚𝑚𝑖𝑖  𝑚𝑚1 𝑚𝑚2 𝑚𝑚3 𝑚𝑚4 𝑚𝑚5 𝑚𝑚6 𝑚𝑚7 𝑚𝑚8 𝑚𝑚9 
𝑚𝑚𝑚𝑚𝑐𝑐𝑖𝑖,𝑚𝑚𝛿𝛿(𝑐𝑐𝑖𝑖) 2500 4734 6641 9443 13618 19929 29611 44701 68601 

 
Table 4 Expected profit of the scenario in (€) 

𝑝𝑝𝑝𝑝𝑐𝑐𝑖𝑖,𝑚𝑚𝛿𝛿(𝑐𝑐𝑖𝑖) 𝑐𝑐1 𝑐𝑐2 𝑐𝑐3 𝑐𝑐4 𝑐𝑐5 𝑐𝑐6 𝑐𝑐7 𝑐𝑐8 𝑐𝑐9 𝑐𝑐10 
𝑚𝑚0 18000 17185 16307 15363 14347 13252 12072 10800 9427 7946 
𝑚𝑚1 - 15500 14685 13807 12863 11847 10752 9572 8300 6927 
𝑚𝑚2 - - 13266 12451 11573 10629 9613 8518 7338 6066 
𝑚𝑚3 - - - 11359 10544 9666 8722 7706 6611 5431 
𝑚𝑚4 - - - - 8557 7742 6864 5920 4904 3809 
𝑚𝑚5 - - - - - 4382 3566 2689 1745 729 
𝑚𝑚6 - - - - - - -1929 -2744 -3621 -4565 
𝑚𝑚7 - - - - - - - -11611 -12427 -13304 
𝑚𝑚8 - - - - - - - - -26701 -27516 
𝑚𝑚9 - - - - - - - - - -50601 

 
Once the input parameters for the scenario have been defined, the discounted profit of the ini-

tial maintenance strategy can be computed based on Eq. 5 solving the following value definition 
equations: 
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𝐷𝐷𝐷𝐷0(𝑐𝑐1) = 𝑝𝑝𝑝𝑝𝑐𝑐1,𝑚𝑚0 + 𝜀𝜀 ∙ ∑ 𝑡𝑡1𝜃𝜃 ∙ 𝐷𝐷𝐷𝐷0(𝑐𝑐𝜃𝜃)4
𝜃𝜃=1   

𝐷𝐷𝐷𝐷0(𝑐𝑐2) = 𝑝𝑝𝑝𝑝𝑐𝑐2,𝑚𝑚1 + 𝜀𝜀 ∙ ∑ 𝑡𝑡1𝜃𝜃 ∙ 𝐷𝐷𝐷𝐷0(𝑐𝑐𝜃𝜃)4
𝜃𝜃=1   

𝐷𝐷𝐷𝐷0(𝑐𝑐3) = 𝑝𝑝𝑝𝑝𝑐𝑐3,𝑚𝑚1 + 𝜀𝜀 ∙ ∑ 𝑡𝑡2𝜃𝜃 ∙ 𝐷𝐷𝐷𝐷0(𝑐𝑐𝜃𝜃)5
𝜃𝜃=2   

𝐷𝐷𝐷𝐷0(𝑐𝑐4) = 𝑝𝑝𝑝𝑝𝑐𝑐4,𝑚𝑚2 + 𝜀𝜀 ∙ ∑ 𝑡𝑡2𝜃𝜃 ∙ 𝐷𝐷𝐷𝐷0(𝑐𝑐𝜃𝜃)5
𝜃𝜃=2   

𝐷𝐷𝐷𝐷0(𝑐𝑐5) = 𝑝𝑝𝑝𝑝𝑐𝑐5,𝑚𝑚1 + 𝜀𝜀 ∙ ∑ 𝑡𝑡4𝜃𝜃 ∙ 𝐷𝐷𝐷𝐷0(𝑐𝑐𝜃𝜃)9
𝜃𝜃=4   

𝐷𝐷𝐷𝐷0(𝑐𝑐6) = 𝑝𝑝𝑝𝑝𝑐𝑐6,𝑚𝑚3 + 𝜀𝜀 ∙ ∑ 𝑡𝑡3𝜃𝜃 ∙ 𝐷𝐷𝐷𝐷0(𝑐𝑐𝜃𝜃)6
𝜃𝜃=3   

𝐷𝐷𝐷𝐷0(𝑐𝑐7) = 𝑝𝑝𝑝𝑝𝑐𝑐7,𝑚𝑚2 + 𝜀𝜀 ∙ ∑ 𝑡𝑡5𝜃𝜃 ∙ 𝐷𝐷𝐷𝐷0(𝑐𝑐𝜃𝜃)7
𝜃𝜃=5   

𝐷𝐷𝐷𝐷0(𝑐𝑐8) = 𝑝𝑝𝑝𝑝𝑐𝑐8,𝑚𝑚1 + 𝜀𝜀 ∙ ∑ 𝑡𝑡7𝜃𝜃 ∙ 𝐷𝐷𝐷𝐷0(𝑐𝑐𝜃𝜃)9
𝜃𝜃=7   

𝐷𝐷𝐷𝐷0(𝑐𝑐9) = 𝑝𝑝𝑝𝑝𝑐𝑐9,𝑚𝑚4 + 𝜀𝜀 ∙ ∑ 𝑡𝑡5𝜃𝜃 ∙ 𝐷𝐷𝐷𝐷0(𝑐𝑐𝜃𝜃)7
𝜃𝜃=5   

𝐷𝐷𝐷𝐷0(𝑐𝑐10) = 𝑝𝑝𝑝𝑝𝑐𝑐10,𝑚𝑚2 + 𝜀𝜀 ∙ ∑ 𝑡𝑡8𝜃𝜃 ∙ 𝐷𝐷𝐷𝐷0(𝑐𝑐𝜃𝜃)9
𝜃𝜃=8   

(12) 
(13) 
(14) 
(15) 
(16) 
(17) 
(18) 
(19) 
(20) 
(21) 

The solution of the above-mentioned value definition equations resulted the discounted profit 
for the initial maintenance strategy describing the assignment of maintenance strategies to con-
dition levels of the machines and plant shown in Table 5.  

As Table 5 shows, the condition level of the machines and plant has a significant impact on the 
discounted value, because lower condition levels lead to lower discounted value. 
 

Table 5 Discounted profit for the initial maintenance strategy in (€) 
 𝑐𝑐1 𝑐𝑐2 𝑐𝑐3 𝑐𝑐4 𝑐𝑐5 𝑐𝑐6 𝑐𝑐7 𝑐𝑐8 𝑐𝑐9 𝑐𝑐10 

𝐷𝐷𝐷𝐷0(𝑐𝑐𝑖𝑖) 324528 322028 316994 314760 306318 309936 300776 293474 296067 285852 
 

The next phase of the optimization is to check the validity of the initial maintenance strategy. 
Based on Eq. 6, it is possible to calculate the Howard’s parameter for each condition level of the 
machines and plant, and then modify the initial maintenance strategy based on the maximum 
value of the Howard’s parameter. In the case of 𝑐𝑐1 condition level, the Howard’s parameter is the 
same the discounted value, therefore no maintenance strategy modification is required in the sec-
ond iteration phase. 

H𝑀𝑀
0 (𝑐𝑐1) = 𝐷𝐷𝐷𝐷0(𝑐𝑐1) → 𝑎𝑎𝑐𝑐1

1 = 𝑎𝑎𝑐𝑐1
0 = 𝑚𝑚0 (22) 

In the case of 𝑐𝑐2 condition level, we can calculate the Howard’s parameter based on Eq. 6, as 
follows: 

H𝑀𝑀
0 (𝑐𝑐2) = 𝑚𝑚𝑚𝑚𝑚𝑚 �

𝑚𝑚0 → 𝑝𝑝𝑝𝑝𝑐𝑐2,𝑚𝑚0 + 𝜀𝜀 ∙ ∑ 𝑡𝑡2𝜃𝜃 ∙ 𝐷𝐷𝐷𝐷0(𝑐𝑐𝜃𝜃)5
𝜃𝜃=2

𝑚𝑚1 → 𝑝𝑝𝑝𝑝𝑐𝑐2,𝑚𝑚1 + 𝜀𝜀 ∙ ∑ 𝑡𝑡1𝜃𝜃 ∙ 𝐷𝐷𝐷𝐷0(𝑐𝑐𝜃𝜃)4
𝜃𝜃=1

  (23) 

The comparison of the Howard’s parameter and the discounted value shows, that no mainte-
nance strategy change is required in the case of condition level 𝑐𝑐2. 

H𝑀𝑀
0 (𝑐𝑐2) = 𝐷𝐷𝐷𝐷0(𝑐𝑐2) → 𝑎𝑎𝑐𝑐2

1 = 𝑎𝑎𝑐𝑐2
0 = 𝑚𝑚1  (24) 

In the case of 𝑐𝑐3 condition level, we can calculate the Howard’s parameter in the same way: 

H𝑀𝑀
0 (𝑐𝑐3) = 𝑚𝑚𝑚𝑚𝑚𝑚 �

𝑚𝑚0 → 𝑝𝑝𝑝𝑝𝑐𝑐3,𝑚𝑚0 + 𝜀𝜀 ∙ ∑ 𝑡𝑡3𝜃𝜃 ∙ 𝐷𝐷𝐷𝐷0(𝑐𝑐𝜃𝜃)6
𝜃𝜃=3

𝑚𝑚1 → 𝑝𝑝𝑝𝑝𝑐𝑐3,𝑚𝑚1 + 𝜀𝜀 ∙ ∑ 𝑡𝑡3𝜃𝜃 ∙ 𝐷𝐷𝐷𝐷0(𝑐𝑐𝜃𝜃)5
𝜃𝜃=2

𝑚𝑚2 → 𝑝𝑝𝑝𝑝𝑐𝑐3,𝑚𝑚2 + 𝜀𝜀 ∙ ∑ 𝑡𝑡3𝜃𝜃 ∙ 𝐷𝐷𝐷𝐷0(𝑐𝑐𝜃𝜃)4
𝜃𝜃=1

    (25) 

The comparison of the Howard’s parameter and the discounted value shows, that we can 
change maintenance operation 𝑚𝑚1 to maintenance operation 𝑚𝑚2 assigned to condition level 𝑐𝑐3. 

H𝑀𝑀
0 (𝑐𝑐3) > 𝐷𝐷𝐷𝐷0(𝑐𝑐3) → 𝑎𝑎𝑐𝑐3

1 ≠ 𝑎𝑎𝑐𝑐3
0 → 𝑎𝑎𝑐𝑐3

1 = 𝑚𝑚2   (26) 

This maintenance operation change resulted a 2801 € additional discounted profit in the case 
of condition level 𝑐𝑐3. We can calculate the new maintenance operations assigned to each condition 
level leading to increased discounted profit in the same way. As Table 6 shows, the iterative meth-
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odology after the first iteration phase lead to the change of 8 assignment of maintenance opera-
tions to condition levels, and the value of the total additional discounted value can be calculated 
as follows: 

∀𝑧𝑧 > 0:𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑧𝑧 = ∑ 𝐴𝐴𝐴𝐴𝐴𝐴𝑧𝑧(𝑐𝑐𝑖𝑖)𝛼𝛼
𝑖𝑖=1 = ∑ 𝐷𝐷𝐷𝐷𝑧𝑧(𝑐𝑐𝑖𝑖) − 𝐷𝐷𝐷𝐷𝑧𝑧−0(𝑐𝑐𝑖𝑖)𝛼𝛼

𝑖𝑖=1 = 39446 €   (27) 

where 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑧𝑧 is the total additional discounted value after iteration phase z, 𝐴𝐴𝐴𝐴𝐴𝐴𝑧𝑧(𝑐𝑐𝑖𝑖) is the ad-
ditional discounted value after iteration phase z in the case of condition level i. 

The above-described iterative calculation process must be continued as long as it is possible to 
increase the total discounted value by changing the maintenance strategy. The final result of the 
maintenance strategy optimisation is shown in Table 7. 
 

Table 6 The increased discounted value per condition level in (€) and the assignment of maintenance strategies 
      and condition levels after the first iteration 

 𝑐𝑐1 𝑐𝑐2 𝑐𝑐3 𝑐𝑐4 𝑐𝑐5 𝑐𝑐6 𝑐𝑐7 𝑐𝑐8 𝑐𝑐9 𝑐𝑐10 
𝑎𝑎𝑐𝑐𝑖𝑖
1  𝑚𝑚0 𝑚𝑚1 𝑚𝑚2 𝑚𝑚3 𝑚𝑚4 𝑚𝑚5 𝑚𝑚6 𝑚𝑚5 𝑚𝑚6 𝑚𝑚4 

𝐴𝐴𝐴𝐴𝐴𝐴1(𝑐𝑐𝑖𝑖) 0 0 2801 3128 8768 975 6358 9484 581 7352 
 

Table 7 The increased discounted value per condition level in (€) and the assignment of maintenance strategies 
  and condition levels after the first iteration 

 𝑐𝑐1 𝑐𝑐2 𝑐𝑐3 𝑐𝑐4 𝑐𝑐5 𝑐𝑐6 𝑐𝑐7 𝑐𝑐8 𝑐𝑐9 𝑐𝑐10 
𝑎𝑎𝑐𝑐𝑖𝑖
3  𝑚𝑚0 𝑚𝑚1 𝑚𝑚2 𝑚𝑚3 𝑚𝑚4 𝑚𝑚5 𝑚𝑚6 𝑚𝑚5 𝑚𝑚4 𝑚𝑚9 

𝐴𝐴𝐴𝐴𝐴𝐴3(𝑐𝑐𝑖𝑖) 8294 8294 11095 11421 17061 10823 17180 20307 14258 20298 
 

Based on the above discussed methodology, it can be concluded that the optimization of the 
maintenance strategy and the modification of the assignment of maintenance operations to ma-
chines can significantly contribute to the increase of the efficiency of the production system, since 
an overall increase of 130030 € in discounted value was achieved. 

For the optimization method presented above, it is important to perform a sensitivity analysis 
of the objective function for some parameters. By analysing the impact of the maintenance cost 
and the discount rate on the discounted value, it can be concluded that an increase in the mainte-
nance cost decreases the discounted value obtained by the maintenance strategy. This finding 
seems trivial, but the impact of the maintenance cost on the discounted value is not trivial, since 
a given increase in the maintenance cost does not change the discounted value resulting from the 
strategy to the same extent, since the productivity resulting from the condition level of the ma-
chines can be modelled as a Markov process with transition probabilities, as illustrated in Fig. 2.  

 

 
Fig. 2 Impact of maintenance cost and discount rate on discounted value of agile maintenance strategy 

 
Fig. 2 also shows how a decrease in the discount rate has a decreasing effect on the discounted 

value, a relationship that can also be explained by the transition probabilities between the condi-
tion levels of the machines. Based on this line of thinking, it can be seen that the maintenance costs 
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influenced by the maintenance operations, the revenues associated with the condition levels of 
machines and plant and other system parameters have a significant impact on the discounted 
value that can be achieved by implementing an agile maintenance strategy. 

5. Conclusion 
Optimising maintenance processes is an increasingly important goal of production companies. 
This is because, in order to meet the dynamically changing customer demands in a cost-effective 
way, the machines in the production system must be available at all times in a condition to pro-
duce a product of the right quality. In this paper, the author presents a maintenance strategy op-
timization methodology that is suitable for modelling the transitions between the condition levels 
of the manufacturing system as Markov chains and is suitable for efficient application of Markov 
decision process to select the optimal maintenance strategy. The presented iteration-based meth-
odology is suitable for determining the optimal maintenance strategy. The essence of this meth-
odology is that for each condition level the optimal maintenance operation can be determined, as 
a result of which the discounted value associated with that condition level can be increased, i.e. 
the lost value caused by downtime or rejected products can be reduced. 

A new methodology has been developed in this research work and its applicability has been 
validated by the numerical analysis of a case study. After validation of the methodology, the fol-
lowing conclusions can be drawn: 

• Optimisation of the maintenance strategy can significantly improve the efficiency of pro-
duction systems, thereby enhancing product quality. The discounted value as a metric can 
be well used to measure this improvement. 

• The presented iterative method is not only suitable for the optimization of small-scale tasks 
but is also well suited for multi-machine manufacturing systems, since the presented meth-
odology does not include complex computational procedures that would be computation-
ally expensive, i.e. the presented optimization task does not belong to the NP-hard optimi-
zation problems. 

• The maintenance strategy is optimized in iterative steps. In each iteration phase, the dis-
counted value is gradually increased.  

The presented new methodology is important not only for the academy, but its practical ap-
plicability can also be significant since it can greatly contribute to the enhancement of the com-
petitiveness of production companies by increasing the efficiency and availability of the manufac-
turing systems. 

The research presented also has implications for managerial decisions, as the optimisation of 
the maintenance strategy can significantly influence the optimization of technological, logistics 
and human resources, and decisions can be taken on the outsourcing of certain processes (for 
example, the decision to outsource maintenance processes can be justified). The application of 
machine learning solutions can be defined as a potential future research direction. Cooperation 
and networking make it possible to improve the efficiency of maintenance operations [27], there-
fore the second potential future research direction is the development of novel optimization 
methods for networking companies. 
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A B S T R A C T A R T I C L E   I N F O 
In order to study whether the logistics service provider (LSP) should carry 
out intelligent transformation strategy of logistics services, this paper con-
structs a logistics service supply chain consisting of one LSP and one logistics 
service integrator (LSI), and discusses whether the LSP is independent or 
participate in LSI. The paper shows that choosing the intelligent transfor-
mation of logistics services under any mode can improve the profits of the 
LSP and the LSI. The joint transformation of logistics services to improve the 
profit of the LSI is not affected by the choice of mode, while the profit of LSP 
under the resale mode remains unchanged when she chooses joint intelligent 
transformation. When the intelligent transformation level is high, the LSI 
tends to choose the resale model; otherwise, the LSI tends to choose the plat-
form model. When the LSP chooses intelligent transformation by herself, if the 
share ratio is low, the LSI tends to choose the resale model. If the share ratio 
is high and the level of intelligent transformation of logistics services is not 
high, the LSI more inclines to choose the platform model. 
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1. Introduction
With the growing specialization, customization, and diversification of customer needs, the large-
scale customized logistics service model emerges as the times require [1]. Under this kind of 
logistics service mode, logistics enterprises spontaneously form a LSSC logistics service supply 
chain through alliance and integration, and use the scale effect to reduce logistics service costs 
and meet the increasingly rich service needs of customers as much as possible under certain cost 
constraints [2, 3]. According to different functions, the LSSC mainly includes LSPs that provide 
basic logistics functions such as transportation, packaging, and warehousing, LSIs that integrate 
various basic logistics services, and final logistics service demand customers [3, 4]. Numerous 
studies have shown that under the background of mass customization, it is very effective to 
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achieve specific goals of logistics service needs through LSIs in the LSSC and customers, and to 
use the basic functions of LSPs to finally meet customers' logistics service requirements [3, 5, 6]. 

The efficiency of the logistics service system can effectively solve the different types of ser-
vice needs of customers and meet the challenges brought by changes in demand. In the opera-
tion process of enterprises, to improve the operational efficiency of logistics services, enterpris-
es try to adopt emerging technologies such as cloud computing, the Internet of Things, big data, 
block-chain, etc. [7], the traditional mode of logistics has been subverted, and intelligent logistics 
has entered the era of logistics 4.0 under the background of Industry 4.0 [8, 9]. Based on tradi-
tional logistics, intelligent logistics uses modern intelligent information technology and intelli-
gent equipment to identify and perceive all aspects of the logistics system, to achieve efficient 
control of the entire logistics system, and to make decisions that better meet customer needs 
[10]. Intelligent logistics has been widely used in many enterprises and achieved good results. 
For example, DHL integrates the Internet and autonomous driving technology in the logistics 
business and is responsible for the dedicated innovation center [11], JD Logistics is already ex-
perimenting with package delivery via drones in Xi'an [12], Cainiao relies on an intelligent logis-
tics network to achieve the goal of 72-hour delivery of products [13]. Consumers' demands for 
functions such as visualization and personalization have prompted logistics companies to pay 
more attention to logistics service innovation. 

Consumers' demands for functions such as visualization and personalization have prompted 
logistics companies to pay more attention to logistics service innovation. Through the intelligent 
logistics model, it is helpful to renew the supply chain, realize the high added value of products, 
high operation efficiency, and shorten the supply cycle, to obtain the active advantage of the 
market and realize the growth of profits [14, 15]. The intelligent transformation of logistics ser-
vices is crucial to the development of an enterprise and even determines whether an enterprise 
can exist [3]. LSPs are usually initiated in the process of intelligent transformation of LSSCs, 
mergers and acquisitions guide logistics service integrators to participate through a series of 
incentive measures. The intelligent transformation process of LSSC is usually initiated by LSIs, 
and guides LSPs to participate through a series of incentive measures [16]. The intelligent trans-
formation of logistics services can upgrade traditional logistics services. In the process, LSIs can 
reduce the cost of logistics services and improve operational efficiency [17], while LSPs can ob-
tain more orders. For example, Cainiao, as one LSI of Taobao and Tmall supermarkets, integrates 
many functional logistics providers to provide services. Among them, YTO Express uses ad-
vanced technology and equipment in the service process, improves service processes, provides 
comprehensive warehousing and distribution and logistics network Expasion and other value-
added ser-vices to meet product delivery. Therefore, Cainiao allocates more logistics service 
orders to YTO Express. However, it is a long-term task for logistics service providers to carry out 
intelligent logistics transformation. During the transformation process, additional values such as 
logistics service design, introduction of advanced technology and equipment, and maintenance 
all require additional costs. Uncertainty of investment and profit will be enthusiastic about the 
intelligent transformation of logistics service providers. Whether LSIs allow LSPs to inde-
pendently trans-form intelligently or encourage LSPs to jointly intelligently transform? At the 
same time, in the context of the Internet economy, online platforms have become a common 
business model. For example, Amazon, JD.com, Suning.com in the retail industry, ransfarzl.com, 
aisup-port.express.cainiao.com, and huolala.cn in the logistics service industry, etc. The platform 
model and the resale model have become the most typical and common operating models in the 
Internet environment [18]. Under the platform mode, LSIs provide LSPs with places to directly 
connect with customers, while under the resale mode, LSIs purchase LSPs' logistics resources 
and serve consumers. In practice, logistics service efficiency will be a key factor for decision- 
makers to adopt a platform model or a resale model [19]. In the process of intelligent transfor-
mation of LSPs, whether the adoption of different models affect the transformation of intelligent 
logistics services? 

Motivated by the above issues, this paper constructs a platform-involved LSSC, including one 
LSI and one LSP, we discuss the selection of intelligent transformation of the LSP under the 
background of the LSI launching joint logistics service intelligent transformation. This paper 
mainly answers the following two questions: 
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(1) Is the LSP going to undergo intelligent transformation? If the LSP chooses intelligently trans-
formed, does she stand alone or join the joint intelligent transformation plan of the LSI? 

(2) Are there differences in the decision-making process between the platform model and the 
resale model, and which model is more beneficial for both parties to choose in different deci-
sion-making processes? 

The main contributions of this paper are the following three points. First, from the perspective 
of enterprise strategic transformation, this study not only considers consumer promotion but 
also considers the intelligent transformation of LSPs driven by LSIs, and analyzes the impact of 
intelligence level and supply chain incentives on strategic choices. Second, in this study, we have 
drawn many interesting conclusions about the platform model introduced under the Internet 
economy in the process of analyzing the intelligent transformation of logistics services. Third, 
this study has strong practical guiding significance for the intelligent transformation of convec-
tion services. For example, LSIs can adjust the LSPs' behavior of intelligent logistics transfor-
mation by manipulating the share ratio. 

The rest of this paper is organized as follows. Section 2 reviews the relevant literature on in-
telligent logistics, selling mode choice and, LSSC. In section 3, under the platform mode and re-
selling mode, we constructed and solved the model in six scenarios including basic services pro-
vided by the LSP, intelligent transformation of independent, and joint transformation of logistics 
services. In section 4, we make a comparative analysis combined with numerical simulation, and 
section 5 concludes this paper. Finally, we give the relevant proof in Appendix A. 

2 Literature review  
The literature related to this paper includes the following three streams: intelligent logistics, 
sales mode choice and, LSSC. 

The first stream lies in intelligent logistics. Intelligent logistics is a form of logistics service 
that ensures the entire supply chain is more intelligent and automated with the help of various 
advanced technologies [9]. Some scholars began to pay attention to the technology of improving 
the efficiency of logistics systems, such as RFID technology [20], IoT technology [21], blockchain 
technology [22, 23], and big data technology. The use of intelligent logistics can improve service 
efficiency, reduce costs, and gain first-mover advantages in the market, which is an inevitable 
trend in the development of modern logistics [20, 24]. Some scholars have conducted related 
research from the perspective of the government's policy support for the development of intelli-
gent logistics [9, 25] and the future development trend of intelligent logistics [8, 10]. At present, 
the research on intelligent logistics has been extended to various scenarios. For example, the 
least squares method for the shortest path problem of port intelligent logistics based on cloud 
technology [26]; improved the algorithm problem for optimizing end-of-line delivery vehicle 
routing [27]; a hybrid agent scheduling and synchronization approach to solve the optimization 
problem of the intelligent logistics system [28], and an intelligent warehouse management ap-
proach based on machine vision and the Internet of Things (IoT) [29]. At the same time, some 
scholars have studied the intelligent transformation of logistics services through game theory 
methods [30-33]. Different from the above research, the focus of this paper is to study whether 
this LSP is driven by consumers to undergo intelligent transformation, or whether it is driven by 
the LSI alone or jointly with intelligent transformation, and mainly discusses consumption stim-
ulation and the LSI’s incentive effects. 

The second stream lies in sales mode choice. Due to the development of the e-commerce 
economy, the comparative study on the coexistence of the platform model and the resale model 
has attracted more and more scholars' attention. Abhishek et al. [18] conducted a comprehen-
sive study of the platform model and the resale model. Some scholars have also conducted relat-
ed research on pricing and channel entry under the two models. For example, Yan et al. [34] 
considered the pricing decision of manufacturers under the platform model and the resale mod-
el and found that whether a retailer joins the platform depends on the platform fee. Zhang et al. 
[35] studied the supplier channel expansion problem in two modes. He et al. [36] studied the 
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sales model and pricing of the tourism O2O supply chain. Xu et al. [37] researched that demand 
is influenced by consumers' green preferences and manufacturers' pricing and carbon emission 
reduction decisions under the platform model and resale model. Liu et al. [38] studied the dif-
ferent sales models and prices of fresh food, and considered channel competition and the appli-
cation of blockchain technology in the process of research. Liu et al. [39] considered both the 
service model and the sales model and analyzed which model is optimal. Geng et al. [40] dis-
cussed the relationship between different sales models and supply chain members. Some schol-
ars have also studied the sales system of online sales platforms [41]. 

In the process of product sales, logistics service is an important factor, some scholars have 
considered logistics service strategies in the comparative study of the two models [42-44]. The 
platform model and the resale model are two commonly used sales models in the e-commerce 
environment, but so far there are few studies on the differences in the sales model of the LSSC. 
This research explores the influence of logistics service intelligence level on sales mode, the in-
fluence of different modes on service cooperation between the two parties, and the relationship 
between share ratio and intelligent logistics service level. 

The third stream lies in LSSC. Scholars' research on LSSC mainly focuses on logistics service 
quality, pricing, and procurement decision-making, and will consider the fair preference of sup-
ply chain members, risk aversion or social responsibility, and other behavioral factors, as well as 
demand uncertainty, demand update, and demand interruption, etc. factor into the model. For 
example, Liu et al. [45] studied how to determine the revenue-sharing coefficient of LSSC under 
random conditions. Yunmiao et al. [46] analyzed the problem of contract coordination selection 
when the demand of LSSC is uncertain. Liu et al. [3] studied the LSSC scheduling problem under 
the environment of mass customization and uncertain operation time. Liu et al. [47] analyzed 
the coordination problem of LSSC when demand is disturbed. Wang et al. [48] and Liu et al. [49] 
took the fairness preference factor into account in the model, and analyzed the contract coordi-
nation and order allocation decision-making problems in the LSSC, respectively. Liu et al. [6] 
discussed the optimal decision-making of member enterprises in the LSSC based on different 
decision-making modes under the background of "One Belt, One Road". Qin et al. [50] studied 
the service quality coordination problem of the online shopping service supply chain based on 
fairness and individual rational preference. Niu et al. [51] explored the role of the Internet of 
Things in the context of sustainable and traceable functions of logistics services with the help of 
game theory. Different from them, this paper mainly studies whether the logistics service is in-
telligently transformed, how to transform it, and how to sell it. Kin and Ha [52] analyzed the 
differences between the manufacturing supply chain and the LSSC. 

According to our review of relevant literature, we found that intelligent logistics has aroused 
the research interest of many scholars. This literature has a great reference for us, but there are 
still gaps. Relevant to our study are [30, 32], they mainly focused on logistics services integration 
transformation contract, while we considered the transformational impact of the LSI providing 
cost sharing on the LSP. At the same time, they did not consider the choice of sales model during 
the transformation of the LSP. Combined with the above analysis, the existing research cannot 
solve the problem we raised. In addition, this paper also considers the intelligent transformation 
of logistics services and the decision-making of sales model selection and provides more theoret-
ical decision-making references for the intelligent transformation of LSSCs. 

3. Model construction and analysis 
3.1 Model construction 
This paper considers the LSSC involved in the platform, and its logistics service requirements 
are completed by one LSI and one LSP. The LSI joins the supply chain service platform and pays 
the franchise fee, integrates and publishes the demand information of logistics services, and the 
LSP completes the tasks according to the needs of customers. The modes adopted when the LSI 
and the LSP cooperate include resale mode and platform mode. In the platform mode, the LSP 
provides services to customers in the form of third-party logistics according to the requirements 
of the LSI and pays 𝑢𝑢 proportion of the commission, as shown in Fig. 1. In the resale mode, the 
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logistics service is wholesaled to the LSI at the wholesale price 𝑤𝑤, and the LSI determines the 
final logistics service price 𝑝𝑝, as shown in Fig. 2. In the above two modes, the LSP will consider 
whether to carry out intelligent transformation according to the requirements of the LSI. In the 
case of independent transformation, the LSP shall bear the cost of intelligent transformation, and 
in the case of joint transformation, the LSI shall share 𝑠𝑠 proportion of the transformation cost. 

Supply Chain Service 
Platform LSIALSP

Smart logistics 
service choice ? 

Consumers Sell   logis tics

 
Fig. 1 Platform mode 

 

Supply Chain Service 
Platform LSIALSP

Smart logistics 
service choice?

Consumers

 
Fig. 2 Resale mode 

 
According to the literature [30, 31], we assume that the cost of intelligent transformation of lo-
gistics services is 𝑐𝑐(𝑦𝑦) = 𝑔𝑔𝑦𝑦2, which reflects that with the increase of intelligent logistics service 
level, the cost will also increase. Among them, 𝑔𝑔 represents the cost-sensitive factor of intelligent 
logistics service, and the larger the value, the more sensitive it is. We denote 𝑧𝑧 = 𝑚𝑚2/𝑔𝑔 as the 
efficiency of intelligent logistics service, reflecting the ratio of benefit to cost per unit of intelli-
gent logistics service efficiency. Without loss of generality, similar to the literature [30], we also 
assume that the marginal cost of logistics services is 0, that is, this paper does not consider the 
production cost of unit logistics services and other costs other than intelligent logistics services. 
In the platform model, the revenue share of the LSI is related to the category of logistics services. 
This paper assumes that the revenue share ratio 𝑢𝑢 is an exogenous variable. To conform to the 
reality and the profit of the LSI is positive, when the LSI is not provided and the LSP undertakes 
intelligent logistics transformation alone, the value range of 𝑢𝑢 is 0 < 𝑢𝑢 < 0.5. When implement-
ing joint intelligent transformation, to ensure that the cost shared by logistics service integrators 
is positive, the following conditions need to be met: −6−2√9−2𝑧𝑧+𝑧𝑧

𝑧𝑧
< 𝑢𝑢 < 0.5 and 0 < 𝑧𝑧 < 2. 

Demand. According to the literature [31, 33], when the customer demand is the basic logistics 
service, the demand function can be expressed as 𝑞𝑞 = 𝑎𝑎 − 𝑝𝑝, among them, 𝑎𝑎 is the basic demand 
of logistics services, and 𝑝𝑝 is the price of logistics services. In fact, in the actual logistics service 
operation process, in addition to the basic logistics needs, customers will also require personal-
ized value-added logistics services. To meet the needs of customers, the LSI will propose intelli-
gent logistics transformation, and the LSP will specifically undertake intelligent logistics service 
tasks. Assuming that under the influence of intelligent logistics, the increase in logistics demand 
at this time is 𝑚𝑚𝑚𝑚, among them, 𝑦𝑦 represents the service level of intelligent logistics, and 𝑚𝑚 rep-
resents the sensitivity factor of customers to intelligent logistics services, Therefore, the demand 
for intelligent logistics services can be expressed as 𝑞𝑞 = 𝑎𝑎 − 𝑝𝑝 + 𝑚𝑚𝑚𝑚. 
Scenarios. Considering the strategic choice of the LSP between the platform model and the re-
sale model, as well as the choice of the intelligent transformation strategy in the face of customer 
needs, there are 6 possible decision scenarios, as shown in Table 1. 
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Table 1 Logistics service and sales choice mode in six scenarios 
Sales mode Marketing type 

Basic logistics Intelligent logistics by the LSP Joint Intelligent logistics 
Platform mode PB PS PC 

Resale mode RB RS RC 

• Platform mode with basic logistic service (PB): In this case, the LSI acts as a bridge be-
tween consumers and the LSP, and the LSP directly provides consumers with basic logis-
tics services and decides the price 𝑝𝑝𝑃𝑃𝑃𝑃of logistics services. 

• Platform mode with intelligent logistic service by the LSP (PS): In this case, the LSI propos-
es a joint intelligent logistics service transformation plan, and the LSP does not participate 
in the joint plan and decides the transformation level 𝑦𝑦𝑃𝑃𝑃𝑃and sales price 𝑝𝑝𝑃𝑃𝑃𝑃 independently.  

• Platform mode with intelligent logistic service by cooperation (PC): In this case, the LSI 
proposed a joint intelligent logistics service transformation plan, and the logistics service 
provider decided to participate. First, the LSI decides to share the cost of intelligent logis-
tics transformation, and then the LSP decides the level of intelligent logistics service trans-
formation 𝑦𝑦𝑃𝑃𝑃𝑃and sales price 𝑝𝑝𝑃𝑃𝑃𝑃 . 

• Resale mode with basic logistic service (RB): In this case, the LSP resells the service to the 
LSI. First, the LSP decides the basic logistics service wholesale price 𝑤𝑤𝑅𝑅𝑅𝑅, and the LSI de-
cides the final logistics service price 𝑝𝑝𝑅𝑅𝑅𝑅. 

• Resale mode with intelligent logistic service by LSI (RS): In this case, the LSI proposes a 
joint intelligent logistics service transformation plan, and the LSP does not participate. 
First, the LSP decides the wholesale price 𝑤𝑤𝑅𝑅𝑅𝑅, then the LSI decides the sales price 𝑝𝑝𝑅𝑅𝑅𝑅, fi-
nally the LSP decides the intelligence level 𝑦𝑦𝑅𝑅𝑅𝑅. 

• Resale mode with intelligent logistic service by cooperation (RC): In this case, the LSI pro-
posed a joint intelligent logistics service transformation plan, and the LSP decided to par-
ticipate. First, the LSP decides the wholesale price 𝑤𝑤𝑅𝑅𝑅𝑅, then the LSI decides the sales price 
𝑝𝑝𝑅𝑅𝑅𝑅  and cost-sharing ratio 𝑠𝑠𝑅𝑅𝑅𝑅 , and finally the LSP decides the intelligence level 𝑦𝑦𝑅𝑅𝑅𝑅 . 

The main notations related to this paper are shown in Table 2. We use the superscript P and R 
to represent the platform sales model and the resale model, respectively, the superscript *Z to 
represent the optimal solution, and 𝜋𝜋𝑇𝑇 and 𝜋𝜋𝐽𝐽 to represent the profits of the LSP and the LSI, 
respectively. 

 
Table 2 The notations related to this paper 

Notation Instruction 
𝑎𝑎 Market size of the logistics service market 
𝑝𝑝 Price of the logistics service 
𝑞𝑞 Demand for the logistics service 
𝑚𝑚 Consumer’s sensitivity of the intelligent logistics service 
𝑦𝑦 Intelligent level of the logistics service 
𝑔𝑔 Cost coefficient of intelligent transformation 
𝑢𝑢 The share ratio of the LSI under a platform mode 
𝑤𝑤 Wholesale price of the unit logistics service under a resale mode 
𝑧𝑧 The intelligent transformation efficiency 
𝑠𝑠 Cost sharing ratio of the intelligent transformation  
𝐴𝐴 Supply chain platform membership fee 

𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃(𝜋𝜋𝑇𝑇𝑅𝑅𝑅𝑅) Profit of the LSP in platform mode (resale mode) with basic service  
𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃(𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅) Profit of the LSI in platform mode (resale mode) with basic service  
𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃(𝜋𝜋𝑇𝑇𝑅𝑅𝑅𝑅) Profit of the LSP in platform mode (resale mode) with intelligent transformation by the LSP 
𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃(𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅) Profit of the LSI in platform mode (resale mode) with intelligent transformation by the LSP 
𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃(𝜋𝜋𝑇𝑇𝑅𝑅𝑅𝑅) Profit of the LSP in platform mode (resale mode) with intelligent transformation by cooperation 
𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃(𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅) Profit of the LSI in platform mode (resale mode) with intelligent transformation by cooperation 
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3.2 Equilibrium analysis 

In this section, we solve and analyze the equilibrium results in six scenarios, where the solution 
is through the reverse recursion method. To ensure that the members of the LSSC service supply 
chain have positive benefits in each case, we assume that 4 − 𝑧𝑧 > 0. 

PB scenario 

In the PB scenario, the LSI serves as a connector between the LSP and consumers, and the LSP 
provides basic logistics services. At this point, the profit functions of the LSP and the LSI are: 

�
𝑚𝑚𝑚𝑚𝑚𝑚 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃 = (1 − 𝑢𝑢)𝑝𝑝(𝑎𝑎 − 𝑝𝑝)
𝑚𝑚𝑚𝑚𝑚𝑚 𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃 = 𝑢𝑢𝑢𝑢(𝑎𝑎 − 𝑝𝑝) − 𝐴𝐴                                                               (1) 

In this scenario, the LSP first determines the basic logistics service price to maximize its profit, 
and then she pays a certain percentage of transaction fees to the LSI. We can get the following 
equilibrium results in the PB scenario. 

𝑝𝑝𝑃𝑃𝑃𝑃∗ =
𝑎𝑎
2

, 𝑞𝑞𝑃𝑃𝑃𝑃∗ =
𝑎𝑎
2

,𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ =
𝑎𝑎2(1− 𝑢𝑢)

4
,𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗ =

𝑎𝑎2𝑢𝑢
4

− 𝐴𝐴. 
It is easy to see from the equilibrium solution that the optimal logistics service price, the logistics 
service market demand, the LSI’s and the LSP's profit increase with the increase of the basic lo-
gistics service market. At the same time, the profits of the LSP and the LSI decrease and increase 
respectively with the increase of the share ratio. 

PS scenario 

In the PS scenario, although the LSI proposed a joint logistics service intelligent transformation 
plan, but the LSP did not join the plan, at this time, the logistics service intelligent transformation 
cost is borne by the LSP. At this point, the profit functions of the LSP and the LSI are: 

�
𝑚𝑚𝑚𝑚𝑚𝑚 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃 = (1 − 𝑢𝑢)𝑝𝑝(𝑎𝑎 − 𝑝𝑝 + 𝑚𝑚𝑚𝑚) − 𝑔𝑔𝑦𝑦2 
𝑚𝑚𝑚𝑚𝑚𝑚 𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃 = 𝑢𝑢𝑢𝑢(𝑎𝑎 − 𝑝𝑝 + 𝑚𝑚𝑚𝑚) − 𝐴𝐴                                                        (2) 

In this scenario, in addition to determining the price of logistics services, the LSP also needs to 
decide the intelligence level of logistics service. We can get the following equilibrium results in 
the PS scenario. 

𝑝𝑝𝑃𝑃𝑃𝑃∗ =
2𝑎𝑎

4 − 𝑧𝑧(1 − 𝑢𝑢) ,𝑞𝑞𝑃𝑃𝑃𝑃∗ =
𝑎𝑎𝑚𝑚(1 − 𝑢𝑢)

4𝑔𝑔 + 𝑚𝑚2𝑢𝑢 −𝑚𝑚2 ,𝑦𝑦𝑃𝑃𝑃𝑃∗ =
2𝑎𝑎

4 − 𝑧𝑧(1 − 𝑢𝑢) ,𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ =
𝑎𝑎2(1 − 𝑢𝑢)

4 − 𝑧𝑧(1 − 𝑢𝑢) ,𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗ =
4𝑎𝑎2𝑢𝑢

[4 − 𝑧𝑧(1 − 𝑢𝑢)]2 − 𝐴𝐴. 

Obviously, with the increase in the demand for basic logistics services and the efficiency of intel-
ligent logistics transformation, the price, the market demand, the intelligence level of logistics 
services, and the profits of the LSI and the LSP have all increased. With the increase of the share 
ratio, the price, the market demand, and the intelligence level of logistics services, the profit of 
the LSP decreases and the profit of the LSI increases. 

PC scenario 

In the PC scenario, the LSP joins the joint logistics service intelligent transformation plan pro-
posed by the LSI, and the LSI bears the proportion of the cost of the intelligent transformation as 
𝑠𝑠. At this point, the profit functions of the LSP and the LSI are: 

�
𝑚𝑚𝑚𝑚𝑚𝑚 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃 = (1 − 𝑢𝑢)𝑝𝑝(𝑎𝑎 − 𝑝𝑝 + 𝑚𝑚𝑚𝑚) − (1 − 𝑠𝑠)𝑔𝑔𝑦𝑦2 
𝑚𝑚𝑚𝑚𝑚𝑚 𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃 = 𝑢𝑢𝑢𝑢(𝑎𝑎 − 𝑝𝑝 + 𝑚𝑚𝑚𝑚) − 𝑠𝑠𝑠𝑠𝑦𝑦2  − 𝐴𝐴                                              (3) 

In this scenario, the LSP first determines the logistics service price 𝑝𝑝 and the logistics service 
intelligence level 𝑦𝑦, and then the LSI decides the final cost-sharing ratio 𝑠𝑠 of intelligent logistics 
transformation. We can get the following equilibrium results in the PC scenario. 

           𝑝𝑝𝑃𝑃𝑃𝑃∗ =
𝑎𝑎[8 − 𝑧𝑧(1 − 𝑢𝑢)]

4(4 − 𝑧𝑧) , 𝑞𝑞𝑃𝑃𝑃𝑃∗ =
𝑎𝑎[8 − 𝑧𝑧(1 − 𝑢𝑢)]

4(4 − 𝑧𝑧) ,  𝑦𝑦𝑃𝑃𝑃𝑃∗ =
𝑎𝑎𝑚𝑚(𝑢𝑢 + 1)
8𝑔𝑔 − 2𝑚𝑚2 , 
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𝑠𝑠𝑃𝑃𝑃𝑃∗ =
𝑧𝑧(1 − 𝑢𝑢)2 + 4(3𝑢𝑢 − 1)

4(1 + 𝑢𝑢)
,𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ =

𝑎𝑎2(1 − 𝑢𝑢)[8 − 𝑧𝑧(1 − 𝑢𝑢)]
8(4 − 𝑧𝑧) ,𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗ =

𝑎𝑎2[𝑧𝑧(1 − 𝑢𝑢)2 + 16𝑢𝑢]
16(4 − 𝑧𝑧) − 𝐴𝐴. 

Similar to the PB scenario, with the increase in the demand for basic logistics services and the 
efficiency of intelligent transformation, the price, the market demand, the intelligence level of 
logistics services, the profits of the LSI and the LSP all increase. With the increase of the share 
ratio, the price, the market demand, the intelligence level of logistics services, and the profits of 
the LSP all decrease while the profits of the LSI increase. 

RB scenario 

In the RB scenario, the LSI also acts as an intermediary, and the basic logistics service is still per-
formed by the LSP. At this point, the profit functions of the LSP and the LSI are: 

�
𝑚𝑚𝑚𝑚𝑚𝑚 𝜋𝜋𝑇𝑇𝑅𝑅𝑅𝑅 = 𝑤𝑤(𝑎𝑎 − 𝑝𝑝)
𝑚𝑚𝑚𝑚𝑚𝑚 𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅 = (𝑝𝑝 − 𝑤𝑤)(𝑎𝑎 − 𝑝𝑝) − 𝐴𝐴                                                       (4) 

In this scenario, first, the LSP decides the wholesale price, and then the LSI decides the sales 
price. We can get the following equilibrium results in the RB scenario. 

𝑝𝑝𝑅𝑅𝑅𝑅∗ =
𝑎𝑎
2

, 𝑞𝑞𝑅𝑅𝑅𝑅∗ =
3𝑎𝑎
4

,𝑤𝑤𝑅𝑅𝑅𝑅∗ =
𝑎𝑎
4

,𝜋𝜋𝑇𝑇𝑅𝑅𝑅𝑅∗ =
𝑎𝑎2

8
,𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅∗ =

𝑎𝑎2

16
− 𝐴𝐴. 

It is easy to see that with the increase in the market demand for basic logistics services, the 
wholesale price, the sales price, the market demand, and the profits of the LSP and the LSI all 
increase. 

RS scenario 

In the RS scenario, the LSP does not participate in the joint logistics service intelligent transfor-
mation plan proposed by the LSI, and the LSI's share of the cost of the logistics service intelligent 
transformation is 0. At this point, the profit functions of the LSP and the LSI are: 

�
𝑚𝑚𝑚𝑚𝑚𝑚 𝜋𝜋𝑇𝑇𝑅𝑅𝑅𝑅 = 𝑤𝑤(𝑎𝑎 − 𝑝𝑝 + 𝑚𝑚𝑚𝑚) − 𝑔𝑔𝑦𝑦2

𝑚𝑚𝑚𝑚𝑚𝑚 𝜋𝜋𝐽𝐽𝑇𝑇𝑇𝑇 = (𝑝𝑝 − 𝑤𝑤)(𝑎𝑎 − 𝑝𝑝 +𝑚𝑚𝑚𝑚) − 𝐴𝐴                                                          (5) 

In this scenario, the LSP first determines the wholesale price, and then the LSP decides the sales 
price of the logistics service and the intelligence level. We can get the following equilibrium re-
sults in the RS scenario. 

𝑤𝑤𝑅𝑅𝑅𝑅∗ =
𝑎𝑎
2

,𝑝𝑝𝑅𝑅𝑅𝑅∗ =
𝑎𝑎(𝑧𝑧 + 6)

8
, 𝑞𝑞𝑅𝑅𝑅𝑅∗ =

𝑎𝑎(2 + 𝑧𝑧)
8

,𝑦𝑦𝑅𝑅𝑅𝑅∗ =
𝑎𝑎𝑚𝑚
4𝑔𝑔

,𝜋𝜋𝑇𝑇𝑅𝑅𝑅𝑅∗ =
𝑎𝑎2

8
,𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅∗ =

𝑎𝑎2(𝑧𝑧 + 2)2

64
− 𝐴𝐴. 

Obviously, with the increase in the demand for basic logistics services, the wholesale price, the 
sales price, the market demand, the level of intelligence of logistics services, the profits of the LSI 
and the LSP have all increased. With the increase of the efficiency level of intelligent logistics 
service transformation, the sales price, the market demand, and the profits of the LSI increase. 
The intelligence level of logistics services is positively correlated with consumers' preferences 
and negatively correlated with the cost coefficient of intelligent transformation. 

RC scenario 

In the RC scenario, the LSP participates in the intelligent logistics joint transformation plan pro-
posed by the LSI, and the LSI shares 𝑠𝑠 proportion of the cost of intelligent transformation. At this 
point, the profit functions of the LSP and the LSI are: 

�
𝑚𝑚𝑚𝑚𝑚𝑚 𝜋𝜋𝑇𝑇𝑅𝑅𝑅𝑅 = 𝑤𝑤(𝑎𝑎 − 𝑝𝑝 + 𝑚𝑚𝑚𝑚) − (1 − 𝑠𝑠)𝑔𝑔𝑦𝑦2

𝑚𝑚𝑚𝑚𝑚𝑚 𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅 = (𝑝𝑝 − 𝑤𝑤)(𝑎𝑎 − 𝑝𝑝 + 𝑚𝑚𝑚𝑚) − 𝑠𝑠𝑠𝑠𝑦𝑦2 − 𝐴𝐴                                                (6) 

In this scenario, first, the LSP decides the wholesale price, then the LSP decides the sales price 
and cost allocation ratio of the logistics service, and finally, the LSP decides the intelligence level. 
We can get the following equilibrium results in the RC scenario. 
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𝑤𝑤𝑅𝑅𝑅𝑅∗ =
𝑎𝑎
2

, 𝑝𝑝𝑅𝑅𝑅𝑅∗ =
𝑎𝑎(12 − 𝑧𝑧)
4(4 − 𝑧𝑧) , 𝑞𝑞𝑅𝑅𝑅𝑅∗ =

𝑎𝑎(𝑧𝑧 + 4)
4(4 − 𝑧𝑧) ,𝑦𝑦𝑅𝑅𝑅𝑅∗ =

𝑎𝑎𝑚𝑚
4𝑔𝑔 − 𝑚𝑚2 , 𝑠𝑠 =

𝑧𝑧
4

,𝜋𝜋𝑇𝑇𝑅𝑅𝑅𝑅∗ =
𝑎𝑎2

8
,𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅∗ =

𝑎𝑎2(3𝑧𝑧 + 4)
16(4 − 𝑧𝑧) − 𝐴𝐴. 

It is easy to see that the basic demand for logistics services and the efficiency of intelligent lo-
gistics service transformation have a similar impact on the equilibrium results in this scenario as 
in the RS scenario. At the same time, the influence of consumers' intelligent logistics preference 
and logistics service intelligent transformation cost coefficient on the intelligence level of logis-
tics service is consistent with the impact of the RS scenario, and the proportion of intelligent 
logistics transformation cost sharing is positively related to the efficiency of intelligent logistics 
service transformation. 

In the next section, we first analyze the intelligent logistics strategy choices under the plat-
form mode and the resale mode and then compare the differences in intelligent logistics deci-
sion-making under the two modes to provide relevant management insights and implications. 

4. Results and insights 
4.1 Analysis under the platform mode 

By comparing the equilibrium logistics service sales price, logistics service market demand, lo-
gistics service intelligence level, and profit of the LSP and the LSI under the three scenarios of 
the platform model, we can get Corollary 1. 

Corollary 1: (1) 𝑝𝑝𝑃𝑃𝑃𝑃∗ < 𝑝𝑝𝑃𝑃𝑃𝑃∗ < 𝑝𝑝𝑃𝑃𝑃𝑃∗, 𝑞𝑞𝑃𝑃𝑃𝑃∗ < 𝑞𝑞𝑃𝑃𝑃𝑃∗ < 𝑞𝑞𝑃𝑃𝑃𝑃∗, 𝑦𝑦𝑃𝑃𝑃𝑃∗ < 𝑦𝑦𝑃𝑃𝑃𝑃∗. (2) 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ < 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ < 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗if 
0 < 𝑧𝑧 < 1 and 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ < 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ < 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ if 1 < 𝑧𝑧 < 2； 𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗ < 𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗ < 𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗. 

To intuitively see the size of the equilibrium results in the three cases, we assume 1a = . Com-
bined with the numerical simulation results in Figs. 3-7, it can be seen that the comparison of the 
equilibrium results in the three cases under the platform mode is consistent with Corollary 1. 

Corollary 1(1) shows that under the platform model, the implementation of intelligent logis-
tics transformation will increase the price and sales of logistics services and the logistics service 
intelligence level is the highest during the joint logistics service intelligence transformation plan. 
The equilibrium price of the joint intelligent logistics service is the highest during the transfor-
mation. The reason for this phenomenon is that the LSP invests more in improving the intelli-
gent level of logistics services, and the LSP transfers to consumers through price increases, make 
up for the extra costs incurred. The demand for the intelligent transformation of joint logistics 
services is also the highest. At this time, the demand for logistics services is simultaneously af-
fected by the price and the intelligence level of logistics services. The intelligent transformation 
of joint logistics services brings a more obvious demand increase. 

 
 

              Fig. 3 Comparison of 𝑝𝑝 under the platform mode                    Fig. 4 Comparison of 𝑞𝑞 under the platform mode 
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               Fig. 5 Comparison of 𝑦𝑦 under the platform mode                  Fig. 6 Comparison of 𝜋𝜋𝑇𝑇 under the platform mode 

 
Fig. 7 Comparison of 𝜋𝜋𝐽𝐽  under the platform mode 

From Corollary 1(2), we know that the LSP participating in the LSIs' intelligent transfor-
mation will get more profit. The efficiency of logistics service intelligence transformation affects 
the benefit of the LSP when she adopts individual or joint logistics service intelligence. That is, 
when the efficiency of intelligent transformation is low, it is beneficial to the LSP when it is joint-
ly transformed, and vice versa, it is beneficial to the LSP when it is transformed alone. For the 
LSI, she will get more benefits when carrying out joint intelligent transformation. If the efficien-
cy of intelligent transformation is low, the benefit brought by the LSP's independent logistics 
service intelligent transformation will not be significant, and the plan to join the LSI’s plan will 
get a part of the cost-sharing, so that the LSP's profit is higher than that of the single intelligent 
logistics transformation. If the efficiency of logistics service intelligence is high, although the 
joint transformation plan can improve the intelligence level and share a part of the cost, because 
of the higher share cost, the LSP is more willing to choose a separate intelligent transformation. 
For the LSI, choosing the joint intelligent transformation is the optimal decision. Because the LSI 
can grasp the different needs of consumers, and encourage the LSP to join the plan according to 
consumers' needs, to provide more satisfactory logistics services. 

4.2 Analysis under the resale mode 

Similar to the platform model, in this section, we compare the equilibrium wholesale price, the 
sale price, the market demand, the intelligence level, and the profit of the logistics service supply 
chain under the three scenarios of the resale model, we can get Corollary 2. 

Corollary 2: (1) 𝑤𝑤𝑅𝑅𝑅𝑅∗ = 𝑤𝑤𝑅𝑅𝑅𝑅∗ = 𝑤𝑤𝑅𝑅𝑅𝑅∗，𝑝𝑝𝑅𝑅𝑅𝑅∗ < 𝑝𝑝𝑅𝑅𝑅𝑅∗ < 𝑝𝑝𝑅𝑅𝑅𝑅∗，𝑦𝑦𝑃𝑃𝑃𝑃∗ < 𝑦𝑦𝑃𝑃𝑃𝑃∗，𝑞𝑞𝑅𝑅𝑅𝑅∗ < 𝑞𝑞𝑅𝑅𝑅𝑅∗ < 𝑞𝑞𝑅𝑅𝑅𝑅∗. 

(2) 𝜋𝜋𝑇𝑇𝑅𝑅𝑅𝑅∗ = 𝜋𝜋𝑇𝑇𝑅𝑅𝑅𝑅∗ = 𝜋𝜋𝑇𝑇𝑅𝑅𝑅𝑅∗, 𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅∗ < 𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅∗ < 𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅∗. 
Combined with the numerical simulation results in Figs. 8-11, it can be seen that the comparison 
relationship between the equilibrium results in the three scenarios is consistent with Corollary 
2. The relationship between the wholesale price and the profit of the LSP in the three scenarios 
can be seen from the comparison in Table 3, and the numerical simulation is omitted. 
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     Fig. 8 Comparison of 𝑝𝑝 under the resale mode                         Fig. 9 Comparison of 𝑦𝑦 under the resale mode 

 
       Fig. 10 Comparison of 𝑞𝑞 under the platform mode             Fig. 11 Comparison of 𝜋𝜋𝐽𝐽  under the platform mode 

 

Corollary 2 shows that the equilibrium logistics service price, the level of logistics service intelli-
gence, the market demand, and the LSI's profit are optimal when the LSP participates in the intel-
ligent transformation under the resale mode, which is consistent with the platform mode. Under 
the resale model, the wholesale price and the LSP’s profit in the three scenarios remain un-
changed, which is different from the conclusion under the platform model. The main reason may be 
that the intelligent transformation in the resale model brings more demand but also costs more, 
and the cost at this time is offset by the increase in revenue brought by the increase in demand. 

Therefore, the joint intelligent transformation plan of the LSI under the resale model is not 
very attractive to the LSP. In the resale mode, the choice of the LSP to choose independent or 
joint logistics service intelligent transformation depends on the efficiency of logistics service 
intelligent transformation. That is to say, the LSI will gain more benefits during joint intelligence 
transformation, that is, the LSI should actively encourage the LSP to participate in the joint intel-
ligent transformation plan. 

4.3 Comparative analysis 

In this section, we will compare and analyze the equilibrium results of the LSP under different 
service strategies under the platform model and the resale model. We can obtain Corollary 3, 
Corollary 4, and Corollary 5. 

Corollary 3. Comparing the equilibrium solutions of the two modes when the LSP provides basic 
logistics services, we can get 

(1) 𝑝𝑝𝑃𝑃𝑃𝑃∗ < 𝑝𝑝𝑅𝑅𝑅𝑅∗, 𝑞𝑞𝑃𝑃𝑃𝑃∗ > 𝑞𝑞𝑅𝑅𝑅𝑅∗. (2) 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ < 𝜋𝜋𝑇𝑇𝑅𝑅𝑅𝑅∗ if 0 < 𝑢𝑢 < 1
2
 and 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ > 𝜋𝜋𝑇𝑇𝑅𝑅𝑅𝑅∗

1
2

< 𝑢𝑢 < 1;  

𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗ < 𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅∗ if 0 < 𝑢𝑢 < 1
4
 and 𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗ > 𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅∗ if  1

4
< 𝑢𝑢 < 1. 

According to the equilibrium results in Table 3, it is easy to conclude in Corollary 3, so we omit 
the numerical simulation results. According to Corollary 3(1), when the LSP provides basic logis-
tics services, the platform mode has lower logistics service prices and higher logistics service 
demand. The reason is that under the platform model, the price is directly determined by the 
LSP, which avoids the price increase by layers of pricing. According to Corollary 3(2), when the 
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share ratio is lower than 0.5, the LSP is more willing to adopt the platform model, and when the 
share ratio is less than 0.25, the LSI is more willing to adopt the resale model. At the same time, 
when the split ratio is between 0.25 and 0.5, the platform mode selection is the optimal strategy 
for both. That is to say, when providing basic logistics services, the choice of the sales model for 
both parties mainly depends on the size of the share ratio. 

Corollary 4. Comparing the equilibrium solutions of the two modes when the logistics service 
provider independently carries out the intelligent transformation, we can obtain: 

(1) 𝑝𝑝𝑃𝑃𝑃𝑃∗ < 𝑝𝑝𝑅𝑅𝑅𝑅∗, 𝑞𝑞𝑃𝑃𝑃𝑃∗ > 𝑞𝑞𝑅𝑅𝑅𝑅∗; If 0 < 𝑢𝑢 < 𝑧𝑧
4+𝑧𝑧

, 𝑦𝑦𝑃𝑃𝑃𝑃∗ > 𝑦𝑦𝑅𝑅𝑅𝑅∗ and 𝑦𝑦𝑃𝑃𝑃𝑃∗ < 𝑦𝑦𝑅𝑅𝑅𝑅∗ if  𝑧𝑧
4+𝑧𝑧

< 𝑢𝑢 < 1
2
. 

(2) 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ > 𝜋𝜋𝑇𝑇𝑅𝑅𝑅𝑅∗. When 0 < 𝑢𝑢 < 1
4
, 𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗ < 𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅∗; and when 1

4
< 𝑢𝑢 < 1

2
, 𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗ > 𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅∗ if 0 < 𝑧𝑧 < 𝑧𝑧0; 

𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗ < 𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅∗ if 𝑧𝑧0 < 𝑧𝑧 < 2, where 𝑧𝑧0 = − 2�9+6𝑢𝑢+𝑢𝑢2�
3(−7+6𝑢𝑢+𝑢𝑢2). 

Combined with the numerical simulation results in Figs. 12-16, it can be seen that the equilibri-
um solutions in the two modes are consistent with Corollary 4 when the logistics service provid-
er independently transforms its logistics service intelligence. 

 
Fig. 12 Comparison of 𝑝𝑝 under between PS                                         Fig. 13 Comparison of 𝑞𝑞between PS    

 and RS scenarios                                                               and RS scenarios     

 
Fig.14 Comparison of 𝑦𝑦 under between PS                      Fig. 15   Comparison of 𝜋𝜋𝑇𝑇 between PS    

 and RS scenarios                                                               and RS scenarios     

 
Fig. 16 Comparison of 𝜋𝜋𝐽𝐽  between PS and RS scenarios 
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Corollary 4(1) shows that the logistics service price is lower in the platform mode when the LSP 
is independently intelligently transformed. The main reason is that there is no layer-by-layer 
price increase phenomenon, and the LSP will adopt measures of small profits but quick turnover 
to obtain more benefits. The intelligence level of logistics services under the two modes is relat-
ed to the size of the share ratio. When the share ratio charged by the LSI is low, the LSP has the 
motivation to carry out the intelligent transformation. On the contrary, the enthusiasm of the 
LSP for intelligent transformation is not high, so the intelligent level of the logistics service in the 
platform mode is low. 

Corollary 4(2) shows that the LSP can obtain more benefits by adopting the platform model 
when she chooses independently intelligent transformation. Although the LSP needs to pay a 
certain percentage of the share under the platform model, the market demand for logistics ser-
vices has decreased within a certain range, but it is still higher than the resale model, and the 
double marginal problem caused by the increase in prices is avoided. The profit of the LSI under 
the two modes is related to the share ratio and the efficiency of intelligent transformation. When 
the share ratio is low, its income is greatly reduced, at this time, the LSI tends to choose the re-
sale model. When the share ratio is high, if the efficiency of intelligent transformation is low, it is 
more advantageous for the LSI to choose the platform mode, and the platform mode is the opti-
mal mode for both parties. If the efficiency of intelligent transformation is low, the LSI tends to 
choose the resale model. 

Therefore, the determination of the final sales model and share ratio is affected by the market 
position and business negotiation strategies of both parties. At the same time, the logistics ser-
vice intelligence level needs to be paid attention to. Because both parties conduct a series of 
commercial and technical activities to meet consumer preferences. By evaluating consumers' 
satisfaction with the effect of intelligent transformation, it can effectively coordinate the differences 
in goals between the two parties and make more scientific decisions in advance between the 
benefits of intelligent transformation and the losses caused by business model transformation. 

Corollary 5. Comparing the equilibrium solutions of the two modes when the LSP chooses joint 
intelligent transformation, we can get: 

(1) 𝑦𝑦𝑃𝑃𝑃𝑃∗ < 𝑦𝑦𝑅𝑅𝑅𝑅∗ , 𝑝𝑝𝑃𝑃𝑃𝑃∗ < 𝑝𝑝𝑅𝑅𝑅𝑅∗ ,𝑞𝑞𝑃𝑃𝑃𝑃∗ > 𝑞𝑞𝑅𝑅𝑅𝑅∗ . (2) 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ > 𝜋𝜋𝑇𝑇𝑅𝑅𝑅𝑅∗;When 1
4

< 𝑢𝑢 < 1
3

 , if 4(1−4𝑢𝑢)
−2−2𝑢𝑢+𝑢𝑢2

< 𝑧𝑧 <
4(1−3𝑢𝑢)
1−2𝑢𝑢+𝑢𝑢2

, * *PC RC
J Jπ π> and if max{ 4(1−3𝑢𝑢)

1−2𝑢𝑢+𝑢𝑢2
, 4(1−4𝑢𝑢)
−2−2𝑢𝑢+𝑢𝑢2

} < 𝑧𝑧 < 2 ,𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗ < 𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅∗ ; When 1
3

< 𝑢𝑢 < 1
2

, if    

0 < 𝑧𝑧 < 4(1−4𝑢𝑢)
−2−2𝑢𝑢+𝑢𝑢2

, 𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗ > 𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅∗; and  if 4(1−4𝑢𝑢)
−2−2𝑢𝑢+𝑢𝑢2

< 𝑧𝑧 < 2, 𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗ < 𝜋𝜋𝐽𝐽𝑅𝑅𝑅𝑅∗. 

Combined with the numerical simulation results in Figs. 17-21, it can be seen that the equilibri-
um solution results in the two modes are consistent with Corollary 5 when the LSP chooses joint 
intelligent transformation. 

 
      Fig. 17 Comparison of 𝑦𝑦 under between PC                                   Fig. 18 Comparison of 𝑝𝑝 between PC    
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      Fig. 19 Comparison of 𝑞𝑞 under between PC                                     Fig. 20 Comparison of 𝜋𝜋𝑇𝑇between PC    

              and RC scenarios                                                                                       and RC scenarios     

 
Fig. 21 Comparison of 𝜋𝜋𝐽𝐽  under between PC and RC scenarios     

Corollary 5(1) shows that when the LSP chooses joint intelligent transformation, the logistics 
service intelligence level under the resale mode is higher. On the one hand, it is because the cost 
of intelligent transformation is shared under the resale model, and on the other hand, the LSP 
can obtain the benefits of intelligent transformation of intelligent logistics services. In the pro-
cess of intelligent transformation, the additional cost of logistics service providers in the resale 
mode is transferred to the LSI through wholesale prices, so the LSI will appropriately increase 
the sale price. 

Corollary 5(2) shows that when the LSP chooses to participate in joint intelligent transfor-
mation, she will gain more benefits under the platform model. Since the double marginal prob-
lem of cooperation between the two parties in the platform model is eliminated, the resale mod-
el will make the price of logistics services too high, resulting in a decrease in the demand for the 
entire logistics service market. For the LSI, the profit of the LSI in the two modes depends on the 
proportion of shares and the efficiency of intelligent logistics service transformation. When the 
efficiency of intelligent transformation is low and the share ratio is not too low, the profit of the 
LSI in the platform mode is higher than that in the resale mode. Conversely, the LSI will gain 
more benefits under the resale model. Therefore, when the LSP chooses intelligent transfor-
mation, the LSI will decide which mode to adopt according to the efficiency of the logistics ser-
vice transformation and the share ratio obtained. 

5. Conclusion  
5.1 Key findings and managerial implications 

In the context of intelligent logistics transformation, this paper discussed whether the LSP 
should transform alone or participate in the joint transformation of the LSI’s plan, and compared 
the difference of equilibrium results under the platform model and the resale model. We got the 
following conclusions. 
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First, when providing basic logistics services, the platform model has lower prices and a 
higher sales volume, and the profits of the LSP and the LSI depend on the size of the share ratio. 
Meanwhile, choosing the intelligent transformation can improve the benefit of the entire supply 
chain. Second, when the LSP chooses joint intelligent transformation, she can obtain more mar-
ket demand with higher intelligent logistics service level, and at the same time, the LSI can ob-
tain more profits. For the LSP, under the platform model, the LSP can obtain higher profit, while 
under the resale model, regardless of whether she participates in the joint transformation, there 
is no difference in her profit. Third, for the LSP, when participating in the joint intelligent trans-
formation, the level of intelligent logistics service in the resale mode is higher than that in the 
platform mode; when the LSP independently transforms its logistics service intelligently, the 
share ratio will affect the level of intelligent logistics service under the two modes. Whether the 
LSP conducts independent or joint intelligent transformation, more profits can be obtained in 
the agency mode. Finally, for the LSI, no matter which intelligent transformation method the LSP 
chooses, the share ratio and the level of logistics service intelligence will affect the size of her 
profit under the two modes. 

Based on the research in this paper, we can draw the following management insights. First, 
the intelligent transformation of logistics services is necessary for LSP, because more profit can 
be obtained with a higher level of logistics service intelligence. 
Secondly, the LSP should actively participate in joint intelligent transformation. Although there 
is no difference in profit whether or not to participate in the joint intelligent transformation un-
der the resale mode, the LSP can request compensation from other aspects to ensure the overall 
intelligence level of logistics services and its own profit. Finally, in the platform mode, the LSI 
should consider the intelligent transformation willingness of the LSI when adopting joint intelli-
gent transformation. When there is a deviation in the preferences of both parties, it is necessary 
to balance the effects brought by the intelligent transformation and the risks brought by the 
choice of sales models. 

5.2 Limitations and future research directions 

In addition, there are still some limitations in this study, which can be used as a direction for 
further attention in the future. First, this paper considers cost sharing in the joint intelligent 
transformation, and future research is worthy of further research on other forms of compensa-
tion. Second, we assume that the information of the LSI and the LSP is completely symmetrical, 
and it will be necessary to consider asymmetric information for intelligent transformation. Final-
ly, we assume that the impact of intelligent transformation on demand is certain, and the conclu-
sions drawn from studying the impact of intelligent transformation on other forms of demand 
may be more interesting. 
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Appendix A 
Proof of Corollary 1  

(1) 𝑝𝑝𝑃𝑃𝑃𝑃∗ − 𝑝𝑝𝑃𝑃𝑃𝑃∗ = 𝑎𝑎𝑎𝑎�−4−2𝑢𝑢(−6+𝑧𝑧)+𝑧𝑧+𝑢𝑢2𝑧𝑧�
4(4−𝑧𝑧)(4+(−1+𝑢𝑢)𝑧𝑧) , because 4 − 𝑧𝑧 > 0 and 4 + (−1 + 𝑢𝑢)𝑧𝑧 > 0, then it only 

needs to satisfy that −4− 2𝑢𝑢(−6 + 𝑧𝑧) + 𝑧𝑧 + 𝑢𝑢2𝑧𝑧 is positive，we can get 𝑝𝑝𝑃𝑃𝑃𝑃∗ > 𝑝𝑝𝑃𝑃𝑃𝑃∗. We know 

that 𝑠𝑠 > 0  when −6−2√9−2𝑧𝑧+𝑧𝑧
𝑧𝑧

< 𝑢𝑢 < 0.5， then −4 − 2𝑢𝑢(−6 + 𝑧𝑧) + 𝑧𝑧 + 𝑢𝑢2𝑧𝑧  is always greater 

than 0，we can get 𝑝𝑝𝑃𝑃𝑃𝑃∗ > 𝑝𝑝𝑃𝑃𝑃𝑃∗. At the same time 𝑝𝑝𝑃𝑃𝑃𝑃∗ − 𝑝𝑝𝑃𝑃𝑃𝑃∗ = 𝑎𝑎𝑎𝑎(1−𝑢𝑢)
8−2𝑧𝑧(1−𝑢𝑢)

> 0，we can get 
𝑝𝑝𝑃𝑃𝑃𝑃∗ < 𝑝𝑝𝑃𝑃𝑃𝑃∗ < 𝑝𝑝𝑃𝑃𝑃𝑃∗. Proof relationship between 𝑞𝑞𝑃𝑃𝑃𝑃∗, 𝑞𝑞𝑃𝑃𝑃𝑃∗and 𝑞𝑞𝑃𝑃𝑃𝑃∗, and proof of relationship  
between 𝑦𝑦𝑃𝑃𝑃𝑃∗and 𝑦𝑦𝑃𝑃𝑃𝑃∗ is similar to the proof of the relationship between 𝑝𝑝𝑃𝑃𝑃𝑃∗,𝑝𝑝𝑃𝑃𝑃𝑃∗ and 𝑝𝑝𝑃𝑃𝑃𝑃∗，
here we omit. 
(2)𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ − 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ = 𝑎𝑎�−4𝑧𝑧+12𝑢𝑢𝑢𝑢+𝑧𝑧2−2𝑢𝑢𝑧𝑧2+𝑢𝑢2𝑧𝑧2�

4(4−𝑧𝑧)(4−𝑧𝑧+𝑢𝑢𝑢𝑢) ，because 4 − 𝑧𝑧 > 0 and 4 + (−1 + 𝑢𝑢)𝑧𝑧 > 0, then it 
only needs to satisfy that −4𝑧𝑧 + 12𝑢𝑢𝑢𝑢 + 𝑧𝑧2 − 2𝑢𝑢𝑧𝑧2 + 𝑢𝑢2𝑧𝑧2 is positive，we can get 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ > 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗. 
Solve the quadratic equation of −4𝑧𝑧 + 12𝑢𝑢𝑢𝑢 + 𝑧𝑧2 − 2𝑢𝑢𝑧𝑧2 + 𝑢𝑢2𝑧𝑧2 = 0 with respect to 𝑢𝑢，we can 

get −6−2√9−2𝑧𝑧+𝑧𝑧
𝑧𝑧

< 𝑢𝑢 < 0.5，at this time −4𝑧𝑧 + 12𝑢𝑢𝑢𝑢 + 𝑧𝑧2 − 2𝑢𝑢𝑧𝑧2 + 𝑢𝑢2𝑧𝑧2 is always greater than 

0，we can get，so𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ > 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗. Meanwhile, 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ − 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ = 𝑎𝑎(1−𝑢𝑢)𝑧𝑧
2(4−(1−𝑢𝑢)𝑧𝑧

> 0，we can get 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ <
𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ < 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗. Proof relationship between 𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗,𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗and 𝜋𝜋𝐽𝐽𝑃𝑃𝑃𝑃∗ is similar to the proof of the rela-
tionship between 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗,𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗ and 𝜋𝜋𝑇𝑇𝑃𝑃𝑃𝑃∗, here we omit. 

Proof of Corollary 2.  
The proof of Corollary 2 is similar to the proof of Corollary 1, here we omit. 

Proof of Corollary 3.  
The proof of Corollary 3 is similar to the proof of Corollary 1, here we omit. 

Proof of Corollary 4.  
The proof of Corollary 4 is similar to the proof of Corollary 1, here we omit. 

Proof of Corollary 5.  
The proof of Corollary 5 is similar to the proof of Corollary 1, here we omit. 
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A B S T R A C T A R T I C L E   I N F O 
With the proliferation of the Industry 4.0 paradigm, the inadequacy of conven-
tional quality management tools has become increasingly apparent. The pre-
liminary investigation presented in this paper focuses on the identification of 
the Quality 4.0 readiness level of organizations operating in the Czech Repub-
lic, Poland, and Slovakia, as well as affecting factors. The study is based on the 
review of relevant literature. The web-based questionnaire enabling organiza-
tions' representatives through Computer-Assisted Web Interviewing (CAWI) 
to take part in the study was used. Data from 298 completed responses were 
subjected to comprehensive analysis. Descriptive statistics and hypothesis 
testing were applied to analyse the data. Small and medium-sized organiza-
tions achieve low levels of Quality 4.0 readiness. Large organizations are better 
prepared. The study confirmed the dependence between the Quality 4.0 read-
iness level and whether the organization operates in automotive, while auto-
motive organizations achieved a higher level of Quality 4.0 readiness than 
other organizations. The significant relationship between the Quality 4.0 read-
iness level and whether the organization has a certified management system 
was also confirmed. Received data also enabled the identification of the main 
barriers and benefits of Quality 4.0 implementation perceived by the organiza-
tions. The research findings identify the challenges that enterprises face re-
garding the Quality 4.0 implementation and the necessary support that organ-
izations require. These findings can be a foundation for developing novel re-
search initiatives and implementation programs. The research results contrib-
ute to the existing body of knowledge and bring new information and insights 
into the field of quality digitalization. 
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1. Introduction
During the latter decades of the 20th century and the initial years of the 21st century, there was a 
notable acceleration in technological development, accompanied by increasingly rapid changes in 
the conditions under which organizations functioned. Moreover, the emergence of significant pos-
sibilities for integrating new, ground-breaking technologies prompted practitioners and research-
ers not to speak of evolution but of a fourth industrial revolution. Key technologies that distin-
guish Industry 4.0 (I4.0) include Autonomous Robots (AR), Systems Integration (SI), Internet of 
Things (IoT), Cloud Computing (CC), Augmented Reality (AR), Big Data (BD), and simulations [1, 2]. 
 Quality 4.0 (Q4.0) is an emerging research topic dealing with the question: How Quality Man-
agement (QM) needs to be adopted in the digital era? The term ‘Quality 4.0’ has emerged as the 
result of integrating I4.0 features with traditional QM practices. Q4.0 brings benefits for 
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organizations like reduced costs of quality via reduced non-conformities and quality inspection, 
improved operational efficiencies, increased value proposition, transparent data-based partner-
ship, and increased successful product and service innovations [3, 4]. There are only a few studies 
dealing with Q4.0 adoption in organizations, while most of them confirm a low level of Q4.0 read-
iness or maturity, e.g. [5-7]. The number of sources focusing on I4.0 readiness or maturity assess-
ment is much higher and the problem is examined more in terms of the factors affecting the level 
of I4.0 maturity in organizations. Several I4.0 maturity models have been developed and applied 
[8-10]. Also, there are a few studies confirming differences in I4.0 readiness or maturity level de-
pending on countries, e.g. [11, 12], size of the organization, e.g. [13-17], industry sector [18-20], 
etc. The problem of Q4.0 readiness level in organizations and factors contributing to the imple-
mentation of Q4.0 is little explored. Therefore, our paper focuses on the examination of Q4.0 read-
iness of organizations operating in the three Visegrad countries that belong among the most in-
dustrialized countries in the European Union – Poland, Czech Republic, and Slovakia. It examines 
factors that may relate to Q4.0 readiness level like organization size, industry sector, certified 
management systems in organizations and country of origin of organization These factors haven’t 
been examined before in the context of Quality 4.0 readiness levels. It also focuses on the study of 
benefits and barriers of Q4. 0 implementation perceived by organizations. The research questions 
were defined as follows: 

• What is the Q4.0 readiness of Czech, Polish and Slovak organizations? 
• What are the main barriers and benefits of Q4.0 adoption perceived by organizations? 
• Is there a significant relationship between organization size and Q4.0 readiness? 
• Is there a significant relationship between Q4.0 readiness and whether the organizations 

have or don’t have a certified quality management system (QMS)? 
• Is there a significant relationship between Q4.0 readiness and whether organizations oper-

ate in the automotive industry or not? 
• Is there a significant relationship between the country where organizations operate (Czech 

Republic, Poland, Slovakia) and Q4.0 readiness? 

 The findings of this study contribute to the existing body of knowledge by identifying Q4.0 
readiness levels in organizations and affecting factors. The findings can help practitioners to un-
derstand the current state of transformation initiatives in this field and related aspects. 

2. Literature background 
2.1 Industry in Czech Republic, Poland and Slovakia and support of I4.0 on the level of countries 

In the EU countries service sector employs most of the population. The Czech Republic, Slovakia 
and Poland are at the bottom of the ranking as far as employment in services is concerned. The 
countries belong among the six most industrialized economies in the EU. The Czech Republic is in 
second place after Ireland with the industry sharing 30.6 % of the Gross Domestic Product (GDP). 
The share of Poland is 29.8 % and the share in Slovakia is 28,6 % [21]. 
 The most significant industry sector in the Czech Republic is the automotive industry with a 10 % 
share of GDP. Important manufacturers of passenger cars are Škoda Auto owned by the Volkswagen 
Group, Toyota, Peugeot Citroën Automobile and Hyundai. After the automotive, the chemical in-
dustry with a 7 % share of GDP followed by electrotechnics, machinery and metallurgy belong to 
the most important industry sectors. As in the Czech Republic, the automotive industry is the most 
important sector in Slovakia with a 13.9 % share of GDP. It accounts for 47 % of total industry 
production. Currently, four car makers are operating in Slovakia – VW, Stellantis, Kia, and Jaguar 
Land Rover. Slovakia is the world leader in car production per capita. Other high-value-added in-
dustries are the chemical industry (10 % share of the total industrial production), electronics and 
electrical components (9.3 % share of the total industry share), machinery, metallurgy and metal 
proceeding industry [22]. In comparison with the Czech Republic and Slovakia, Poland's reliance 
on the automotive industry is lower. It represents just 3.4 % of GDP [23]. Significant industry 
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sectors in Poland are the mechanical and electromechanical industry followed by the food indus-
try, metallurgical and chemical industry [24]. 
 Digital transformation is inevitable to maintain the countries' economic competitiveness. The 
latest results of the European Innovation Scoreboard show that the Czech Republic belong to the 
moderate innovator and Slovakia and Poland to the group of emerging innovators [25]. The Digital 
Economy and Society Index (DESI) ranked the Czech Republic in 19th place, Slovakia in 23rd and 
Poland in 24th place [26]. According to the World Digital Competitiveness ranking Czech Republic 
took 33rd place, Poland 46th and Slovakia 47th from a total of 64 countries [27]. The Czech Republic 
in comparison with Poland and Slovakia achieved the highest ranking on the base of the above-
mentioned studies. According to the survey by the European Investment Bank, 79 % of firms in 
Slovakia use advanced digital technologies, 72 % in the Czech Republic and 66 % in Poland while 
the EU average is 69 %. As the industrial sector is important for the economy of the countries, 
there is an interest in supporting digital transformation. Strategic initiatives like the National In-
dustry 4.0 Initiative in the Czech Republic (2015) and the Concept of Smart Industry in Slovakia 
(2016) were approved. In Poland, no Industry 4.0 individual strategic document was developed 
but the Future Industry Platform was established in 2019 as a part of the Responsible Develop-
ment Plan to create mechanisms for cooperation and interdisciplinary knowledge transfer for ac-
celerating digital transformation. National Industry 4.0 platforms were founded also in Slovakia 
(Smart Industry Platform) and the Czech Republic (National Centre for Industry 4.0). There have 
been established several Digital Innovation Hubs (DIHs) and European Digital Innovation Hubs 
(EDIHs) in the countries. Digital transformation of industries is also supported by cross-sectional 
strategies supplementing the above-mentioned initiatives like Digital Czech Republic (2018), the 
Digital Transformation Strategy of the Slovak Republic (2018) and Poland's Strategy of Responsi-
ble Development (2017) incorporating Industry 4.0 problematic.  

2.2 Quality 4.0 and Quality 4.0 maturity and readiness models 

Q4.0 is a relatively new term that has emerged in relation to I4.0. The field of Quality Management 
is essential for ensuring the required quality of products and services and customer satisfaction. 
Approaches to quality have gone through several development stages from Quality Inspection 
through Quality Control, Quality Assurance to Total Quality Management and now the era of I4.0 
is forcing the development of the existing approaches towards Q4.0. Q4.0 as an emerging concept 
representing the next developmental stage of QM has attracted much attention from scholars, 
practitioners as well as consulting organizations (e.g. BCG, The Oakland Group, Juran Institute) 
during the last years. After the review of papers in the Web of Science (WoS) database containing 
the term Q4.0 in the title or abstract, 98 publications were found, while 15 of them were elimi-
nated as they did not relate to the Q4.0 as well as the other 5 papers, that mentioned Q4.0 only by 
few words and the presented studies dealt with another area. The focus of the remaining 78 pub-
lications published from 2016 to 2023 is presented in Table 1.  
 

Table 1 Focus of Q4.0 publications indexed in the WoS database 
Publications No. Focus 

22 Q4.0 definition, and/or Q4.0 principles and characteristics and/or Q4.O advantages, disad-
vantages 

20 Selected Q4.0 tools (implementations or review of selected tools and discussion) 
14 Q4.0 maturity or readiness assessment or assessment of usage level of Q4.0 technologies 
11 Identification of main determinants, dimensions of Q4.0 and Q4.0 framework development 

5 Q4.0 competencies and/or relation between Q4.0 and human factor or Leadership's impact 
on Q4.0 implementation 

3 Lean approaches in connection with Q4.0 
2 Q4.0 in relation to sustainability or circular economy 
1 Q4.0 impact on organizational performance 
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 Q4.0 as a term was described in several publications, however, a uniform definition has not 
been established so far. According to the American Association for Quality, Q4.0 references organ-
izational excellence within the context of I4.0 [28]. Q4.0 aligns quality management with I4.0, 
which results in increased efficiency, performance and improved business models. Q4.0 uses new 
technologies like BD, IoT and AI with existing quality methods to broaden the scope of QM and 
deal with a completely new set of complex problems. Some other examples of Q4.0 tools and meth-
ods include digital twin technology, which enables the creation of virtual models of products and 
processes, enabling simulation and optimization as well as blockchain technology, which allows 
secure and transparent tracking of supply chains and product histories. Using advanced technol-
ogies helps to design, operate and maintain predictive, adaptive, automated quality systems along 
with improved human interaction through quality planning, assurance and improvement to 
achieve new optimums in performance, operational excellence, and innovation. Q4.0 emphasizes 
the integration of QM to ensure a holistic approach to quality throughout the entire value chain. 
Researchers endeavour to define Q4.0 by highlighting its distinctive features. They note that this 
is a concept that promotes the adoption of contemporary QM methods, which are grounded, 
among other things in: 

• customer value co-creation enabled by vertical and horizontal integration, 
• cross-functional collaboration, 
• eliminated visual and manual inspection, 
• human empowerment and human-robot interaction, 
• integration of the organisation’s physical infrastructure and processes with the network 

and databases, 
• collecting and analysing live data on the functioning of the infrastructure and processes, 
• fast, adaptive learning and introducing changes before problems occur (prediction), 
• using ML and AI for monitoring, analysis, and fast decision-making, 
• improved trust, transparency, and auditability. 

 There are a few Q4.0 readiness or maturity models that have been published so far. Table 2 
presents these models while elements of individual models were assigned to the selected areas – 
governance and culture, processes, people, technology, and results. Many of the dimensions de-
fined by the models and related elements overlap but they are named differently. For that reason, 
the elements related to the dimensions of the models were assigned to the above-mentioned ar-
eas. The Q4.0 model published by LSN involving 11 elements was the first published framework 
in this field. It helps to interpret the organization's current state and identify what changes need 
to be done to move towards Q4.0. The transformational levels are defined for every element. In 
other cases of Q4.0 maturity models the area of Process often involves elements that cover Q 4.0 
technologies used for process control. The three readiness models in Table 2 define the prerequi-
sites for Quality 4.0 and focus mainly on the first three areas. The model published by [29, 30] 
defines the certified QMS as a prerequisite for successful Q4.0 implementation.  

Among the challenges related to Q4.0 in terms of its implementation, management commit-
ment to invest in technology and missing Industry 4.0 strategy of the organization were identified 
as the most important [5]. The study conducted by [36] among the top challenges identified the 
high cost of implementation, lack of resources, lack of knowledge, organization culture and not 
clear competitive advantage offered by Q4.0. The motivation factors for Q4.0 implementation in-
volved accessibility of information, BD-driven QM programs, increased customer satisfaction, 
productivity improvement and cost saving [37, 38].  
 The number of studies dealing with the factors related to I4.0 maturity or readiness level is 
much higher. Several studies confirmed the relationship between Industry 4.0 maturity level and 
size of the organization [13-17] and industry sectors [18-20], while among the most matured sec-
tors were the automotive, electronics and pharmaceutical industries. 
 In our study, we focused on the examination of selected factors in relation to the Q4.0 readiness 
levels as well as motivators driving Q4.0 implementation in organizations and main barriers 
avoiding the digital transformation of the traditional approaches to quality. 
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Table 2 Q4.0 publications focus in the WoS database 

Q4.0 Maturity/Readi-
ness Model 

No. of items within the areas Sum of Ele-
ments (∑) 

Maturity/ 
Readiness level Governance, 

culture Processes People Technol-
ogy Results 

Q4.0 Transformation 
Model [32] 2 3 2 4 - 11 Levels for each 

element  
Q4.0 Maturity Model 
[7] 4 4 5 9 - 22 7 Q4.0 maturity 

levels 
Q4.0 Maturity Index 
[33] 

4 12 4 8 - 28 5 Q4.0 maturity 
levels 

Q Intelligence Ma-
turity Model [34] 1 4 - 2 1 8 5 Stages of Q ma-

turity ladder 
Q Intelligence Ma-
turity Index [35] 2 8 1 2 1 14 4 Q intelligence 

maturity stages 
Q4.0 Readiness As-
sessment Tool [31] 16 6 3 - - 25 5 Q4.0 readiness 

levels 
Q4.0 Readiness As-
sessment Tool [36] 4 2 2 - - 8 5 Q4.0 readiness 

levels 
Q4.0 Readiness As-
sessment Tool [6] 5 2 3 2 - 12 5 Q4.0 readiness 

levels 

3. Methodology 
Conducting preliminary research is essential to establish familiarity with the phenomenon under 
study, determine the importance and intensity of its features, and identify factors that may signif-
icantly impact the research outcome. This preliminary research serves as a foundation for obtain-
ing valuable initial knowledge about the subject of investigation and concurrently highlights areas 
that require further exploration and development. Preliminary research can be carried out using 
formalized and structured methods and unstructured methods with a low level of formalization. 
To achieve the goals of the study, quantitative methods were used. For data collection online ques-
tionnaire was developed with closed multiple-choice questions. The questionnaire contained 
items focusing on: 

• segmentation characteristics of organizations (size, industry type), 
• types of implemented management systems in organizations, 
• benefits and barriers of Q4.0 implementation perceived by respondents, 
• Q4.0 readiness level in organizations. 

 The questionnaires were distributed through a dedicated internet portal (CAWI) to organiza-
tions of different sizes and sectors operating in the Czech Republic, Poland and Slovakia. Addition-
ally, information about the study was disseminated through professional social networking sites. 
Data collection was carried out between April and July 2022. The questionnaires were filled out 
by quality managers or integrated management system representatives of the organizations.  
 Descriptive statistics and hypothesis testing were used to evaluate the data collected through 
the questionnaires. For hypothesis testing the Chi-square test was used, while the following hy-
potheses were proposed: 

• H1: There is a dependence between the Quality 4.0 readiness level and the size of the or-
ganization. 

• H2: There is a dependence between the Quality 4.0 readiness level and whether the organ-
isation operates in the automotive industry. 

• H3: There is a dependence between the Q4.0 readiness level and the country in which the 
organization operates. 

• H4: There is a dependence between the level of Q4.0 readiness and whether the organisa-
tion has a certified quality management system or doesn’t have. 
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 The null hypothesis H0 acceptance and rejection of alternative hypothesis H1 in the case of the 
above-mentioned hypotheses confirms the significant dependence between the examined param-
eters. Otherwise, it confirms that there isn’t a significant relationship between the parameters. 
For evaluation of Quality, 4.0 readiness 6 levels were used: 

• Level 0 – the organization is not prepared for Q4.0 at all. 
• Level 1 – information and automation technologies are used isolated without mutual con-

nection. 
• Level 2 – information systems and infrastructure elements are connected to the network 

but without the possibility of control of processes in real-time. 
• Level 3 – digitalization enables real-time control of processes and communication. 
• Level 4 – big data from internal processes and external processes are analysed to predict 

future state. 
• Level 5 – decisions are realized automatically through intelligent systems that are widely 

used in organizations. 

 On the base of the literature review, we assumed that a significant proportion of the surveyed 
organizations are likely to be in the early stages of implementing the Quality 4.0 concept. Com-
pleted implementation projects in the Quality 4.0 domain are relatively scarce among organiza-
tions. Nevertheless, there is a growing interest among organizations in this area. Evaluating the 
actual level of preparedness, perceived benefits, and obstacles and the relation of the selected 
factors with the level of Q4.0 readiness will contribute to the existing body of knowledge and pro-
vide valuable information for practitioners. 

4. Results and discussion 
4.1 Research sample 
Totally 298 questionnaires were received, 121 in the Czech Republic, 101 in Poland and 76 in 
Slovakia. The received questionnaires represented over 20 industry sectors. The most repre-
sented industries were the automotive industry (27 %), mechanical industry (16 %) chemical in-
dustry and plastics processing (12 %). The structure of respondents by industry sector is pre-
sented in Fig. 1. 

Medium and large organizations dominated the study. Specifically, 20 % of the respondents 
represented organizations with over 1,000 employees. Meanwhile, 29 % of the respondents were 
from large organizations, and 34 % were from medium-sized organizations. The breakdown of 
participating organizations according to their size in terms of the number of employees is shown 
in Fig. 2. 

 
Fig. 1 Organizations by industry sector 
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Fig. 2 Organizations according to the number of employees 

 

 According to the results, 54 % of the respondents reported that their organization have a cer-
tified ISO 9001 QMS, while 30 % indicated an integrated management system (IMS) involving en-
vironmental or occupational health and safety management system. As many as 7 % of respond-
ents declared the implementation of the ISO 13485 system and 29 % of IATF 16949. Additionally, 
19 % of respondents declared implementation and certification of at least one MS and 17 % of 
organizations didn’t have any certified management system. Fig. 3 illustrates the percentage of 
organizations with individual management systems. The respondents could choose more options. 
 

 
Fig. 3 Implemented management systems in organizations 

4.2 Potential benefits and barriers of Q 4.0 implementation 

Respondents were questioned about their perception of the main benefits offered by Q4.0 imple-
mentation while multiple responses were offered. The results are presented in Fig. 4. 
 The three most important benefits listed by the respondents were the creation of conditions 
for long-term ability to succeed in a competitive environment (52 %), support of interconnection 
of processes and levels of management (48 %), performance increase of all processes (44 %). 
Organizations with an IMS or IATF 16949 consider support of interconnection of processes more 
often as a significant benefit than those with only ISO 9001 or without these systems. The benefit 
of competitive advantage was confirmed by organizations with ISO 9001 or IATF (64 % and 73 %). 
Mass customisation of products (12 %) and the possibility of achieving compliance at the 6-sigma 
level (12 %) are considered the least significant benefits of Q4.0 implementation. Almost 67 % of 
very large organizations consider achieving the 6 Sigma level as a benefit, and 59 % the increased 
flexibility of interventions in case of product deviations and process specifications. 
 The most significant barriers of Q4.0 implementation perceived by the respondents are shown 
in Fig. 5.  

Time and investment requirements are the most significant barriers considered by 70 % of 
organizations, followed by the current lack of financial resources (35 %) and the absence of a long-
term QM strategy. Organisations without certificated management systems more often empha-
sised the need to supplement knowledge (39 %) as a barrier of Q4.0 implementation than those 
with certified management systems. 
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Fig. 4 Potential benefits of Q4.0 implementation 

   

 
Fig. 5 Potential barriers of Q4.0 implementation 

4.3 Quality 4.0 readiness level  

Almost 22 % of respondents stated that their organization is not ready to implement Q4.0 (level 
M0). Level M1 characterized by isolated automation and information systems was chosen by 15 % 
of organizations. The level M2 representing partially interconnected information systems was 
typical for 16 % of organizations. Level M3 described by connected information systems and in-
frastructure without the possibility of process control in real-time is achieved by 12 % of organi-
zations. Level M4 achieved the second highest value (20 %) and represents organizations where 
digitalization enables the control of processes in real-time. There is a low percentage of organiza-
tions achieving level M5 (10 %) where advanced analytics is used for proceeding the big data to 
make predictions and the highest level M6 characterized by the possibility of automated decision-
making enabled by intelligent technologies based on big data and advanced analytics is typical for 
6.5 % of organizations. Fig. 6 shows the percentage value of the organization classified into indi-
vidual Q4.0 readiness levels. 

In micro and small organizations prevail the M0 and M1 levels. In the case of medium-sized 
organizations, the Q4.0 readiness level rises, but only 27 % of organizations achieve M4, M5 or M6 
levels. More than 40 % of large organizations achieve the three highest levels and in the case of 
very large organizations, it is more than 60 % of organizations. 
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Fig. 6 Quality 4.0 readi ness levels 

 
 Fig. 7 shows the percentage of organizations of different sizes within individual Q4.0 readiness 
levels. 
 

 
Fig. 7 Quality 4.0 readiness levels in the organizations with different numbers of employees 

4.4 Hypotheses testing 

From the results in Fig. 7 it can be concluded that the level of readiness for Q.4 implementation is 
related to the size of the organisations. The results of the H1 testing (p-value = 0.000) confirm that 
there is a significant statistical dependence between the level of organizational readiness to im-
plement Q4.0 and the size of the organization. The test used does not allow to define what is the 
cause and the effect, however, in the context of Fig. 7 it can be concluded that large organisations 
are better prepared for Q.4 implementation than small and medium organizations. The fact that 
I4.0 maturity and readiness levels are higher in large organizations than small and medium-sized 
was confirmed in some studies, e.g. [13-17]. 
 The results of the hypothesis H2 testing (p-value = 0.002) show that there is a significant sta-
tistical dependence between the level of readiness for Q4.0 implementation and whether the or-
ganisation operate in the automotive industry. The organisations operating in the automotive in-
dustry have a higher level of Q4.0 readiness (average level is 4.221, i.e. readiness level between 
M3 and M4) than organisations from other sectors (average level is 2.795, i.e. readiness level be-
tween M1 and M2). This is in accordance with the percentages, where the results show that 54 % 
of non-automotive organisations ranked themselves to be at the Q4.0 readiness levels M0 and M1. 
In contrast, only 14 % of organisations from the automotive sector ranked themselves to be at the 
first two lowest readiness levels and 53.5 % of organisations ranked themselves to be at the high-
est levels M4 to M6. Some studies focusing on the Industry 4.0 readiness and maturity confirmed 
that automotive sector belongs to front runners, e.g. [18-20]. It is consistent with our finding.  
 On the basis of the results of the hypothesis H3 testing (p-value 0.001), it is possible to accept 
the null hypothesis and reject the alternative hypothesis, what means that there is a significant 
dependence between the country where the organization operates and the Quality 4.0 readiness 
level. This finding may be related to the different industry structures in the countries. In the Czech 



Wawak, Sütőová, Vykydal, Halfarová 
 

354 Advances in Production Engineering & Management 18(3) 2023 
 

Republic and Slovakia, in contrast to Poland, the automotive industry is predominant, where there 
are higher levels of Q4.0 readiness. It also can relate to different levels of digitalization in the coun-
tries confirmed by the studies like, e.g. [25-27]. 
 Based on the H4 hypothesis testing (p-value = 0.002), it was concluded that there is a signifi-
cant statistical dependence between the level of Q4.0 readiness level and whether the organisa-
tion has a certified QMS or doesn't have. It can be concluded that organisations with a certified 
QMS are better prepared for the implementation of Q4.0 (average level is 3.403, i.e. readiness lev-
els between M2 and M3) than organisations without a certified QMS (average level is 2.736, i.e. 
readiness levels between M1 and M2). Again, the percentage share showed an interesting result. 
The lowest level of readiness was in the case of 49.1 % of organisations that do not have a certified 
QMS. Only 18.2 % of organizations with a certified QMS evaluated themselves to be at the M0 level. 

5. Conclusion 
Organizations that apply I4.0 technologies are experiencing technological advancements that re-
veal the limitations of current quality management tools. Implementation of advanced infor-
mation technology systems equips quality experts with sophisticated data, necessitating their 
adept interpretation. Consequently, novel and updated quality tools must be developed, and new 
competencies must be defined and guaranteed. 
 During our preliminary research we focused on the Quality 4.0 readiness level of organizations 
operating in the selected Visegrad countries – Poland, Czech Republic and Slovakia. The results 
revealed that small and medium-sized organizations achieve low levels of Quality 4.0 readiness. 
Large organizations are better prepared. There are only a few studies focusing on Quality 4.0 read-
iness level that have been published confirming that organizations are in the early stages, what is 
consistent with our findings in terms of small and medium sized organizations (SMEs). Our re-
sults confirmed statistically significant dependence between the size of the organization and Qual-
ity 4.0 readiness. It was also confirmed the dependence between Quality 4.0 readiness and 
whether the organization operates in automotive or not. Automotive organizations achieved a 
higher level of Industry 4.0 readiness. Among the three main barriers of Quality 4.0 implementa-
tion perceived by organizations the investment requirements, the current lack of financial re-
sources and the absence of a long-term QM strategy were identified. On the other hands, the or-
ganizations consider as three main benefits of Quality 4.0 implementation the long-term compet-
itiveness, interconnection of processes and organization levels and increasing process perfor-
mance. The study confirmed the dependence between Quality 4.0 readiness and the countries 
where the organizations operate. Organizations with certified (QMS) achieved higher levels of 
Q4.0 readiness and it was confirmed that there is a statistically significant dependence between 
Q4.0 readiness and whether the organization has implemented certified QMS. 
 Q4.0 is a recently developed concept and research in this area is in its early stages. The research 
findings identify the challenges that enterprises face regarding the Quality 4.0 implementation 
and the necessary support that they require. These findings can be a foundation for developing 
novel research initiatives and implementation programs. They can serve as an input for prepara-
tion of supporting initiatives for SMEs on the level of countries. The research results contribute 
to the existing body of knowledge and bring new information and insights into the field of quality 
digitalization and factors contributing to the transformation of traditional quality approaches for 
the needs of Industry 4.0 and can help organization to build suitable strategies The research con-
ducted in this study is preliminary. A limitation of the study is the questionnaire’s length. The 
examined factor - country of organization's origin in relation to Quality 4.0 readiness level must 
be further analysed. Also not all possible factors and dependencies were detected. However, these 
limitations can be addressed in future, more in-depth research. 
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A B S T R A C T A R T I C L E   I N F O 
In today's fast-paced business environment, implementing strategies through 
programs, projects, and business-as-usual activities can be challenging for com-
panies. The telecommunication industry, in particular, faces these challenges 
as it experiences the effects of digital transformation and fast-changing mar-
kets. It requires a flexible and adaptive approach to project portfolio manage-
ment (PPM) to optimize investments and deliver value. This article presents a 
successful case study of a PPM process using the Stage-Gate model in a promi-
nent telecommunications company that operates in a dynamic and fast-grow-
ing environment. The Stage-Gate PPM model comprises four stages: Proposal 
Selection, Selection of Nominated Demands, Prioritization, and Categorization 
of Projects. The model is unique as it can be adapted to different projects and 
incorporates elements of Agile approaches, such as Portfolio Sprint meetings 
and artefacts. The study demonstrates the importance of a well-defined PPM 
process in coordinating short-term and long-term activities and effectively al-
locating time, money, and resources. The Stage-Gate PPM model can potentially 
enhance project success rates and bring greater value to companies by ensur-
ing the realization of suitable projects. This article contributes significantly to 
the existing literature on portfolio management, providing valuable insights 
and lessons applicable to other companies in the industry to enhance their 
portfolio management processes. Furthermore, this study can interest scholars 
and researchers seeking to explore effective portfolio management in other 
complex and dynamic environments. 
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1. Introduction
The telecommunications industry is constantly evolving, with new trends emerging as a technol-
ogy and consumer preferences change. As stated in the Telecom Services Market Size, Share & 
Trends Analysis Report By Service Type, the telecommunications services market is expected to 
grow significantly in the coming years, driven by the increasing demand for mobile data services 
and the growth of machine-to-machine services [1]. In today's dynamic and highly competitive 
business environment, where customer demands are constantly evolving and competition is 
fierce, every industry faces significant challenges [2, 3]. Telecommunication companies, in partic-
ular, must possess the capability to adapt to these changes and uphold flexible internal processes 
in order to achieve success. 
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In the telecommunications industry, companies are process and project-oriented, relying on pro-
ject management to solve business problems and adapt to the dynamic environment [4]. Environ-
mental uncertainties and changing customer demands are just another factor pushing companies 
to be more flexible [5]. However, effective portfolio management techniques are essential to re-
main competitive and achieve their business goals. The role of portfolio management is to align 
the company's product offerings with the changing needs of its customers and the market while 
also ensuring that the portfolio delivers the desired financial performance and supports the com-
pany's overall business strategy [6-8]. Through portfolio management, companies can optimize 
resource utilization, mitigate risks, ensure alignment with business objectives, and facilitate re-
source allocation, resulting in more efficient and effective goal attainment [9].  
 The telecommunications industry has experienced significant changes in recent years due to 
privatization and liberalization, resulting in a dynamic and fast-growing environment. To remain 
competitive in this industry, companies require access to cutting-edge technology, innovations, 
and domestic and international market access. Effective portfolio management is essential for tel-
ecommunications companies to achieve their goals more efficiently and effectively, driving long-
term success. Therefore, this research focuses on the telecommunications industry to investigate 
the challenges of portfolio management and identify successful practices that can enable compa-
nies to stay competitive and achieve their strategic goals. 
 This article presents a case study of a project portfolio management process (PPM) using the 
Stage-Gate model in a leading telecommunications company based in Serbia operating in a re-
gional market. The study aims to contribute to the broader literature on portfolio management in 
the telecommunications industry by focusing on value capture and providing insights and lessons 
from the company's portfolio management process. Specifically, the article uses a unique Stage-
Gate model to observe a company's organizational approach to achieving strategic goals and adapt 
project management according to the project's size, complexity, and characteristics. 
 This article makes a significant contribution to the existing literature on portfolio management. 
Its importance lies in its contribution to understanding the value of portfolio management in the 
telecommunications industry, particularly through the unique Stage-Gate PPM model. Companies 
in the industry can apply the insights and lessons learned from this case study to achieve their 
strategic goals and enhance their portfolio management processes.  
 The remainder of this article is structured as follows. The second section presents the literature 
review on PPM, rethinking value creation through PPM, the benefits of using the Stage-Gate model 
for PPM, and the fundamental PPM challenges in the telecommunication industry. The third sec-
tion details the case study of introducing Stage-Gate PPM in a telecommunication company. The 
fourth section presents the case study's lessons learned. Finally, the paper concludes with a sum-
mary of the key points and provides directions for further research. 

2. Literature review 
2.1 Project Portfolio Management (PPM) 

A portfolio represents a collection of projects, programs, subsidiary portfolios, and operations 
managed to achieve strategic objectives. Portfolio components (projects, programs, subsidiary 
portfolios, and operations) compete for a share of limited resources. Organizations must examine 
their unique circumstances and determine how to optimize and balance the portfolio components. 
 The beginnings of PPM date back to the 1950s in determining inventory portfolios [10]. PPM 
can be seen as one large entity of all the projects in an organization managed and sponsored by 
company managers. The right projects must be selected, prioritized and evaluated to form one 
entity that helps the organization reach its strategic goals. Project and program management are 
focused on process efficiency, but portfolio management refers to effectiveness – aligning tasks 
and priorities according to the strategic goals and vision of the company [10]. PPM attempts to 
answer the questions such as “What should we take on? What should be terminated? What is pos-
sible? What is needed?" [11]. 
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 Organizational strategy is composed of goals and policies that provide the overall direction and 
focus of the organization, as well as plans and actions to achieve those goals. PPM is the centralized 
management of one or more portfolios to achieve strategic objectives. Applying portfolio manage-
ment principles aligns the portfolio and its components with the organizational strategy, contrib-
uting to the company's competitiveness and business success [12]. PPM can also be viewed as a 
dynamic activity through which an organization invests resources to achieve its strategic objec-
tives by identifying, categorizing, monitoring, evaluating, integrating, selecting, prioritizing, opti-
mizing, balancing, authorizing, transitioning, controlling, and terminating portfolio components. 
PPM is recognised as an active decision-making procedure that modifies a set of projects, whereby 
a business’s list of active new projects is constantly updated and revised [10]. Optimising the PPM 
emphasises transparency through clear goals, roles and processes. Also, without standardization 
of project management, PPM is elusive [6]. 

2.2 Rethinking value creation through PPM: An organizational approach to achieving strategic ob-
jectives 

One of the noteworthy changes in the project management field is the orientation of project man-
agement towards value delivery, defined as set of strategic activities contributing to achieving 
strategic goals and enhancing the company's operations. The concept of value capture has gar-
nered considerable attention from scholars in the past decade [14]. However, a detailed examina-
tion of the value approach to project management has only recently emerged [15]. Value capture 
studies are pertinent because organizations have often encountered challenges capturing value 
from their projects [14]. These difficulties stem from an uncertain environment that necessitates 
anticipating project execution, managing uncertainties, and comprehending various stakeholders' 
diverse perspectives [16]. 
 The shift from "product creation" to "value creation" has arisen from long-standing discussions 
about measuring project success [17]. The conventional observation of project success was cen-
tred on the well-known project management "Golden Triangle" imperatives – cost (remaining on 
a budget), time (meeting deadlines), and scope (meeting requirements). Rethinking project suc-
cess assessment has spurred the recent emphasis on value and emphasized the importance of sit-
uating project management in a strategic context, namely emphasizing the importance of PPM 
[17]. PPM should ensure that the portfolio components (projects) that contribute the most to the 
value chain, impact the enhancement of the company's operations, and achieve strategic goals are 
selected for implementation. PPM provides a comprehensive framework for strategy execution 
and necessitates constant alignment with strategic objectives through processes and practices for 
project and program management to achieve strategic business objectives [7]. 
 Effective PPM is critical for companies to achieve their strategic goals and deliver value to 
stakeholders beyond just commercial success [17] This requires careful consideration of both tan-
gible and intangible benefits for stakeholders delivering the requisite values that stakeholders ex-
pect [18], and an alignment of strategy and execution while balancing feasibility with necessity. 
components that contribute most to a company's strategy. Although these components may be 
independent, they often compete for the same limited resource pools, making it crucial for com-
panies to assess their resource potential and optimize the balance of their portfolio components. 
Once the projects are selected, it is imperative to allocate limited resources to them in a coordi-
nated manner to achieve the best possible results [7, 19]. Coordinated management makes it pos-
sible to allocate human, financial and physical (logistical/material) to achieve the best possible 
results. In other words, effective PPM ensures that a company's strategic goals are met by select-
ing, allocating resources to, and implementing the most important projects. 
 By analysing portfolio components and their interdependencies, PPM can identify potential 
challenges and risks, constantly updating and revising an active list of projects [20, 21]. This helps 
make strategic decisions that align with the company's goals. To achieve this, PPM must be inte-
grated with organizational planning and business analysis to analyse current business risks, which 
may drive strategic changes to support planned portfolio components. 
 Portfolio components are grouped based on risk, financing, and other parameters to facilitate 
effective work management while achieving organizational strategies and priorities. Assigning 



Milenkovic, Ciric Lalic, Vujicic, Pesko, Savkovic, Gracanin 
 

360 Advances in Production Engineering & Management 18(3) 2023 
 

appropriate priorities to portfolio components is critical to managing the portfolio effectively. 
PPM enables a company to execute the right projects at the right time by selecting and managing 
projects as a portfolio of investments. Linking PPM to strategy balances resource utilization and 
investments to maximize the value delivered in executing programs, projects, and operational ac-
tivities. PPM has become a key element of how companies deliver value to multiple stakeholders 
and achieve business success. 
 However, achieving strategic goals and delivering value through PPM are not without their 
challenges. These include obtaining and maintaining senior management support, determining 
short-term and long-term goals, managing limited resources and capabilities, and sustaining the 
ability to execute [17]. Hence, companies must focus on doing the right projects at the right time 
in the right way to avoid the wastage of precious resources [22]. 

2.3 Benefits of using the Stage-Gate model for PPM  

The Stage-Gate model, which was introduced in the mid-1980s, has helped many companies mak-
ing the new product development process more effective and built to prevent or minimise risks 
[23]. The model has been continually refined and enhanced by industry leaders to make it more 
flexible, scalable, and adaptable, incorporating best practices such as better governance, integra-
tion with portfolio management, accountability, and continuous improvement.  
 The Stage-Gate model's benefits extend to portfolio management, where it provides a system-
atic approach to managing projects and ensuring alignment with a company's strategic objectives 
while achieving the desired outcomes. Adopting a systems perspective to the Stage-Gate process 
underscores the importance of feedforward controls, such as planning and forecasting, in making 
critical decisions such as go/kill/hold/recycle [24, 25].  
 This article highlights the benefits of using the Stage-Gate model for portfolio management, 
emphasizing its ability to improve decision-making, enhance resource allocation, mitigate risks, 
and improve communication. By using predefined criteria and gates, decision-makers can objec-
tively assess the project's potential and determine whether to continue, revise, or terminate it. 
The strength of Stage-Gate methodology is its simplicity and decision-making based on infor-
mation available at that moment [26].  
 The Stage-Gate model enables effective resource allocation, ensuring each project has the re-
sources it needs to succeed. This is achieved by using predefined stages and gates that help com-
panies allocate resources based on the project's needs and potential. For integrating the PPM to 
the Stage-Gate process, gates have to be modified. In addition, resource allocation methods are 
added to the gates without reprioritising the entire set of projects every month. 
 The model also includes a structured approach to risk management, enabling companies to 
identify and address potential risks at each gate, thereby reducing the likelihood of project failure. 
 Effective communication and reporting are also integral parts of the Stage-Gate model, ensur-
ing stakeholders are informed and engaged throughout the project's lifecycle. This helps to build 
trust and support for the project, increasing the chances of success. 

2.4 PPM in the telecommunication industry 

The telecommunication industry is highly competitive and subject to rapid technological changes. 
Consequently, telecommunication companies invest substantial amounts of capital into numerous 
projects, such as network infrastructure, product development, and marketing initiatives.  
 Effective PPM within this industry encompasses managing the company's portfolio of products 
and services, including developing and launching new products, optimizing existing products, and 
discontinuing underperforming ones. The primary objective of PPM is to identify and prioritize 
projects that are most likely to yield the highest return on investment, ensuring that the compa-
ny's resources are utilized efficiently and effectively to maximize value. PPM optimize a portfolio's 
value, develop its strategic alignment, and balances its assignments [15]. In addition, it helps to 
diversify the company's portfolio of projects, reducing the risk of a single project failure affecting 
the entire business. It also enables the company to monitor the progress of each project and make 
adjustments if necessary, reducing the likelihood of unexpected setbacks. 
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 In the telecommunications industry, effective PPM must ensure that the company's product 
offerings align with the dynamic needs of the customers and the market while delivering the de-
sired financial performance and supporting the company's overall business strategy [27]. This en-
sures that all projects are working in unison towards a common objective, thus enhancing the 
likelihood of success. Portfolio management is instrumental in efficiently allocating company re-
sources, such as capital, staff, and time, across different projects. This not only ensures that each 
project has the resources it needs to succeed but also prevents resource bottlenecks and wastage. 
 Peter Krüssel [28] has identified various challenges faced by telecommunication companies in 
managing their portfolio of products and services. One major challenge is the rapidly changing 
technology landscape, which requires companies to adjust their portfolio offerings to stay relevant 
continuously [29]. Moreover, telco companies require significant capital investments to build and 
maintain their networks, making investing in new products or services that may not have a guar-
anteed return on investment difficult. In addition, increasing competition from new entrants such 
as over-the-top (OTT) providers and technology companies also poses challenges for maintaining 
a competitive portfolio and differentiating themselves from their competitors. Another challenge 
is balancing short-term financial goals with longer-term strategic objectives. This can create ten-
sion between investing in new products and services that may have a longer-term payoff versus 
maintaining profitability in the short term. Furthermore, the highly regulated nature of the tele-
communication industry with complex regulations that vary by country and region presents chal-
lenges in introducing new products or services. As a result, companies need to navigate regulatory 
requirements and obtain necessary approvals, which can be time-consuming and expensive. 
 The ultimate goal of linking PPM with organisational strategy and strategic business execution 
is to establish a balanced, realistic plan that will help achieve both short-term financial goals and 
long-term strategic goals [30] .Furthermore, successful companies in this industry must be agile 
and innovative [31, 32], which is unthinkable without a well-established PPM. 

3. Case study: Introducing Stage-Gate PPM in telecommunication company 
The case study presented in this section focuses on successful implementation of a PPM process 
using the Stage-Gate model in a prominent telecommunications company based in Serbia. The 
company offers a range of services, including mobile and fixed-line telephony, broadband internet, 
and cable television, and has a strong market position with over 11 million subscribers in three 
regional markets. 

3.1 Introducing PPM in the portfolio cycle 

Like programs and projects, portfolios require diligent life cycle management, including initiation, 
planning, execution, and optimization, to ensure stability and adaptability in a constantly changing 
environment. The portfolio's performance is monitored and controlled during all phases, with rel-
evant information analysed and decisions made about which components should be transferred 
to the next stage. The phases in the portfolio life cycle are not necessarily sequential and can have 
multiple iterations in one phase, and all phases within the portfolio are subject to change. Man-
agement decisions are made within the portfolio's life cycle, enabling the portfolio to be changed 
and updated to adapt to internal and external factors. For instance, if there are legal and regulatory 
changes, the PPM process must align the management plans with the new requirements, as illus-
trated in Fig. 1. 

The goal of establishing the PPM process within this telecommunication company under anal-
ysis was to identify all business requirements at the company level and enable centralized man-
agement of priorities for programs, projects, and other business-as-usual (BaU) requirements de-
rived from the current business strategy and market demands. A PPM process was deemed crucial 
to prepare the organization for future exploration of new markets and development possibilities, 
acquiring new skills and competencies, and adapting to rapidly changing business environments 
[8]. 
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Fig. 1 Portfolio Life Cycle as a continuous process 

 
The process aimed to shift the organization's mindset from tactical to strategic by selecting and 

managing projects aligned with its strategy. The company's business strategy, formulated by the 
top management, clearly indicated how the company's operations would be shaped in the follow-
ing period. PPM was central to achieving the organization's intended strategies and future growth 
[11]. 
 In 2022, the PPM process was introduced through a pilot project, which was based on the five-
year strategic business plan that had been created in 2021. The pilot project covered several op-
erational fields the Portfolio Governance Board had to deal with, including gaining an end-to-end 
overview of all inserted portfolio components and their associated activities. The pilot project also 
involved prioritizing the realization of portfolio components/activities and understanding the 
possible consequences of not completing other activities due to priority changes. Additionally, the 
pilot project aimed to balance short-term and long-term portfolio components/activities, present 
strategically important projects and programs and connect the portfolio components with moni-
toring the implementation of the strategic business plan. The monitoring involves using defined 
strategic initiatives, key performance indicators (KPIs), and preventive/corrective measures. Do-
ing so makes it possible to properly balance and prioritize projects/programs/BaU within the es-
tablished portfolio, which in turn contributes to achieving the defined strategic goals. It is essential 
to base the KPIs and strategic initiatives on the company's strategic goals and ensure that they 
contribute to its overall success and sustainability [31]. 

3.2 Stage-Gate project Portfolio Management model 

In this case study, the Stage-Gate model is used to establish the PPM process by taking a big-pic-
ture overview of all activities at the company level, dividing their realization into stages, and ena-
bling an easier decision-making process in every gate (determine whether or not the project can 
continue to the next phase). The Stage-Gate PPM model presented in this article is uniquely valu-
able because it can be adapted to different types of projects [33]. It shares some similarities with 
the Agile-Stage-Gate model, as it incorporates elements of Agile approaches such as Sprint meet-
ings and artefacts [34]. 
 

The Stage-Gate PPM model description 

I) STAGE 1 (S1): Proposal Selection 
Telecommunication company receives a large number of proposals from its different or-
ganizational units for potential projects and programs. These proposals cover various ar-
eas such as network expansion, new product development, and process improvement ini-
tiatives. To start the PPM process, the Executive Directors of each organizational unit 
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consider nominated proposals in their respective units of responsibility and nominate the 
most promising ones for further selection at the company level. The output of the S1 is a 
List of company-level nominated demands for projects/programs (Gate 1 – G1). 

II) STAGE 2 (S2): Selection of Nominated Demands 
The company conducts a business analysis and financial asset verification for the nomi-
nated demands to determine which demands should be realized as projects or programs. 
The output of the S2 is a List of portfolio components at the company level, which are en-
tered as portfolio components in the Portfolio Database (Gate 2 – G2). 

III) STAGE 3 (S3) Prioritization 
Prioritization is carried out iteratively during Portfolio Sprint Meetings. The Portfolio Man-
ager and Portfolio Team prepare relevant information and proposals to aid decision-mak-
ing. The Portfolio Governance Board reviews the proposals and makes decisions on prior-
itization, ensuring that Go-NoGo decisions are clearly defined when priorities change. Ex-
ecutive Directors are also involved in decision-making for reprioritization or termination 
of activities when necessary. The goal of prioritization is to ensure that the implementation 
of short-term and long-term activities is coordinated to bring the greatest value for the 
company, taking into account the proper allocation of time, money and human resources 
to individual activities. A detailed Risk/Value analysis is conducted to confirm project pri-
orities through discussion at Portfolio Sprint meetings. This process aims to ensure that 
the company is realizing the most suitable projects by carefully calibrating, levelling, and 
harmonizing R/V parameters at the company level through a joint and transparent assess-
ment. The output of the S3 is a List of prioritized portfolio components at the company level 
(Gate 3 – G3). 

IV) STAGE 4 (S4): Categorization of the Projects 
The Program Management Team utilizes the List of prioritized portfolio components (G3) 
to categorize the projects and recommend an appropriate project methodology for each. 
The team considers various factors, including project scope, complexity, and duration. Still, 
the most important is the benefit that the project brings to the company in the short and 
long term to classify the projects into small, medium, or large categories. This categoriza-
tion allowed for a balanced distribution of short-term and long-term activities as part of 
the PPM process. 

 
Fig. 2 present the modified Stage-Gate model integrating the PPM. 
 

 
Fig. 2 Stage-Gate PPM Model 

 



Milenkovic, Ciric Lalic, Vujicic, Pesko, Savkovic, Gracanin 
 

364 Advances in Production Engineering & Management 18(3) 2023 
 

 For each project category, the Program Management Team analyse each project individually 
and proposed an appropriate project methodology. They considered the need for iterative and 
incremental development throughout the project life cycle, changing customer requirements, un-
certain processes, and value delivery. As no one-size-fits-all project methodology suits all compa-
nies and project types, the team recommended either a waterfall approach, an agile approach, or 
a hybrid methodology that incorporated both waterfall and agile approaches. Agile approaches 
are better suited for situations where changing customer requirements and uncertain processes 
are expected, and value delivery is a focus. On the other hand, traditional project management 
approaches, such as the Waterfall methodology, are plan-driven, focused on detailed planning and 
process control, and customer requirements are defined at the outset [35]. 

3.3 Stage-Gate PPM model roles and responsibilities 

The Stage-Gate PPM process involves several key participants, including Executive Directors, the 
Portfolio Governance Board, Middle Management – other department directors who are not mem-
bers of the Portfolio Governance Board but whose participation is relevant in portfolio manage-
ment, and a Permanent Team from the Strategy Department that supports the work of the Portfo-
lio Governance Board. 

1. The Executive Directors are responsible for managing the participation of the company's or-
ganizational units in the PPM process. They make decisions on which requests will be nom-
inated to achieve strategic goals based on business needs and potential, and also monitor 
and control the realization of portfolio components. They may also decide on reprioritiza-
tion or termination of portfolio components if necessary. 

2. The Portfolio Governance Board is composed of 10 department directors from organizational 
units relevant to portfolio management, who have the right to vote for prioritization/repri-
oritization of activities (projects/programs/BaU). These departments include product de-
velopment, technical and IT, sales, customer care, financial controlling, and budgeting. The 
Portfolio Governance Board is coordinated by the director of the Strategy department, who 
also oversees periodic Portfolio Sprint Meetings. 

3. Middle Management comprises other department directors who are not members of the 
Portfolio Governance Board but participate in all or some activities based on their compe-
tencies and needs. They do not have the right to vote for prioritization/reprioritization but 
are responsible for communicating with their organizational units about any changes in pri-
oritization status. 

4. The Permanent Team from the Strategy Department supports the work of the Portfolio Gov-
ernance Board and the preparation of the Portfolio Sprints. It includes the Portfolio Man-
ager, Portfolio Team, Strategic Team, and Program Management Team. 
• The Portfolio Manager and Portfolio Team analyse all relevant information and prepare 

a proposal for making decisions on reprioritization of portfolio components at the next 
Portfolio Governance Board sprint. They also prepare a unified report on the status of 
the portfolio in Power BI, containing relevant indicators on the status and trend of reali-
zation on the project/program, and a proposal for making decisions on balancing and 
reprioritization. 

• The Strategic Team connects strategic initiatives with projects/programs/BaU entered 
in the Portfolio table and monitors the implementation of the current strategic business 
plan by quarter, strategic and operational KPIs, and the connection with the implemen-
tation of portfolio components. 

• The Program Management Team, in cooperation with Business requestors, is responsible 
for categorizing projects and selecting an adequate project management methodology. 

 Through open and transparent governance, including processes for categorizing, prioritizing, 
selecting, and approving portfolio components, PPM key stakeholders are more likely to accept 
the decisions and agree with the process, even when they may not fully endorse the decisions 
made. 



Project portfolio management in telecommunication company: A stage-gate approach for effective portfolio governance 
 

Advances in Production Engineering & Management 18(3) 2023 365 
 

3.4 Stage-Gate PPM model artefacts and meetings 

The Portfolio Database, as a crucial PPM artefact, was established at the inception of the pilot pro-
ject in Q1 2022 to record all company planned, ongoing or completed activities, including Pro-
gram, Project, and BaU, along with relevant data. All responsible participants, including Portfolio 
Governance Board members and their associates, Project/Program managers/Product owners, 
Process managers, and the Strategic team, constantly update the Portfolio Database. Key data for 
each activity is arranged in columns, including the name of the aggregated activity, its type (PR/PG 
/BaU), description, owner, project manager/product owner, percentage of realization, status, 
strategic pillar/strategic initiatives, traffic light status (project health check), category, and 
risk/value. These data are essential for top management reporting and must be updated promptly 
to ensure accurate and complete reports. 
 Each portfolio component must be assigned to either the short-term category, which includes 
small application changes and small and medium projects, or the long-term category, which in-
cludes large projects and programs and BaU activities. The primary criterion for project categori-
zation is the benefit it brings to the company in the short and long term. 
 All activities submitted by business requestors for prioritization using various tools must be 
added to the Portfolio Database. Business requestors can indicate the need to prioritize an activity 
by adding the "P" mark in the Portfolio Database and a brief explanation.  
 This database serves as a source for systematizing, monitoring, and reporting, as well as a basis 
for balancing and prioritizing activities during periodic meetings of the Portfolio Governance 
Board, known as Portfolio Sprints. This is a living artefact being continuously maintained. 
The Portfolio Sprint is a regularly scheduled, time-limited meeting lasting one hour on Wednes-
days. During this meeting, the Project Governance Body directs its attention towards pre-deter-
mined tasks focusing on achieving specific objectives.  
 The Portfolio Manager, along with the Portfolio Team and operational associates of department 
directors who serve as Portfolio Governance Board members, evaluate the impact of increasing 
the priority of specific portfolio components. They analyse all relevant information and prepare a 
proposal for making decisions on the reprioritization of portfolio components at the next Portfolio 
Governance Board sprint once a week. Based on their proposed new ranking, the final priority 
decision is made during the Portfolio Governance Board's Portfolio Sprint Meeting. 
 The Portfolio Sprint agenda often includes an end-to-end (E2E) overview of individual activi-
ties, which helps shift the focus from individual activities to the overall activity (Strategic business 
plan), making the realization process more comprehensive. To provide an E2E overview of port-
folio components, it is necessary to aggregate all basic activities by linking them to the overall ac-
tivity, enabling the monitoring of interdependence during the realization of associated activities.  
 In addition, Regular Status meetings with the strategic initiatives’ owners provide an oppor-
tunity to identify projects and programs that have strategic importance and should be prioritized. 
 Long-term activities identified through this process are specially flagged in the Portfolio Data-
base to ensure they receive the necessary attention and resources. Meanwhile, strategic initiatives 
owners are also able to apply for and launch projects and programs that have not been recognized 
by the previous analysis but which they consider to be strategically important. This flexibility al-
lows the continuous refinement of the strategic plan to adapt to changing circumstances. 
 This approach was beneficial in launching new services, as it allows monitoring the implemen-
tation of activities required for Customer Care, Business Analytics, and Marketing sectors after go-
live. It also facilitates dividing complex, transformational programs into smaller, more managea-
ble projects. 
 The Strategic team plays a critical role in providing ongoing support to the strategic initiative 
owner, helping them to monitor and report on the progress of their initiatives effectively. This 
coordination leads to the preparation of quarterly reports on the implementation of the strategic 
business plan, which serve as the basis for prioritizing projects and programs within the PPM pro-
cess. The use of Power BI reports, as shown in Figures 3 and 4, further enhances the PPM process. 
 Fig. 3 shows a report for one strategic initiative (SI 1.4.) by portfolio components (6 projects 
are realizing according to plan, 1 project is late, and 2 projects have yet to start). Fig. 4 shows that 
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the late project has the flag "B" in the Portfolio Database, indicating the need for balancing this 
project at the Portfolio Sprint meetings. In this way, the necessary feedback from monitoring the 
strategic plan's implementation is provided to the PPM process. This loop enables comprehensive 
calibration between portfolio components and strategy implementation results at the company 
level through a joint and transparent assessment, which contributes to realizing the right things 
in the right way. 
 

 
       

 

Fig. 3 Example of Strategic business plan report (KPIs) 

 
Fig. 4 Example of Strategic business plan report (Overall Activity) 

 

Through this continuous process of analysis and refinement, PPM enables the company's opera-
tions to remain flexible and responsive to changing circumstances, thereby increasing the likeli-
hood of successfully implementing the desired strategy. 

3.5 Balancing long-term and short-term activities in the Stage-Gate PPM model 

Balancing long-term and short-term activities involves carefully considering risk and value to pri-
oritize projects based on their potential impact on the company [36]. This process aims to ensure 
that the company realizes the most suitable projects by carefully calibrating levelling [17], and 
harmonizing Risk/Value parameters at the company level through a joint and transparent assess-
ment. 
 To achieve this, a Risk/Value model has been introduced, which involves assessing each project 
based on two criteria: value criteria for calculating the value of portfolio components which are 
determined by the company's strategic plan, and risk criteria for risk calculation which are deter-
mined based on architectural, organizational and investment complexity. 
 By calculating each project's value and risk scores and creating a Risk/Value Bubble diagram, 
it is possible to identify which projects are of the highest priority. The diagram is divided into four 
quadrants: (1) generic – low value and low risk, (2) bottleneck – low value and high risk, (3) lev-
erage – high value and low risk, and (4) critical – the performance and value of the services in 
customers’ hands; high value and high risk [34]. The bubble size corresponds to the project size 
(small, medium, large), and its position on the diagram reflects the calculated Risk/Value ratio. In 
Fig. 5, the example of the Risk/Value Bubble diagram (Scatter chart in Power BI) is given. 
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Fig. 5 Risk/Value diagram – Bubble diagram (Scatter chart in Power BI) 

 
To achieve a balanced portfolio, it is essential to allow for the temporary postponement of long-
term activities to prioritize short-term activities. During the prioritization process, evaluating the 
impact of any such postponement on the initial deadline of the long-term activity and maintaining 
a record of such changes is necessary. The aspiration is to achieve maximum portfolio components 
with a high-value and low-risk profile. This is often achieved with limited financial, human, and 
other resources, benefiting the company significantly. Activities with lower value should not be 
pursued if they entail a high level of risk. In such cases, it is imperative to minimize the risk by 
simplifying the requests or abandoning their realization altogether. 

4. Key lessons learned 
Key lessons learned from implementing Stage-Gate PPM are as follows: 

• Top management support is essential for successfully establishing PPM process, but a bot-
tom-up approach is necessary to include all company activities as portfolio components. It 
is critical to involve all relevant stakeholders in the process, as they are the ones who will 
ultimately contribute to the portfolio. A bottom-up approach ensures that all activities and 
projects are considered in the portfolio management process, which can lead to a more com-
prehensive and effective portfolio. 

• It is necessary to define the Portfolio Governance Board to govern portfolio realization and 
provide centralized value and risk management, as well as optimize resources between 
portfolio components, with the support of portfolio managers and the portfolio team. The 
Portfolio Governance Board plays a critical role in PPM, providing oversight and guidance 
on portfolio components.  

• The proposed PPM Stage-Gate model used in this case study is unique because it incorpo-
rates elements of Agile approaches such as Sprint meetings and artifacts and it can be 
adapted to different types of projects. The model is suitable for enabling iterative decision-
making by narrowing choices in consequential phases. By breaking down the process into 
sequential stages, the PPM Stage-Gate model allows for a more focused and structured ap-
proach to decision-making, ensuring that each portfolio component is thoroughly evaluated 
before moving to the next stage. Through the continuous refinement in iterations in the 
third phase Stage-Gate PPM enables the company's operations to remain flexible and re-
sponsive to changing circumstances, thereby increasing the likelihood of successfully im-
plementing the desired strategy. Additionally, the model is fully customizable in its fourth 
phase, allowing for flexibility and tailored solutions to each project's needs. 
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• A prerequisite for well-defined criteria of the Risk/Value model is a clearly defined strategic 
framework because the assessments of risks and values are based on the elements of the 
strategic framework (values are related to strategic initiatives and risks to complexity). The 
Risk/Value model is a widely used approach for evaluating portfolio components, but its 
effectiveness depends on the quality of the criteria used to assess risk and value.  

• To ensure adequate scoring regarding the value of a portfolio component, it is necessary 
that the criteria for the valuation are tied to different strategic objectives (mutually exclu-
sive). For example: prohibiting the same project improves revenue and user experience sim-
ultaneously. By ensuring that the criteria used for evaluation are mutually exclusive and tied 
to different strategic objectives, organizations can prioritize portfolio components that are 
most relevant to their goals. 

• To monitor the realization of strategic goals, it is necessary to carry out balancing projects 
and programs based on the achieved values of KPIs of the strategic initiatives. In contrast, 
feedback for balancing short-term and long-term portfolio components is obtained from 
monitoring the implementation of the strategic plan. By using KPIs to evaluate the achieve-
ment of strategic initiatives, organizations can identify which projects and programs are 
contributing to the realization of strategic goals. By monitoring the implementation of the 
strategic plan, organizations can ensure that short-term and long-term portfolio compo-
nents are appropriately balanced. 

• A centralized data collection and processing system for reporting on portfolio components 
must be provided. Maintenance of the Portfolio Database is essential for correct decision-
making. By ensuring that data is collected and processed centrally, organizations can make 
more informed decisions about portfolio components and their alignment with organiza-
tional objectives. By maintaining the portfolio database, organizations can ensure that port-
folio components are evaluated consistently over time. 

5. Conclusion and further research 
The telecommunications industry faces various challenges, and successful companies must be in-
novative, agile and know how to operate with data. The Stage-Gate PPM model can help develop a 
new product/service or process improvement, but companies must be creative and know how to 
adapt it to their needs. Using E2E overview and unification at the level of aggregated activities, as 
well as linking portfolio components with monitoring the implementation of strategic initiatives 
within the strategic business plan, enabled the initial establishment of the portfolio balancing pro-
cess. 
 The case study presented in this article highlights the importance of top management support, 
a well-defined governance structure, the use of the Risk/Value model, monitoring of KPIs, and a 
centralized data collection and processing system for successful Stage-Gate PPM. 
This study contributes to the growing body of literature on PPM and provides practical insights 
into the integration of PPM with the Stage-Gate model. Practical examples of PPM integration with 
the Stage-Gate model are the missing link in the academic community researching PPM as a critical 
component of companies' success based on value delivery. 
 However, this study has some limitations. The case study was conducted in a single telecom-
munication company, and the findings may not be generalizable to other industries or companies. 
Further research is needed to test the effectiveness of the proposed Stage/Gate PPM model inte-
gration in other industries and companies. Additionally, the study focused on the initial imple-
mentation of PPM, and further research is needed to examine the long-term effects of PPM on 
business performance. Finally, this study did not assess the financial implications of implementing 
PPM, and future research should examine the impact of PPM on organizational performance. 
 Finally, future research should also focus on improving the Stage-Gate PPM model with meth-
odologies, tools, and practices for building a sustainable business. For example, the Lean start-up 
and Design thinking methodologies could be integrated into the first stage of the Stage-Gate PPM 
model to enhance the ideation and validation of new ideas. Using AI in the second stage could help 
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improve decision-making and reduce time and resource consumption. Finally, ESG factors and 
project resilience could be incorporated into the third and fourth stages to ensure the sustainable 
development of projects and the company as a whole. 
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A B S T R A C T A R T I C L E   I N F O 
In the realm of precision engineering, particularly in deep hole boring pro-
cesses, tool vibration emerges as a critical determinant of machining perfor-
mance. This investigation elucidates the genesis of self-excited vibrations 
within deep hole boring operations and delineates the underlying mecha-
nisms of cutting tool vibration. A focal point of this study is the optimal align-
ment of the boring bar to mitigate vibrational impacts, thereby enhancing 
surface finish quality and extending tool longevity. Central to this analysis is 
the employment of a Dynamic Vibration Absorber (DVA) aimed at attenuating 
cutting tool vibration. The deployment of DVA necessitates precise identifica-
tion of modal parameters, namely the equivalent stiffness (K) and mass (M) of 
the cutting tool. This research juxtaposes various scholarly methodologies to 
amalgamate theoretical calculations with simulation approaches, thereby 
acquiring accurate modal parameters. Utilizing Matlab software, the vibration 
amplitude of the boring bar under varying spring stiffness scenarios was 
examined. Results indicate a direct correlation between increased stiffness 
and reduced amplitude, particularly when the frequency ratio g ranges be-
tween 0.5 and 1.1. Consequently, a stiffer DVA configuration is posited as 
more effective in vibration reduction. Furthermore, the study conducted 
frequency sweep experiments on a damping boring bar, utilizing a vibration 
excitation platform. These experiments revealed the existence of an optimal 
stiffness value for the DVA, thereby underscoring the significance of stiffness 
matching in vibration mitigation strategies. 
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1. Introduction
In the domain of machining operations, tool vibration has been identified as a pivotal factor im-
pacting surface quality, material removal rates, and tool wear longevity [1-7]. Predominantly, 
self-excited vibrations manifest as the primary vibration type within machining contexts [8]. 
Chatter, a frequent occurrence, is typically initiated when the external excitation frequency 
aligns closely with the natural frequency of cutting tools. Intriguingly, a discrepancy between the 
excitation and natural frequencies, as depicted in Fig. 1, does not preclude chatter; it may arise 
owing to the phase differential between surface positions 𝑥𝑥(𝑡𝑡) and 𝑥𝑥(𝑡𝑡 − 𝑇𝑇) at distinct temporal 
intervals. Variability in cutting thickness, ℎ, during machining induces tool movement instability. 
Consequently, the excitation force encompasses a spectrum of frequencies, modulating in re-
sponse to alterations in cutting parameters and workpiece materials [9, 10]. 

The underlying cause of vibration issues is often traced to inadequate damping within the 
structural framework. The most straightforward remedial approach involves augmenting exter-
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nal damping to the mechanical structure. Yet, this strategy encounters limitations due to struc-
tural and spatial constraints, rendering its application scope somewhat limited. Over the past 
century, the development of DVA has emerged as a viable solution for vibration reduction. Its 
ease of implementation and simplistic design have garnered acclaim [11]. Several scholars [12, 
13] have undertaken simulation analyses to explore the impact of controlled vibration on sur-
face roughness. 

Fig. 2 illustrates the DVA, comprising a mass m, spring k, and damping c, a concept first intro-
duced by Ormondroyd and Den Hartog in 1928 [14]. The Vibration Controlled System (VCS), 
consisting of mass 𝑀𝑀 and spring 𝐾𝐾, integrates the DVA as an auxiliary kinetic system, thereby 
facilitating vibration energy absorption. 
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Fig. 2 Dynamic model of DVA 

 
Prior to the design of DVA, it is imperative to accurately ascertain the equivalent stiffness (𝐾𝐾) 

and mass (𝑀𝑀) of the cutting tool. Subsequently, the parameters of DVA, i.e., mass (𝑚𝑚), spring 
constant (𝑘𝑘), and damping coefficient (c), are determined through the application of dynamic 
mathematical methods. 

The kinetic equation of the dynamic model, as illustrated in Fig. 2, is presented as follows 
[15]: 

�𝑀𝑀𝑥̈𝑥1 + 𝑐𝑐𝑥̇𝑥1 + (𝑘𝑘 + 𝐾𝐾)𝑥𝑥1 − 𝑐𝑐𝑥̇𝑥2 − 𝑘𝑘𝑥𝑥2 = 𝑝𝑝(𝑡𝑡)
𝑚𝑚𝑥̈𝑥2 + 𝑐𝑐𝑥̇𝑥2 + 𝑘𝑘𝑥𝑥2 − 𝑐𝑐𝑥̇𝑥1 − 𝑘𝑘𝑥𝑥2 = 0  (1) 

 

where 𝑝𝑝(𝑡𝑡) = 𝑝𝑝0 𝑠𝑠𝑠𝑠𝑠𝑠 𝜔𝜔 𝑡𝑡 is used to simulate external excitation signals. 
Through a complex derivation process [16-19], the vibration amplitude of the VCS is derived: 
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𝐴𝐴(𝑔𝑔) = �
(2𝜁𝜁𝜁𝜁)2 + (𝑔𝑔2 − 𝑓𝑓2)

(2𝜁𝜁𝜁𝜁)2(𝑔𝑔2 − 1 + 𝜇𝜇𝑔𝑔2)2 + [𝜇𝜇𝑓𝑓2𝑔𝑔2 − (𝑔𝑔2 − 1)(𝑔𝑔2 − 𝑓𝑓2)]2
 (2) 

 

where 𝜁𝜁 is the damping ratio given by 𝜁𝜁 = 𝑐𝑐/(2√𝑚𝑚𝑚𝑚), 𝜇𝜇 is the mass ratio given by 𝜇𝜇 = 𝑚𝑚/𝑀𝑀, g is 
the frequency ratio given by 𝑔𝑔 = 𝜔𝜔/𝜔𝜔𝑛𝑛, here 𝜔𝜔𝑛𝑛 is the natural frequency of the main mass 𝑀𝑀 
given by 𝜔𝜔𝑛𝑛 = �𝐾𝐾/𝑀𝑀, 𝑓𝑓 is the natural frequency ratio given by 𝑓𝑓 = 𝜔𝜔𝑎𝑎/𝜔𝜔𝑛𝑛, here 𝜔𝜔𝑎𝑎 is the natu-
ral frequency of the DVA given by 𝜔𝜔𝑎𝑎 = �𝑘𝑘/𝑚𝑚. 

The objective is to minimize the vibration amplitude of the VCS. Upon determining the VCS 
parameters, the next step involves selecting optimal parameters for the DVA to achieve exem-
plary vibration reduction. Generally, to minimize the DVA's volume, the mass 𝑚𝑚 should be set as 
large as possible. Given that the cutting tool body is typically composed of metal materials, the 
damping coefficient 𝑐𝑐 is relatively small, predominantly affecting the peak height of the VCS's 
vibration amplitude, while exerting minimal influence on the resonance frequency. Consequent-
ly, the primary parameter of concern is the spring constant 𝑘𝑘. 

Achieving optimal vibration reduction hinges on two critical factors: accurately determining 
the modal parameters of the cutting tool and identifying the optimal stiffness 𝑘𝑘. The modeling of 
the boring bar has been a subject of extensive research by several eminent scholars [20-23]. 
Tewani et al. [24] conceptualize the boring bar as an equivalent constant-section beam. Seto [25] 
has proposed equivalent methods for calculating the boring bar’s parameters. 

This study undertakes the theoretical modeling and analysis of the boring bar using three dis-
tinct methods. Subsequently, the impact of the absorber’s stiffness on the amplitude of the bor-
ing bar is examined using Matlab. Finally, a frequency sweep experiment of the damping boring 
bar is conducted on a vibration excitation platform, yielding some noteworthy results. 

2. Theoretical analysis 
As depicted in Fig. 3, the boring bar functions akin to a cantilever beam during the cutting pro-
cess. During this operation, the cutting head is subjected to a wide-band signal, potentially in-
ducing multiple vibration modes within the boring bar. 

Cutting head
FixtureBody

 
Fig. 3 Boring bar 

 
Utilizing Abaqus software facilitates the determination of the boring bar's natural frequen-

cies. Fig. 4 illustrates these frequencies as 350.58 Hz, 350.98 Hz, 1837.5 Hz, and 1840.1 Hz, re-
spectively. However, the energy of high-frequency signals is comparatively weak, rarely mani-
festing in typical operations. Consequently, the primary focus is typically on the first-order fre-
quency. It is evident that the lower natural frequencies are associated with bending vibrations of 
the boring bar. 

Given the significance of the first-order bending vibration in the boring bar, the system is 
simplified for computational efficiency by modeling it as a one-degree-of-freedom system. This 
model, as illustrated in Fig. 5, is comprised of a spring and a mass, effectively capturing the es-
sential dynamics of the boring bar's behavior. 

 



Li, Yang, Cui 
 

374 Advances in Production Engineering & Management 18(3) 2023 
 

 

 

 

 
Fig. 4 Natural frequency of the boring bar 
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Fig. 5 Modeling of the boring bar 
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The equations for determining the equivalent stiffness and mass of the boring bar are as fol-
lows: 
 

𝐾𝐾 =
3𝐸𝐸𝐸𝐸
𝐿𝐿3

 (3) 
 

where 𝐿𝐿 represents the length of the boring bar, 𝐸𝐸 is the modulus of elasticity, and 𝐼𝐼 denotes the 
moment of inertia.  

The first-order natural frequency of a clamped beam is calculated using the equation: 
 

𝜔𝜔𝑛𝑛 = 3.52�
𝐸𝐸𝐸𝐸
𝜌𝜌𝐿𝐿4

 (4) 
 

where ρ is the mass per unit length of the boring bar.  
Then, we get the equivalent mass: 

 

𝑀𝑀 =
𝐾𝐾
𝜔𝜔𝑛𝑛2

 (5) 
 

Apart from the aforementioned computational methods, the equivalent mass can also be es-
timated using an empirical formula: 
 

𝑀𝑀 = 𝑚𝑚𝑜𝑜 + 0.243𝑚𝑚𝑏𝑏 (6) 
 

where, 𝑚𝑚𝑜𝑜 is the head mass of the boring bar, 𝑚𝑚𝑏𝑏 is the body mass of the hollow boring bar. 
Both these calculation approaches treat the boring bar as a beam with a constant cross-

section. Nonetheless, for the purposes of integrating the DVA, the boring bar often features a 
variable cross-section. To acquire more precise values for equivalent stiffness and mass, a meth-
od that accounts for cavities in the boring bar is proposed. As illustrated in Fig. 6, a force applied 
at the DVA's geometric center causes a minor displacement, 𝑑𝑑𝐸𝐸 , which can be quantified using 
the piece-wise superposition theory. Consequently, the equivalent stiffness is deduced as per Eq. 7: 
 

𝐾𝐾 =
𝐹𝐹
𝑑𝑑𝐸𝐸

=
𝐹𝐹

𝑑𝑑𝐸𝐸0 + 𝑑𝑑𝐶𝐶 + 1
2𝜃𝜃𝐶𝐶𝑙𝑙2

=
1

4𝑙𝑙1
3 + 6𝑙𝑙1

2𝑙𝑙2 + 3𝑙𝑙1𝑙𝑙2
2

12𝐸𝐸𝐼𝐼1
+ 𝐹𝐹𝑙𝑙2

3

24𝐸𝐸𝐼𝐼2

 (7) 

 

where 𝐼𝐼1 and 𝐼𝐼2 are the inertia moments of AC and CD separately. 
This is illustrated in Fig. 7, where the gravity acting on the boring bar induces a displacement, 

s, at point E. This displacement is analogous to the effect of applying a concentrated mass, M. 
 

 
Fig. 6 Modeling of equivalent stiffness 
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Consequently, the equivalent mass is determined as follows: 

𝑀𝑀 =
𝐾𝐾𝐾𝐾
𝑔𝑔

 (8) 
 

where s is obtained: 
 

𝑠𝑠 = 𝑠𝑠1 + 𝑠𝑠2 + 𝑠𝑠3 =
𝑞𝑞1𝑙𝑙14

8𝐸𝐸𝐼𝐼1
+
𝑞𝑞1𝑙𝑙13𝑙𝑙2
12𝐸𝐸𝐼𝐼1

+
𝑞𝑞2𝑙𝑙12𝑙𝑙22

3𝐸𝐸𝐼𝐼1
+
𝑞𝑞2𝑙𝑙12𝑙𝑙22

2𝐸𝐸𝐼𝐼1
 

+
𝑞𝑞2𝑙𝑙1𝑙𝑙23

4𝐸𝐸𝐼𝐼1
+

17𝑞𝑞2𝑙𝑙24

384𝐸𝐸𝐼𝐼2
+
𝑞𝑞3𝑙𝑙13𝑙𝑙3
3𝐸𝐸𝐼𝐼1

+
3𝑞𝑞3𝑙𝑙12𝑙𝑙2𝑙𝑙3

4𝐸𝐸𝐼𝐼1
+
𝑞𝑞3𝑙𝑙12𝑙𝑙32

4𝐸𝐸𝐼𝐼1
+
𝑞𝑞3𝑙𝑙1𝑙𝑙22𝑙𝑙3

2𝐸𝐸𝐼𝐼1
 

+
𝑞𝑞3𝑙𝑙1𝑙𝑙2𝑙𝑙32

4𝐸𝐸𝐼𝐼1
+

5𝑞𝑞3𝑙𝑙23𝑙𝑙3
48𝐸𝐸𝐼𝐼2

+
𝑞𝑞3𝑙𝑙22𝑙𝑙32

16𝐸𝐸𝐼𝐼2
 

(9) 

 

where 𝑠𝑠1, 𝑠𝑠2, 𝑠𝑠3 denote the displacements of the boring bar at point E, attributable to the gravita-
tional forces acting on different segments, as depicted in Fig. 8. 

 
Fig. 7 Modeling of equivalent mass 

 

 
Fig. 8 Displacements under different segment’s gravity  

 
Utilizing the aforementioned three methods of calculation, results for the equivalent stiffness 

and mass of the boring bar have been obtained, as summarized in Table 1. In comparison with 
the simulation result, which indicated a natural frequency of 351 Hz, the error values have also 
been calculated.  
 

Table 1 Results by using different calculation methods 
Method Equivalent stiffness (N/mm) Equivalent mass (kg) Frequency (Hz) Error value (Hz) 

1 2428 2.301 163.5 -186.5 
2 2428 0.671 302.7 -48.3 
3 2492 0.447 375.8 +24.8 
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It is evident that a degree of error is inherent in each calculation method used. A notable ob-
servation is the variation in equivalent mass values derived from different methods, which sig-
nificantly contributes to the overall error margin. To mitigate this issue, a combined approach 
integrating theoretical calculations with simulation methods is employed to identify the vibra-
tion modal parameters of the boring bar more accurately. Initially, Eq. 7 is utilized to ascertain 
the equivalent stiffness. Subsequently, the natural frequency is determined using Abaqus, as 
illustrated in Fig. 4. Finally, the equivalent mass is calculated employing the equation: 
 

𝑀𝑀 =
𝐾𝐾

4𝜋𝜋2𝑓𝑓2
 (10) 

 

Fig. 9 depicts the structure of the DVA, which comprises two springs and an inner core. This 
assembly is filled with silicone oil. Notably, the stiffness of the DVA can be adjusted by modifying 
the end cap, allowing for fine-tuning of the absorber's properties to suit specific vibration con-
trol requirements. 

In this study, the specific parameters under consideration are: K = 2492 N/mm, M = 0.512 kg, 
m = 0.9162 kg, c = 237 kg/s. Utilizing Matlab, as illustrated in Fig. 10, the vibration amplitude of 
the VCS is calculated across a range of spring stiffness values. 

An analysis of the resultant curve reveals two distinct peaks. It is observed that as the stiff-
ness increases, the amplitude of the first peak also rises, which is contrary to the desired out-
come. However, it is important to note that the machine's excitation frequency component typi-
cally exceeds 200 Hz. This implies that the damping boring bar becomes effective when the pa-
rameter g is greater than 0.57. As depicted in Fig. 10, within the range of 0.5 to 1.1 for the pa-
rameter g, an increase in stiffness correlates with a reduction in amplitude. Therefore, to achieve 
more effective vibration reduction, a preference for higher stiffness is suggested. 
 

 
Fig. 9 Structure of the DVA 

 

 
Fig. 10 Vibration amplitude of the VCS under different spring stiffness 
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3. Experimental work 
To corroborate the analytical results, a frequency sweep experiment was conducted on a vibra-
tion excitation platform, as depicted in Fig. 11. This platform can generate a sine signal with a 
frequency range spanning from 20 Hz to 1200 Hz. The input control channel, responsible for 
maintaining the amplitude of the input signal at 1g, is strategically positioned at the tail end of 
the boring bar. 

The experiment was conducted under four distinct conditions, paralleling the simulations 
previously described. 
 

    

Vibration excitation platform

Damping boring bar

Input control
Output

Fixture

 
Fig. 11 Frequency sweep experiment 

 

 
Fig. 12 Harmonic response under four different conditions 

 
Fig. 12 presents the results of the experiment, and when compared with Fig. 10, the trends in 

both figures are observed to be consistent. The following key observations can be made: (1) 
While the spring stiffness does affect the first-order natural frequency, this impact is relatively 
subtle, with recorded frequencies at 110 Hz, 100 Hz, 105 Hz, and 103 Hz, respectively; (2) An 
increase in stiffness leads to a higher peak amplitude of the first-order natural frequency; (3) As 
previously emphasized, the primary focus is on the amplitude when the excitation frequency 
exceeds 200 Hz. In the context of the four experimental conditions detailed in this study, the 
lowest vibration amplitude of the boring bar is achieved with a spring stiffness of 900 N/m. 
However, this finding deviates from the earlier simulation results. This discrepancy can be at-
tributed to the fact that at very high stiffness levels, the inner core and the boring bar behave as 
a single entity, thereby rendering the damping boring bar no longer a two-degree-of-freedom 
system but a more complex dynamic system. 
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4. Conclusion 
Vibration is an inherent phenomenon in machining processes. The DVA is recognized as an effec-
tive solution for vibration mitigation, owing to its simplicity in implementation and structure. To 
optimize the vibration reduction efficacy of the DVA, two critical aspects must be addressed: 
accurately determining the modal parameters of the cutting tool, and identifying the optimal 
spring stiffness, k. A combination of theoretical calculations and simulation methods is employed 
to ascertain these modal parameters, including the equivalent stiffness (K) and mass (M). Simu-
lations conducted using Matlab reveal the relationship between spring stiffness and the vibra-
tion amplitude of the VCS. The results indicate an increase in the peak amplitude of the first-
order natural frequency with higher stiffness. However, within the parameter g range of 0.5 to 
1.1, a decrease in amplitude is observed, suggesting that a larger stiffness is preferable for im-
proved vibration reduction. 

Experimental validation was performed through frequency sweep experiments on a damping 
boring bar using a vibration excitation platform. It was found that exceedingly high stiffness 
levels cause the inner core and the boring bar to function as a single unit, thereby altering the 
system's dynamics from a two-degree-of-freedom to a more complex state. Consequently, exces-
sively high stiffness does not yield optimal vibration reduction. Thus, it is imperative to select a 
stiffness level that is appropriate for the specific machining model to achieve the best vibration 
reduction outcome. 
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A B S T R A C T A R T I C L E   I N F O 
The mathematical model of infectious disease is a typical problem in mathe-
matical modeling, and the common infectious disease models include the 
susceptible-infected (SI) model, the susceptible-infected-recovered model 
(SIR), the susceptible-infected-recovered-susceptible model (SIRS) and the 
susceptible-exposed-infected-recovered (SEIR) model. These models can be 
used to predict the impact of regional return to work after the epidemic. In 
this paper, we use the SEIR model to solve the dynamic medicine demand 
information in humanitarian relief phase. A multistage mixed integer pro-
gramming model for the humanitarian logistics and transport resource is 
proposed. The objective functions of the model include delay cost and mini-
mum running time in the time-space network. The model describes that how 
to distribute and deliver medicine resources from supply locations to demand 
locations with an efficient and lower-cost way through a transportation net-
work. The linear programming problem is solved by the proposed Benders 
decomposition algorithm. Finally, we use two cases to calculate model and 
algorithm. The results of the case prove the validity of the model and algo-
rithm.  
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1. Introduction
In recent years, a variety of natural disasters occur frequently in the world, e.g., a 7.1 earthquake 
injured 12 thousand people in Qinghai province in 2010, a 7.0 earthquake occurred in Ya'an city 
in April 2013, etc. They have catastrophic effects on the society and everyone’s daily life in many 
aspects such as injuries, property damage and even loss of life [1]. How to effectively respond to 
unpredictable and irregular emergency events such as dynamic resource allocation has become 
of primal importance worldwide [2].  
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Epidemic events usually follow major natural disasters and cause secondary damage to the 
people in the disaster areas. For example, dysentery, measles, pinkeye and epidemic encephalitis 
B may break out after an earthquake. Once an epidemic breaks out, it will cause incalculable 
losses. Therefore, it remains imperative for every country to be prepared for emergency rescue 
if an infectious disease breaks out. Ensuring the supply of medical resources would always be 
the most important factor in the prevention and treatment of the epidemic diffusion. 

Emergency medicine resource allocation is aimed to aid people and allocate relief distribu-
tion with dynamic information in surviving during and after an infectious disease occurs. The 
public officials need to face and solve many critical issues, the most important of which is how to 
timely and reasonably distribute the emergency medicine resources to the epidemic area so that 
the delay cost [3] of rescue medicine resources can be minimised and the rescue vehicle running 
time can be minimised. The delay cost of rescue medicine resources can be regarded as the 
standard to capture the social costs of shortage of rescue resources, which is called deprivation 
costs, has been roundly proposed and classified in Holguin-Veras et al. [4]. Due to the complexity 
and uncertainty of the emergency logistics, material supply and distribution is more difficult. 
First of all, it is difficult to obtain the demand information of emergency material resources, es-
pecially for the epidemics with uncertain infectivity. Second, rescue time is a critical factor after 
medical emergency events occur, the delay of material supply can cause inestimable loss. Finally, 
managers and decision makers need to distribute the emergency materials to affected areas as 
quickly and effectively as possible.  

In this paper, a time-space network model for the humanitarian logistics problem with logis-
tics in controlling epidemic diffusion is proposed. It couples a forecasting mechanism for the 
number of people who need to treat based on the SEIR model [5] and a multistage programming 
model for the humanitarian logistics and transport resource. Our contribution includes that the 
dynamic demand of the medical resource based on the epidemic diffusion pattern of SEIR model 
is used in a multistage programming model for optimal allocation and transport of such resource 
and the linear programming problem is solved by the Benders decomposition algorithm which is 
better than ant colony algorithm and genetic algorithm in computational accuracy.  

Our paper is organized as follows. In Section 2, we review the literature relevant to our study. 
In Section 3, we build the time-space network model, which combines a demand forecast model 
based on the epidemic diffusion rule. The solution procedure for the optimization model is pro-
posed in Section 4. In Section 5, we report the results of computational studies and sensitive 
analysis. Finally, we discuss the conclusions and suggest future research directions in Section 6. 

2. Literature review  
Our contribution is connected with four research branches: 1) the mathematical formulations of 
the epidemic diffusion mechanism; 2) the multistage programming model on the humanitarian 
logistics and transport resource; 3) the combination of medical model and humanitarian logis-
tics model: 4) the solution methodology, such as Benders decomposition algorithm, genetic algo-
rithm and ant colony algorithm. 

There are many analytical works on epidemic diffusion including SIR epidemic models, Sus-
ceptible-Infected-Susceptible (SIS) epidemic model, SIRS epidemic model, SEIR epidemic model, 
susceptible-exposed-infected-recovered-susceptible (SEIRS) epidemic model and so on. In these 
models, most of them are developed by ordinary differential equations. To develop the epidemic 
diffusion mechanism, Li et al. [6] study the spread dynamics of a stochastic SIRS epidemic model 
with nonlinear incidence and varying population size, which is formulated as a piece wise de-
terministic Markov process. Fan et al. [7] present a SIR epidemic model with generalized nonlin-
ear incidence rate. Song et al. [8] propose a SEIR reaction-diffusion model, where the disease 
transmission and recovery rates can be spatially heterogeneous. Yang and Wang [9] introduce a 
new SEIRS epidemic model with time delay on a scale-free network.  

Some of these models are used in the complex and actual problems. Bolzoni et al. [10] inves-
tigate the time-optimal control problem in SIR epidemic models, focusing on different control 
policies: vaccination, isolation, culling, and reduction of transmission. Guo et al. [11] explore the 
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global behaviour of a stochastic SIRS epidemic model with media coverage. Britton and 
Ouédraogo [12] introduce an SEIRS epidemic with disease fatalities in a growing population. 
Anparasan and Lejeune [13] propose an epidemic response model in resource-limited countries 
that determines the number, size, and location of treatment facilities, deploys critical medical 
staff, locates ambulances to triage points, and organizes the transportation of severely ill pa-
tients to treatment facilities. The SEIR model is used to solve the dynamic medicine demand in-
formation in humanitarian relief phase. These models can be used to predict the impact of re-
gional return to work after the epidemic. There are other forecasting methods, which are widely 
used in other fields, such as the artificial neural network [14], the artificial intelligence [15], and 
so on.  

To deal with the complexity and difficulty in solving the humanitarian logistics and transport 
resource scheduling problem, we summarize the research for the humanitarian logistics and 
transport resource scheduling problem in recent years. The literature review of humanitarian 
logistics summarizes the research status in this field. Farahani et al. [16] summarize the mass 
casualty management including five steps: (i) Resource dispatching/search and rescue, (ii) on-
site triage, (iii) on-site medical assistance, (iv) transportation to hospitals and (v) triage and 
comprehensive treatment. Baffoe and Luo [17] use a systematic literature review coupled with 
an axiological philosophical lens approach to developing a Humanitarian Logistics Digital Busi-
ness Ecosystem (HLDBE) framework as an alternative way to sustain the humanitarian logistics 
operations and reliefs through hybrid humanitarian- business logistics sector. Wang et al. [18] 
study the routing problem of unmanned vehicles considering path flexibility. Anbal et al. [19] 
use a new technology to solve the intelligent traffic management. Wang et al. [20] discusses the 
model of joint distribution of fast-moving consumer goods. 

To optimize the process of humanitarian logistic problem, Zhou et al. [21] design a multi-
objective optimization model for multi-period dynamic emergency resource scheduling (ERS) 
problems. Othman et al. [22] propose a multi-agent-based architecture for the management of 
Emergency Supply Chains (ESCs), in which each zone is controlled by an agent. A Decision Sup-
port System (DSS) states and solves, in a distributed way, the scheduling problem for the deliv-
ery of resources from the ESC supplying zones to the ESC crisis-affected areas. Ferrer et al. [23] 
build a compromise programming model for multi-criteria optimization in humanitarian last 
mile distribution and illustrate the multi-criteria optimization using a realistic test case based on 
the Pakistan floods, 2010.  

To deal with the efficiency and timeliness in solving the humanitarian objectives, Huang et al. 
[2] characterize the humanitarian objectives of emergency resource allocation and distribution 
in disaster response operations. And they formulated the humanitarian principles as three ob-
jective functions, i.e., lifesaving utility, delay cost and fairness. Garrido and Aguirre [24] present 
a modelling framework to assist decision makers in strategic and tactical planning for effective 
relief operations after an earthquake's occurrence. The objective is to perform these operations 
quickly while keeping its total expenses under a budget. Edward et al. [25] consider a joint vehi-
cle and crew routing and scheduling problem in which crews are able to interchange vehicles, 
resulting in space and time interdependencies between vehicle routes and crew routes. Rajak et 
al. [26] present a hybrid metaheuristic which combines simulated annealing, ant colony optimi-
zation and along with long-arc-broken removal heuristic approach for solving the multi-depot 
vehicle routing problem with simultaneous deliveries and pickups. Sedehzadeh and Deifbarghy 
[27] present a closed loop food supply chain network. The objectives of the model are to mini-
mize costs, transportation emissions, and unsatisfied foodbanks' demand. Foodbank as the main 
pillar of social responsibility has been introduced in food chain.  

In order to solve the dynamic demand information of emergency material resources in rescue 
process. Gutjahr and Nolz [28] review recent literature on the application of multicriteria opti-
mization to the management of natural disasters, epidemics or other forms of humanitarian cri-
ses. Liu and Xiao [29] model for a dynamic resource allocation problem following an epidemic 
outbreak in a region. Liu [30] develop a unique time-varying forecasting model for dynamic de-
mand of medical resources based on a SEIR influenza diffusion model. Wang et al. [1] construct a 
multi-objective stochastic programming model with time-varying demand for the emergency 
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logistics network based on the epidemic diffusion rule. Buschiazzo et al. [31] consider stockouts 
costs and inventory maintenance costs in their model for healthcare supplies problem. 

To deal with the mixed integer programming problem, Fischetti et al. [32] prove that Benders 
decomposition allows for a significant boost in the performance of a mixed-integer program-
ming solver. And in order to improve computation efficiency, authors investigate the use of 
proximity search as a tactical tool to drive Benders decomposition. Alkaabneh et al. [33] consid-
er the problem of inventory routing in the context of perishable products and find near-optimal 
replenishment scheduling and vehicle routes, and develop an exact method based on Benders 
decomposition to find high-quality solutions in reasonable time. Fachini and Armentano [34] 
present exact algorithms based on logic-based Benders decomposition and a variant, called 
branch- and- check, for the heterogeneous fixed fleet vehicle routing problem with time win-
dows. Cordeau et al. [35] study an effective decomposition approach to the two problems based 
on the branch-and-Benders-cut reformulation. The proposed approach is designed for the realis-
tic case in which the number of customers is much larger than the number of potential facility 
locations. Behmanesh and Rahimi [36] use the ant colony optimization to solve the multi-
resource job shop scheduling problem. Fei [37] proposes intelligent bionic optimization algo-
rithm based on the growth characteristics of tree branches. The mixed integer programming 
problem can be solved by other heuristic algorithms, such as genetic algorithms. Although genet-
ic algorithm can improve the computational efficiency, it is often unable to obtain accurate re-
sults and is easy to fall into local optimal solutions. When the scale of the problem is large, genet-
ic algorithm is a good choice.  

Furthermore, we note that most of the previous epidemic models were innovated by develop-
ing differential equation and most of the resource allocation in the humanitarian logistics rarely 
take into the dynamic demand information. In addition, only a few literatures combine epidemic 
models with humanitarian logistics. While in reality, the demand for medical resource is dynam-
ic, and the medical resource allocated in early cycles will affect the demand in later periods [29]. 
In this paper, a novel SEIR epidemic model is used to forecast the time-varying demand in hu-
manitarian logistics. We use a time-space network to describe the humanitarian logistics when 
an epidemic occurs. In each decision cycle, the problem is constructed as a linear programming 
model to solve for the delay cost minimizing and vehicle running time minimizing. A Benders 
decomposition algorithm is compared with other heuristic algorithms in solving humanitarian 
logistics with dynamic demand information. 

3. The mathematical model 
3.1 Problem description 

A disaster often causes epidemics, i.e., cholera, typhoid fever, dysentery often ravage disaster 
area after the floods. Therefore, it is important that government and social organization send 
medicine and vaccine to the disaster area in time. A large amount of distribution costs can be 
generated when the drug is delivered. Decision makers need follow the low-budget principle in 
the delivery process. Our research problem is how to distribute and deliver medicine resources 
from supply locations to demand locations with an efficient and lower-cost way through a trans-
portation network. 

Due to the complexity and unpredictability of disasters and the property of the epidemics, as 
time goes on, demand of infectious disease patients is changed. In our paper, dynamic demand is 
defined as the number of people requiring treatment. Firstly, we use SEIR model to calculate the 
number of infected people. Then the demand of infected people in disaster area can be simulated 
in the forecasting model for the time-varying demand. Finally, we construct time-space network 
of the humanitarian logistics model to optimize delay cost and transportation cost functions. 

In our model formulation, we use a time-space network to describe entire delivery process. 
The time-space network of the humanitarian logistics is shown in Fig. 1. In the time-space net-
work, decision cycle is divided into several discrete time units 𝑡𝑡 =  0, 1, 2, …, T. t represents the 
decision point for the decision cycle. There are three arcs in the time-space network: (1) holding 
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arc, i.e., arc (a); (2) allocation arcs, i.e., arc (b), which represents that vehicle originates at a dis-
tribution center at time t and arrives at a demand point at time t', 0 ≤ t < t'≤ T, t'- t is the vehicle 
running time on the arc; arc (c), which represents that vehicle originates at a demand point at 
time t and arrives at a demand point at time t', 0 ≤ t < t'≤ T; (3) return arc, i.e., arc (d), which 
represents that vehicle originates at a demand point at time t and arrives at a distribution center 
at time t', 0 ≤ t < t'≤ T. 

Let D denote the collection of all distribution centers and N denotes the collection of all 
nodes. If node i, j ∈ D, node i and j represent distribution center, otherwise, node i and j repre-
sent demand point. We use ij to denote the arc in geography network. Let A denote the collection 
of arcs in geography network. Let k represent the vehicle number respectively. Let K denote the 
collection of vehicles. We use 𝑄𝑄𝑘𝑘 to represent the maximum loading capacity of the vehicle k. α 
denotes the cost conversion coefficient. 

There are two types of decision variables in the whole rescue vehicle dispatch period. Let 
𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗′
𝑘𝑘  represent the flow originating at node i at time t and arriving at node j at time t’. 𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗′

𝑘𝑘  is a 
binary decision variable. We view 𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗′

𝑘𝑘  as the vehicle selection decision variables. There is an 
arc (it, it’), which allows the vehicle resource to stay at the same node from time t to time t'. We 
use NT and AT to denote the collections of nodes and arcs in the time space network. Let 𝑥𝑥𝑗𝑗𝑗𝑗𝑘𝑘  rep-
resent the resource allocated to node j and received at time t by vehicle k, and 𝑥𝑥𝑗𝑗𝑗𝑗𝑘𝑘  is the distribu-
tion decision variable. 
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 Fig. 1 Time-space network of the humanitarian logistics 

3.2 The forecasting model for the time-varying demand 

To represent the demand, supply and demand locations, we use the term ‘node’ uniformly, and 
use i and j as index. We use 𝑃𝑃𝑗𝑗𝑡𝑡 ≥ 0 to represent the quantity of unsatisfied demand of the epi-
demic patients at node j updated at decision point t. In order to calculate the demand of the epi-
demic patients, we use SEIR model that can simulate susceptible people (S), exposed people (E), 
infected people (I) and recovered people (R) in disaster area to obtain the number of infected 
people at node j at time t. We use Sj (t), Ej (t), Ij (t), and Rj (t) to represent, respectively, the num-
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ber of susceptible people at node j at time t, the number of exposed people at node j at time t, the 
number of infected people at node j at time t, and the number of recovered people at node j at 
time t. Fig. 2 shows, without consideration of migration, the natural birth rate and death rate of 
the population, the epidemic process can be described by a SEIR model based on a small-world 
network. 

 
Fig. 2 SEIR model based on a small-world network. 

The dynamic system for the SEIR diffusion model is modified based on the literature [38]. It can 
be rewritten by the following differential equations: 

𝑑𝑑𝑆𝑆𝑗𝑗
𝑑𝑑𝑡𝑡

= −𝛽𝛽𝑆𝑆𝑗𝑗(𝑡𝑡)𝐼𝐼𝑗𝑗(𝑡𝑡), 

𝑑𝑑𝐸𝐸𝑗𝑗
𝑑𝑑𝑡𝑡

= 𝑆𝑆𝑗𝑗(𝑡𝑡)𝐼𝐼𝑗𝑗(𝑡𝑡) − 𝜎𝜎𝑅𝑅𝑗𝑗(𝑡𝑡), 

𝑑𝑑𝐼𝐼𝑗𝑗
𝑑𝑑𝑡𝑡

= 𝜎𝜎𝑅𝑅𝑗𝑗(𝑡𝑡) − 𝛾𝛾𝐼𝐼𝑗𝑗(𝑡𝑡), 
𝑑𝑑𝑅𝑅𝑗𝑗
𝑑𝑑𝑡𝑡

= 𝛾𝛾𝐼𝐼𝑗𝑗(𝑡𝑡), 

(1) 

where β is contact rate (Susceptible to Exposed). σ is incubation rate (Exposed to Infected). γ is 
recovery rate (Infected to Recovered).  

In this study, 𝐼𝐼𝑗𝑗(𝑡𝑡) denote the number of people who need to treat. Therefore, 𝑃𝑃𝑗𝑗𝑡𝑡 with time-
varying can be rewritten by: 

𝑃𝑃𝑗𝑗𝑡𝑡 = 𝜆𝜆𝐼𝐼𝑗𝑗(𝑡𝑡) (2) 

where 𝜆𝜆 denotes the proportionality coefficient. 𝜆𝜆 in this linear forecasting function is adopted 
by the public-healthcare administrative personnel in controlling the spread of epidemic [2]. 
Herein, we don’t think about the lag effect of earlier medicine allocation. 

3.3 Time-space network of the humanitarian logistics 

We consider two objectives related to humanitarian logistics: time cost and delay cost. 
∑ ∑ (𝑡𝑡′ − 𝑡𝑡)𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗′

k
𝑘𝑘∈𝐾𝐾𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗′∈𝐴𝐴𝑇𝑇  denotes the total time cost. The accumulated number of medical 

sources have been delivered by vehicles at node j at time t can be rewritten by ∑ ∑ 𝑥𝑥𝑗𝑗𝑗𝑗𝑘𝑘𝑡𝑡
𝑡𝑡=0𝑘𝑘∈𝐾𝐾 . Let 

𝑃𝑃𝑗𝑗𝑡𝑡 − ∑ ∑ 𝑥𝑥𝑗𝑗𝑗𝑗𝑘𝑘𝑡𝑡
𝑡𝑡=0𝑘𝑘∈𝐾𝐾  denote the unsatisfied demands at node j at time t. The total delay cost can be 

rewritten by ∑ ∑ (𝑃𝑃𝑗𝑗𝑡𝑡 − ∑ ∑ 𝑥𝑥𝑗𝑗𝑗𝑗𝑘𝑘𝑡𝑡
𝑡𝑡=0𝑘𝑘∈𝐾𝐾𝑡𝑡∈𝑇𝑇𝑗𝑗∈𝑁𝑁 ). The time-space network of the humanitarian logis-

tics can be rewritten by: 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  ��(𝑃𝑃𝑗𝑗𝑡𝑡 − ��𝑥𝑥𝑗𝑗𝑗𝑗𝑘𝑘
𝑡𝑡

𝑡𝑡=0𝑘𝑘∈𝐾𝐾𝑡𝑡∈𝑇𝑇𝑗𝑗∈𝑁𝑁

) + 𝛼𝛼 � �(𝑡𝑡′ − 𝑡𝑡)𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′
k

𝑘𝑘∈𝐾𝐾𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′∈𝐴𝐴𝑇𝑇
 (3) 

𝑠𝑠. 𝑡𝑡.  � 𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′
𝑘𝑘

𝑖𝑖𝑖𝑖∈𝑁𝑁𝑇𝑇

= 1,∀𝑗𝑗𝑡𝑡′ ∈ 𝑁𝑁𝑇𝑇 ,𝑘𝑘 ∈ 𝐾𝐾, (4) 

� 𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′
𝑘𝑘

𝑗𝑗𝑡𝑡′∈𝑁𝑁𝑇𝑇
= 1,∀𝑖𝑖𝑖𝑖 ∈ 𝑁𝑁𝑇𝑇 ,𝑘𝑘 ∈ 𝐾𝐾, (5) 

�𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′
𝑘𝑘

𝑖𝑖𝑖𝑖∈𝐴𝐴

= 1,∀𝑡𝑡, 𝑡𝑡′ ∈ 𝑇𝑇,𝑘𝑘 ∈ 𝐾𝐾, (6) 

� �𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′
𝑘𝑘

𝑘𝑘∈𝐾𝐾𝑖𝑖𝑖𝑖∈𝑁𝑁𝑇𝑇
= � �𝑦𝑦𝑗𝑗𝑡𝑡′,𝑖𝑖𝑖𝑖

𝑘𝑘

𝑘𝑘∈𝐾𝐾𝑖𝑖𝑖𝑖∈𝑁𝑁𝑇𝑇
,∀𝑗𝑗𝑡𝑡′ ∈ 𝑁𝑁𝑇𝑇 , (7) 
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� 𝑥𝑥𝑗𝑗𝑡𝑡′
𝑘𝑘

∀𝑗𝑗𝑡𝑡′∈𝑁𝑁𝑇𝑇
≤ 𝑄𝑄𝑘𝑘 × � 𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′

𝑘𝑘

𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′∈𝐴𝐴𝑇𝑇
,∀𝑘𝑘 ∈ 𝐾𝐾, (8) 

�𝑥𝑥𝑗𝑗𝑗𝑗𝑘𝑘

𝑘𝑘∈𝐾𝐾

≤ 𝑃𝑃𝑗𝑗𝑡𝑡 ,∀𝑡𝑡 ∈ 𝑇𝑇, 𝑗𝑗 ∈ 𝑁𝑁, (9) 

𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′
𝑘𝑘 ∈ {0,1},∀𝑖𝑖𝑖𝑖, 𝑗𝑗𝑡𝑡′ ∈ 𝑁𝑁𝑇𝑇 ,𝑘𝑘 ∈ 𝐾𝐾, (10) 

𝑥𝑥𝑗𝑗𝑗𝑗𝑘𝑘 ≥ 0, 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖,∀𝑗𝑗𝑗𝑗 ∈ 𝑁𝑁𝑇𝑇 ,𝑘𝑘 ∈ 𝐾𝐾. (11) 

In this optimization model, the objective function (Eq. 3) is to minimize the total cost of hu-
manitarian logistics. Constraints Eqs. 4-7 are the flow conservation equations. Particularly, con-
straint (Eq. 4) constraint (Eq. 5) and Constraint (Eq. 6) ensure that each node must be visited in 
the time-space network. Constraint (Eq. 7) states that each vehicle must get away of the node 
after it arrives one node in the time-space network. Constraint (Eq. 8) ensures that each vehicle 
load number of people is smaller and equal to its maximum load at node 𝑗𝑗. Constraint (Eq. 9) 
states that the number of delivered medicine resource is smaller and equal to the demand num-
ber at node 𝑗𝑗 at time 𝑡𝑡. Finally, Constraint (Eq. 10) ensures that 𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′

𝑘𝑘  is binary variable. Con-
straint (Eq. 11) are the nonnegativity of the flows. Such model is a dynamic and multistage pro-
gramming model. 

4. Solution methodology 
To solve the above optimization model, Eq. 1 and Eq. 2 are adopted to calculate the time-varying 
demand 𝑃𝑃𝑗𝑗𝑡𝑡 firstly. After that, we use Benders decomposition algorithm to solve the mixed inte-
ger programming model. Benders decomposition algorithm provides a basic framework to solve 
MILP through decomposing the original complex problem into two problems, i.e., a master prob-
lem and a subproblem [39]. Benders [40] showed that the master problem and the subproblem 
can be solved successively with information being communicated between them. 

We put the vehicle selection decision variables into the master problem and put the distribu-
tion decision variables into the subproblem. We set an initial solution 𝑦𝑦𝚤𝚤𝚤𝚤,𝚥𝚥𝑡𝑡′

𝑘𝑘�������. The subproblem can 
be written as follows: 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  ��(𝑃𝑃𝑗𝑗𝑡𝑡 − ��𝑥𝑥𝑗𝑗𝑗𝑗𝑘𝑘
𝑡𝑡

𝑡𝑡=0𝑘𝑘∈𝐾𝐾𝑡𝑡∈𝑇𝑇𝑗𝑗∈𝑁𝑁

) + 𝛼𝛼 � �(𝑡𝑡′ − 𝑡𝑡)
𝑘𝑘∈𝐾𝐾𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′∈𝐴𝐴𝑇𝑇

𝑦𝑦𝚤𝚤𝚤𝚤,𝚥𝚥𝑡𝑡′
𝑘𝑘������� 

𝑠𝑠. 𝑡𝑡.          − � 𝑥𝑥𝑗𝑗𝑡𝑡′
𝑘𝑘

∀𝑗𝑗𝑡𝑡′∈𝑁𝑁𝑇𝑇
≥ −𝑄𝑄𝑘𝑘 × � 𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′

𝑘𝑘

𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′∈𝐴𝐴𝑇𝑇
,∀𝑘𝑘 ∈ 𝐾𝐾, 

−� 𝑥𝑥𝑗𝑗𝑗𝑗𝑘𝑘

𝑘𝑘∈𝐾𝐾

≥ −𝑃𝑃𝑗𝑗𝑡𝑡 ,∀𝑡𝑡 ∈ 𝑇𝑇, 𝑗𝑗 ∈ 𝑁𝑁, 

𝑥𝑥𝑗𝑗𝑗𝑗𝑘𝑘 ≥ 0, 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖,∀𝑗𝑗𝑗𝑗 ∈ 𝑁𝑁𝑇𝑇 ,𝑘𝑘 ∈ 𝐾𝐾. 

(12) 

Therefore, the dual problem of Eq. 12, can be obtained below, 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  𝜋𝜋𝑇𝑇(−𝑄𝑄𝑘𝑘 � 𝑦𝑦𝚤𝚤𝚤𝚤,𝚥𝚥𝑡𝑡′
𝑘𝑘�������

𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′∈𝐴𝐴𝑇𝑇
−𝑃𝑃𝑗𝑗𝑡𝑡) 

s.t.  𝜋𝜋𝑇𝑇𝐺𝐺 ≤ 𝑓𝑓, 
𝜋𝜋 ≥ 0. 

(13) 

G denotes the transposed matrix of the constraint coefficient matrix in model (Eq. 12). f denotes 
the transposed matrix of objective function coefficient matrix in model (Eq. 12). 𝜋𝜋𝑇𝑇 denotes the 
dual variables in model (Eq. 13). 

There are three possible solution with respect to model (Eq. 13): (1) infeasible, then 
exit; (2) unbounded, in which case choose any unbounded extreme ray (denoted as 𝜋𝜋𝑇𝑇����) 
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and add a feasibility cut 𝜋𝜋𝑇𝑇����(−𝑄𝑄𝑘𝑘 · ∑ 𝑦𝑦𝚤𝚤𝚤𝚤,𝚥𝚥𝑡𝑡′
𝑘𝑘������� −𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′∈𝐴𝐴𝑇𝑇 𝑃𝑃𝑗𝑗𝑡𝑡) ≤ 0 into the master problem; (3) 

bounded, in which case take an optimal solution (denoted as 𝜋𝜋𝑇𝑇����) and add an optimality 
cut 𝜋𝜋𝑇𝑇����(−𝑄𝑄𝑘𝑘 · ∑ 𝑦𝑦𝚤𝚤𝚤𝚤,𝚥𝚥𝑡𝑡′

𝑘𝑘������� −𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′∈𝐴𝐴𝑇𝑇 𝑃𝑃𝑗𝑗𝑡𝑡) ≤ θ into the master problem. 
Therefore, the master problem of the time-space network of the humanitarian logis-

tics can be written as Eq. 14, 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  𝜃𝜃 + 𝛼𝛼 � �(𝑡𝑡′ − 𝑡𝑡)𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′
k

𝑘𝑘∈𝐾𝐾𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′∈𝐴𝐴𝑇𝑇
 

𝑠𝑠. 𝑡𝑡.  � 𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′
𝑘𝑘

𝑖𝑖𝑖𝑖∈𝑁𝑁𝑇𝑇

= 1,∀𝑗𝑗𝑡𝑡′ ∈ 𝑁𝑁𝑇𝑇 ,𝑘𝑘 ∈ 𝐾𝐾, 

� 𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′
𝑘𝑘

𝑗𝑗𝑡𝑡′∈𝑁𝑁𝑇𝑇
= 1,∀𝑖𝑖𝑖𝑖 ∈ 𝑁𝑁𝑇𝑇 ,𝑘𝑘 ∈ 𝐾𝐾, 

� 𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′
𝑘𝑘

𝑖𝑖𝑖𝑖∈𝐴𝐴

= 1,∀𝑡𝑡, 𝑡𝑡′ ∈ 𝑇𝑇,𝑘𝑘 ∈ 𝐾𝐾, 

� �𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′
𝑘𝑘

𝑘𝑘∈𝐾𝐾𝑖𝑖𝑖𝑖∈𝑁𝑁𝑇𝑇
= � �𝑦𝑦𝑗𝑗𝑡𝑡′,𝑖𝑖𝑖𝑖

𝑘𝑘

𝑘𝑘∈𝐾𝐾𝑖𝑖𝑖𝑖∈𝑁𝑁𝑇𝑇
,∀𝑗𝑗𝑡𝑡′ ∈ 𝑁𝑁𝑇𝑇 , 

𝜋𝜋𝑇𝑇����(−𝑄𝑄𝑘𝑘 · � 𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′
𝑘𝑘

𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′∈𝐴𝐴𝑇𝑇
− 𝑃𝑃𝑗𝑗𝑡𝑡) ≤ 0, 

𝜋𝜋𝑇𝑇�����−𝑄𝑄𝑘𝑘 · � 𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′
𝑘𝑘

𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′∈𝐴𝐴𝑇𝑇
− 𝑃𝑃𝑗𝑗𝑡𝑡� ≤ 𝜃𝜃, 

𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′
𝑘𝑘 ∈ {0,1},∀𝑖𝑖𝑖𝑖, 𝑗𝑗𝑡𝑡′ ∈ 𝑁𝑁𝑇𝑇 ,𝑘𝑘 ∈ 𝐾𝐾, 

𝜋𝜋 ∈ 𝑅𝑅. 

(14) 

Through the iteration to solve the master problem and the subproblem, we can obtain 
the optimal solution of the master problem (𝜃𝜃∗, 𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′

𝑘𝑘 ∗
). We can use 𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′

𝑘𝑘 ∗
 to solve the 

time-space network of the humanitarian logistics, we can obtain the optimal solution 
(𝑥𝑥𝑗𝑗𝑗𝑗𝑘𝑘

∗,𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑡𝑡′
𝑘𝑘 ∗

). 

5. Numerical tests 
This section describes the computational results for the proposed mathematical model and solu-
tion algorithm. In Subsection 5.1, we describe a numerical example. In Subsection 5.2, we exhibit 
the computational results with a case design. In Subsection 5.3, we conduct the sensitivity analy-
sis. All the tests in this section were tested on a Lenovo Y400 with Intel Core i5-3230M CPU, 2.60 
GHz frequency and 4 GB memory. 

5.1 A case study 

We cite a case that can reflect the proposed model. We suppose that there are 8 nodes, 30 days, 
4 vehicles. The maximum loading capacity of each vehicle is shown in Table 1. The marginal util-
ity from node i to node j is shown in Table 2. Sj (0), Ej (0), Ij (0), and Rj (0) are shown in Table 3. 
Where β = 0.0001, σ = 0.2, γ = 0.5, λ = 1. To make the results of the total time cost and the total 
delay cost in the same magnitude, we set α = 20.  

Table 1 The maximum loading capacity of the vehicle 𝑘𝑘(kg) 
Vehicle number 1 2 3 4 
Vehicle capacity 458  468 574 542 
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Table 2 The travel time from node i to node j(day) 
Node 
number 

1 2 3 4 5 6 7 8 

1 0 3 2 3 5 1 8 6 
2 3 0 4 3 2 5 7 1 
3 2 4 0 6 3 4 2 5 
4 3 3 6 0 7 2 1 5 
5 5 2 3 7 0 6 3 2 
6 1 5 4 2 6 0 4 7 
7 8 7 2 1 3 4 0 3 
8 6 1 5 5 2 7 3 0 

 Table 3 The initial value of Sj(0), Ej(0), Ij(0), and Rj(0)  
 𝑗𝑗 = 1 𝑗𝑗 = 2 𝑗𝑗 = 3 𝑗𝑗 = 4 𝑗𝑗 = 5 𝑗𝑗 = 6 𝑗𝑗 = 7 𝑗𝑗 = 8 

Sj(0) 10746 11288 14204 11271 14071 11218 14646 11750 
Ej(0) 0 0 0 0 0 0 0 0 
Ij(0) 639 650 723 695 670 766 717 710 
Rj(0) 0 0 0 0 0 0 0 0 

5.2 Computational results 
Fig. 3 shows that the variation trend of 𝑆𝑆𝑗𝑗(𝑡𝑡), 𝐸𝐸𝑗𝑗(𝑡𝑡), 𝐼𝐼𝑗𝑗(𝑡𝑡), and 𝑅𝑅𝑗𝑗(𝑡𝑡) in the whole rescue process. 
As we can see, 𝐼𝐼𝑗𝑗(𝑡𝑡) reduces first then increases, 𝐼𝐼𝑗𝑗(𝑡𝑡) is equal 0 at last. This result consistent 
with the mechanism of infectious diseases. 

 
Fig. 3 The results of 𝑆𝑆𝑗𝑗(𝑡𝑡), 𝐸𝐸𝑗𝑗(𝑡𝑡), 𝐼𝐼𝑗𝑗(𝑡𝑡), and 𝑅𝑅𝑗𝑗(𝑡𝑡) 

Node 1 is distribution center. The driving route of each vehicle is node 1-6-4-7-3-5-2-8-1. Ve-
hicles arrive time at node are 1, 3, 4, 6, 9, 11, 12, 18 days respectively. The delivery medicine 
resources number of all vehicles on each node are shown in Table 4. As shown in Table 4, the 
number of delivery medicine resource by all vehicles on node 6 is 143, 96, 172, and 208, respec-
tively, and is bigger than other nodes. The medicine resources of other nodes are optimized ac-
cording to the number and geographical location of infectious diseases. Therefore, this result 
conforms to reality according to the result of 𝑆𝑆𝑗𝑗(𝑡𝑡), 𝐸𝐸𝑗𝑗(𝑡𝑡), 𝐼𝐼𝑗𝑗(𝑡𝑡), and 𝑅𝑅𝑗𝑗(𝑡𝑡) in Fig. 3.  

Fig. 4 shows the upper and lower bounds obtained by Benders decomposition algorithm are 
equal at the 12th iteration and will not change any more. Before that, the upper and lower 
bounds converge continuously. Experimental results show the effectiveness of the proposed 
model and algorithm. 

Table 4 The delivery medicine resources number of all vehicles on each node 
 node 1 node 2 node 3 node 4 node 5 node 6 node 7 node 8 
Vehicle 1 0 98 33 65 76 143 20 23 
Vehicle 2 0 20 107 47 54 96 83 61 
Vehicle 3 0 45 131 23 74 172 48 81 
Vehicle 4 0 71 60 40 8 208 75 90 
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Fig. 4 Convergence of upper and lower bounds 

5.3 Sensitivity analysis 

In this section, a sensitivity analysis of the three key parameters (𝛽𝛽, 𝜎𝜎, 𝛾𝛾) in the demand fore-
casting model is conducted. Fig. 5 shows the relationship between the different 𝛽𝛽 and the num-
ber of infected people. Obviously, the greater 𝛽𝛽 is, the more the number of infected people is, and 
the greater the gradient of demand is. Therefore, 𝛽𝛽 should be selected appropriately in a practi-
cal problem. 

As Fig. 6 shows, 𝜎𝜎 takes on five values ranging from 0.1 to 0.5. The larger 𝜎𝜎 is, the larger the 
demand is, and the greater the gradient of demand is. As Fig. 7 shows, 𝛾𝛾 also takes on five values 
ranging from 0.1 to 0.5. The lower 𝜎𝜎 is, the larger the demand is.  

In this section, a sensitivity analysis of the three key parameters (𝛽𝛽, 𝜎𝜎, 𝛾𝛾) in the demand 
forecasting model is conducted. Fig. 5 shows the relationship between the different 𝛽𝛽 and the 
number of infected people. Obviously, the greater 𝛽𝛽 is, the more the number of infected people 
is, and the greater the gradient of demand is. Therefore, 𝛽𝛽 should be selected appropriately in a 
practical problem. 

As Fig. 6 shows, 𝜎𝜎 takes on five values ranging from 0.1 to 0.5. The larger 𝜎𝜎 is, the larger the 
demand is, and the greater the gradient of demand is. As Fig. 7 shows, 𝛾𝛾 also takes on five values 
ranging from 0.1 to 0.5. The lower 𝜎𝜎 is, the larger the demand is.  

  
Fig. 5 The results of sensitivity analysis with different 𝛽𝛽 
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Fig. 6 The results of sensitivity analysis with different 𝜎𝜎 

 
Fig. 7 The results of sensitivity analysis with differentγ  

5.4 Algorithm comparison 
Genetic algorithm is a heuristic search and optimization technique inspired by natural evolution. 
They have been successfully applied to a wide range of real-world problems of significant com-
plexity. In addition, ant colony algorithm is a class of metaheuristics which are inspired from the 
behaviour of real ants. The original idea consisted in simulating the stigmergic communication, 
therefore these algorithms are considered as a form of adaptive memory programming. There-
fore, in order to compare the difference between Benders decomposition algorithm and genetic 
algorithm, ant colony algorithm, a time-space network model for the humanitarian logistics 
problem with logistics in controlling epidemic diffusion is also solved by a genetic algorithm and 
an ant colony algorithm in this paper.  

Fig. 8 shows the optimization results of the genetic algorithm and the ant colony algorithm. 
The optimal value by the ant colony algorithm don’t converge any more in 15th iteration, and the 
optimal value by the genetic algorithm don’t converge any more in 23rd iteration. This result 
proves that the convergence performance and the computational accuracy of the ant colony al-
gorithm is better than the genetic algorithm. The computing time of the Benders decomposition 
algorithm, the genetic algorithm and the ant colony algorithm is 10.8 s, 5.2 s and 8.9 s respec-
tively. Therefore, the computational efficiency of the genetic algorithm is better than the other 
two algorithms. In addition, the optimal solution of the Benders decomposition algorithm, the 
genetic algorithm, and the ant colony algorithm is 2540084, 2854111, and 2540176, respective-
ly. This result proves that the computational accuracy of the Benders decomposition algorithm is 
better than the genetic algorithm and the ant colony algorithm.  
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Fig. 8 The optimization results of the genetic algorithm and the ant colony algorithm 

5.5 A larger case test 
We expand the node and vehicle sizes based on the case in Subsection 5.1. We cite a case that 
can reflect the proposed model. We suppose that there are 16 nodes, 30 days, 8 vehicles. The 
maximum loading capacity of each vehicle, the marginal utility from node i to node j and 𝑆𝑆𝑗𝑗(0), 
𝐸𝐸𝑗𝑗(0), 𝐼𝐼𝑗𝑗(0), and 𝑅𝑅𝑗𝑗(0) are expanded by the supposed node and vehicle sizes. Where 𝛽𝛽 = 
0.0001, 𝜎𝜎 = 0.2, 𝛾𝛾 = 0.5, 𝜆𝜆 = 1, 𝛼𝛼 =20.  

The optimization results of the larger case test by the Benders decomposition algorithm, the 
genetic algorithm and the ant colony algorithm are shown in Fig. 9. As Fig. 9 shows, the upper 
and lower bounds obtained by Benders decomposition algorithm are equal at the 14th iteration 
and will not change any more. Before that, the upper and lower bounds converge continuously.  

 
Fig. 9 The optimization results of three algorithms 

The optimal value by the ant colony algorithm don’t converge any more in 13th iteration, and 
the optimal value by the genetic algorithm don’t converge any more in 24th iteration. Experi-
mental results show the effectiveness of the proposed model and algorithm. The computing time 
of the Benders decomposition algorithm, the genetic algorithm and the ant colony algorithm is 
40.7 s, 26.5 s and 33.4 s respectively. The computational efficiency of the genetic algorithm is 
better than the other two algorithms. In addition, the optimal solution of the Benders decompo-
sition algorithm, the genetic algorithm and the ant colony algorithm is 2551213, 2896740, 
2651176 respectively. This result proves that the computational accuracy of the Benders de-
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composition algorithm is better than the genetic algorithm and the ant colony algorithm. There-
fore, the larger case experimental results show the validity of results in Subsections 5.2 and 5.4 
and the effectiveness of the proposed model and algorithm. 

6. Conclusion 
In this paper, a time-space network model for the humanitarian logistics problem with logistics 
in controlling epidemic diffusion is proposed. We use the SEIR model which is a new differential 
equation to solve the dynamic information in humanitarian relief phase. A multistage mixed in-
teger programming model for the humanitarian logistics and transport resource with a time-
space network is proposed. The linear programming problem is solved by the Benders decom-
position algorithm, the genetic algorithm and the ant colony algorithm. Finally, we use cases to 
calculate model and algorithm. The computational efficiency of the genetic algorithm is better 
than the other two algorithms. The results of cases prove that the computational accuracy of the 
Benders decomposition algorithm is better than the genetic algorithm and the ant colony algo-
rithm and the correctness of the model and algorithm. This paper can improve the efficiency of 
emergency rescue and reduce the loss of people's lives and property caused by decision-making 
mistakes. Sensitivity analysis illustrate the effect of parameters on the result. Through sensitivi-
ty analysis, the influence of parameters on dynamic information is understood, and the internal 
relationship between route selection of emergency rescue vehicles and allocation of medical 
supplies is grasped, so as to provide reference for decision makers, and thus provide experience 
for future emergency decision-making. Due to the complexity of emergency rescue, only the time 
cost and delay cost in the process of emergency rescue are considered in this paper, so it is nec-
essary to further study the comprehensiveness of emergency rescue. 
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