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This article deals with algebraic concepts of information and brings
five basic algebraic systems, called self-informational, general
informational, implicatively informational, equivalence informational,
and modal informational algebraic system, which are listed at the end
of the article. Informational algebra considers the informational
nature of its entities - operands and operators, and in, this relation,
it introduces traditional logical operators (implication, equivalence,
disjunction, conjunction, etc.) as particularities, which project a
self-informational or general informational algebra into a particular
domain (for instance, implicative, equivalence, modal, etc.). The way
to-an informational logic is paved with basic reflection and
determinations (definitions), which root in informational logic [1, 2,
3, 4). This article shows, how a new paradigm in formalizing and
automatizing of informational concepts can become possible. In this
way, it is also a proposal for a sufficiently diverse but constructive
mathematical and technological treatment of the arising informational
phenomenology - also of the needs arising in the domain of the so-
called information-oriented technology {12].

‘UVOD V INFORMACIJSKO ALGEBRO. Clanek se ukvarja z algebrai®nimi
koncepti informacije in prikaZe pet osnovnih algebrai&nih sistemov, in
sicer samo-informacijskega, splo$no, implikativno, ekvivalen€no in
modalno informacijskega, ki so zapisani na koncu &lanka. Informacijska
algebra upo3teva informacijsko naravo svojih entitet - operandov in
operatorjev in tako uvaja tradicionalne logi&ne operatorje (npr.
implikacijo, ekvivalenco, disjunkcijo, konjunkcijo itd.) le kot
posebnosti, ki projicirajo samo-informacijsko ali sploSno informacijsko
algebro v posebno podrofje (npr. implikativno, ekvivalen€no, modalno
itd.). Pot do informacijske logike je podloZena z osnovno refleksijo in
‘opredelitvami (definicijami), ki temeljijo v informacijski logiki [1,
2, 3, 4]. Clanek pokaZe, kako lahko nova paradigma formalizacije in
avtomatizacije informacijskih konceptov postane mogoa. V tem smislu je
lanek tudi predlog za dovolj diverzno vendar konstruktivno matematiéno
in tehnoloSko obravnavo nastajajoZe informacijske fenomenologije - tudi
potreb v obmo&ju t.i. informacijsko usmerjene tehnologije [12].
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hypothesis concerning the  essence of matter
it is evident that the matter-of-factness of
a body does not end there where we touch it.
The body is present everywhere where its
impacting can be sensed. Its force of
attraction - if we speak only of it - acts

upon sun, planets, maybe also upon the
entire universe.

Henri Bergson [10] 159-160
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A priori and irrespective of any hypothesis
concerning the essence of information it is
evident that the informing of information
does not end there where it is coming into
existence. Information is present everywhere
where its informing can be sensed. Its
impacting - if we speak only of it - can
inform living beings as well as the entire
universe.

Paraphrasing Henri Bergson informationally

Informational algebra or algebra of

information is a set of definitions concerning
informational axioms and informational rules



for formatting of formulas by which the
construction or deduction of formulas or their
transformation becomes constructively possible.
Informational formulas are compositions of
informational entities marking various
informational processes and consisting of the
so-called informational operands and
informational operators. By this approach,
informational algebra becomes an informational
calculus not only for informational or
informationally mechanical generation of
formulas within a given algebraic system, but
also for informational decomposition and
through it for informational enriching,
development, interpretation, and modeling of
living and artificial informational systems. In
this sense, systems represented by formulas are
open, i.e., constructively growing, steady,
and/or reducing formal systems. In general, an
informational system is an informationally
arising (changing) system, in which each
informational entity possesses the possibility
of informing, i.e. of informational arising.
Every algebraic approach concerns logical
means, shaping the nature or the background of
the algebraic approach. In this respect,
informational algebra is logically grounded in
informational logic [1, 2, 3, 4] and various
concepts belonging to it [5, 6, 7, 8].
Informational algebra .concerns informational
entities which are informational operands and
operators, aggregated to formulas. An
informational formula marks descriptively a
specific operand and so, can be informationally
operated again. Within an informational algebra
several categories of operands and operators
can be distinguished, e.g., implicit and
explicit ones, particularized and universalized
ones, etc. Further, such algebra considers that
informational operands can be decomposed into
formulas which bring to the surface new
operands and operators. In a similar way,
informational operators can be decomposed,
showing operational components of an operator
decomposition. Thus, algebraic composition
(building of operands, operators, and formulas)
and decomposition (determining of operands' and
operators' details) of informational entities,
of operands as well as operators, are the most
natural means of an informational algebra.
Within the study of informational algebra
also the axiomatic nature of information can be
considered and recognized. For instance, how
does information perform as informational
phenomenon of its own informing, how the
marking or symbolism of informational
- phenomenology can be introduced, and last but
not least, how informational arising, which is
the phenomenon of informing of information, can
be semantically captured, pragmatically
composed and decomposed, and operationally
marked .and symbolized. It becomes evident that
a symbolism possessing informational meaning,
generality, and particularity is needed and has
to be introduced in such a manner that it will
embrace already existing mathematical and new
informational conceptualism. For this purpose
the consequent informational style of thinking
and understanding becomes necessary, living
existing formal and particularly mathematical
doctrinairism behind it and surpassing the
doctrinaire blocking by informational
constructiveness and meaning. This does not
mean at all that informational algebra cannot
be concise, compact, and self-constructive
discipline. However, it might be said that

informational algebra will be conceptually
broader from the standpoint of existing and
abstractly comprehended algebraic disciplines,
integrating them into a new, informational
realm.

Introduction to informational algebra in
this essay is the only beginning of such
algebra, which as a new discipline is looming
on the horizon of informational logic. The goal
of such algebra is to enable formal analysis
and modeling of various living and artificial
informational system, for instance, compose
them globally and decompose them into detail,
particularize them on a given point of view and
later on universalize them and enable their
further decomposition, etc. At this time,
introduction means also that some distinguished
domains of informational algebra are yet not
elaborated into the necessary detail. This
essay is on the way to reveal significant and
controversial details, particularities, and
formalism of the future informational algebra.

1. CLASSICAL LOGICAL AND ALGEBRAIC APPROACH

At the beginning it is to stress that in the
conceptualization of informational logic and
informational algebra it would not be
recommendable to proceed from the usual
predicate calculi being determined within
various mathematical theories. All these
calculi are based on the category of truth and
falsity which represents a very particular
informational entity of belief or mathematical
disciplinarity. Such determinism of research
would fatally narrow the naturally open realm
of informational investigation and exclude the
main informational phenomenology from the
formally structured and organized discourse.
However, this does not mean that predicate
calculi of mathematics would be excluded from
the formal informational discourse; on the
contrary, they can be integrated into the realm
of informational investigation and present
usable particularities of an informational
calculus. Further, set-theoretical symbolism in
its various form can be applied too, etc.

Let us show a set of rules of deduction as
it appears within the classical logic. Let us
introduce two separation symbols, '[‘' and ']‘,
for expression of formal units. Let us
introduce informational entities o, f, and ¥,
representing rather informational and not only
propositional operands, and five
"propositional” connectives: '=' for negation,
'v' for disjunction, 'A' for conjunction, 's'
for implication, and 's' for equivalence. Under
these conditions it is possible to accept or
postulate some rules of deduction, belonging to
a particular (informational, or in our case
also propositional) language:

[1.1]
(e 3 [B8 2 a]]
([ » [ » B1] & [ 2 B]]
[l > B3 > [[B Y] (a2 y]]]
[{x A B] 2 ]
[l A B] >8]
[l >8] » [{a2v] > [x>I[B AY]]]
[oe » [ vV B1]
B % [xvpl]
[le >yl > [IB 2 7v) 2 [lxvVvBl>yl]]
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[l =B8] > [« > B]]
(le=p] > [B 3> a]]

[l >8] > ((B>a] > [a=
([e=>p) > [[nB] > [~alll
foo [~ [~ «]]]

([~ [0 all o]

g111

etc. Such kind of rules can be replaced by more
general as well as more precise ones. For
instance, instead of

[1.2]}: f > [B > al]

there will be the first or universalized step

[ F [B F «]]

This will be followed by the second and more
precise step

[l E] E (8 F o] K111 F]

In the third step the last formula can be
particularized, e.g., into

([l Fp) Fy (08 E o] Ep)11 kg

The meaning of operators kE and FT and
expressions of the form [« E] will be explained
later.

Let us introduce also the universal and the
existential quantifier, i.e., V¥ and 3. In the
framework of informational logic and
informational algebra we will use also
particularized quantifiers, i.e., Vn and 3n'

denoting the possibility m of V and 3, and
reading them as "it is possible that for all"
and "it is possible that there exist(s)",
respectively. In the framework of informational
logic, the rule [1.2] can be postulated as

[1.3]:
[1.4]:

[1.5]:

[1.6]: (03, Blale > [B E «l]]
This formula is read as "it is possible that
there exist an informational operand B such
that (operator .) if o is an informational
operand, then (operator ) operand 3 informs
(operator k) operand o. ’

For the second rule in [1.1] there would be,
for instance, in the framework of informational
logic

[1.71: [[IV o] 3 8)ellak [ak 811 > [o E 811]

The curiosity of this formula is, for instance,
that existential quantifier 3 performs as an
explicit binary operator between operands [V .«]
and B and that [[V «] 3 B] is the left operand
of operator .. Thus, this formula is read as
"for all o there exists B such that if «
“informs [« E B), then [« E [0 E B]] can be
"replaced by [« E B]. Thus, rule [1.7] can
become a practical rule of formula reduction
within informational algebra. Certainly, it is
not necessarily true that
[1.8]: (e F [ F B8]] > [o F B]]
is an informationally valid formula, since in
the left part {o k [« k B]] of implication the
process o informs the process o . B, and this
informing might not be the same as « E B on the
right side of implication. In many cases it can

be understood that [« E B] is an indivisible
process and in this manner o can impact this
process merely as ‘its entire structure. Thus,
if [{a 3 [ 2 B)) > [ 3 B]] is proposition-
logically acceptable, its informational -
counterpart [[« k [« E B8]] 2 [oc E B]] might be
not. This example shows the problem of
informational universalization of proposition-
logical formulas as truth and falsity are
characteristically narrowed informational
categories. .

The difference which exists between the
classical algebraic and logical approach on one
side and informational approach on the other
side lies in the fact that the first approach
deals with rather static entities whereas the
second one deals with processes and not only
propositions in mind. In a similar manner,
informational formulas have to be understood as
processes by themselves and in this sense they
underlie the principle of informational
arising, i.e. development of given formulas as
formulas- through composition, decomposition,
universalization, particularization, or simply

by changing of formulas' instantaneous
structure.

2. INFORMATIONAL. OPERATORS

2.0. Introduction

The informational operand is determined to be
informational entity marking an informational
process which is comprehended as informational
unity. Irrespective of the complexity of an
informational operand which can be composed of
various explicit and implicit informational
operands and informational operators, this
operand performs informationally, i.e.,
informs, counter-informs and embeds the self-
produced and the arrived information. ]

An informational operand informs as
informational unity and in this respect it
informs self-informationally. In this paragraph
we have to answer basic algebraic questions
concerning the self-informational nature of
informational operands. As it is already
understood, an informational operand is in no
way an informationally non-operative entity. It
functions as an operand or as an operated
entity merely in relation to operators being
superior to it, which have the power to operate
it informationally. However, within itself, an
informational operand operates and is operated
according to its informational constituents,
which are informational operands as well as
informational operators. And several components
of an informational operand can operate within
other informational operands. In this way it is
to understand that an informational operand is
a specific part of an informational system, of
an informationally marked and operatively
connected net of informational entities, which
are informationally perplexed, interwoven,
interactive, distributive, and distributed.

In this respect, the basic gquestion which
arises is how to ensure the expression of the
described complexity and of the arising nature
of information in a formal or symbolic manner.
We shall recognize how the introduction of the
metaoperator of informing E will explicitly
keep the arising nature of informational



entities occurring in a formula alive.
Therefore, this implicit arising power has to
be given to any operator of the type =
regardless in which way it is or can be
particularized or universalized. Usually we
suppose that operator | performs as an expert
operator (system) in the domain (field,
discipline, realm, etc.) of its possible
particularization or universalization.

2.1. On the Nature of Operator [

In our further discussion we shall consequently
use the symbol k as a general operator
variable, which can be substituted by any other
operator variable possessing a more precise or
more determined operational meaning. Further,
irrespective to the degree of its
determination, any informational operator can
be universalized with the intention to analyze
or investigate the informational consequences
of a particularized operator. For instance,
logical or arithmetic operators will be
replaced by more general operators with the
intention to study more general properties of
an informational operand (formula) which does
not concern merely the informationally narrowed
(particularized) aspects of logical truth or
falsity and numerical value, respectively. On
the other side, it will be possible to keep
mathematically defined entities algorithmically
stable in cases of necessity of artificial,
technological, and symbolic systems (for
instance, for the needs of today's artificial
intelligence and classical mathematical
systems).

In fact, the introduction of the notion of
the informational metaoperator k [9] and its
still. general (universal) operational
derivatives (for instance, =, ¥, 4, |k, 4, ¥, 4,
Fo 4, # A k. 4. ¥, A, etc.) enables the
development of the concept of informational
arising. The nature of this operator is
informing of operands to which this operator
belongs and informing is by definition nothing
else than informational arising in one or
another way. Thus, the formula o« | expresses
the property of informational operand « that it
is in the process of informing, of sending or
transmitting of information through its own
informing. If we would write « hn' it would

mean that entity o can inform; but o as
information can inform in each case. For
instance, in the case of modal logic we could
introduce the following definition:

[2.1]:
(o F) =pp (LY B) A (Y (B €M)))alet by g))

Here, M is the so-called model of possible

worlds and § is a possible world. The operator

hm g is already the particularized form of
1

operator k. Simply, it is possible to say that
operator k is determined within the
informational domain (M, B), which can be
understood to be sufficiently general, adapted
to instantaneous need and application. In this
case, each informational entity « has the
possibility to send information, to inform.
" This case represents the active role of
information and also of data. « k means that «
informs in all models of possible worlds and in
each possible world of the model.

10

The form k£ o expresses the property of
informational entity o« to be informed, to be
sensible to some extent for the reception of
information by informing in itself as well

as
by informing of other informational entities.
If we .would write hn «, we would say that

information « could be informed. By definition,
data as a particular, informationally
restricted entity, cannot accept (receive)
information. Thus, for instance, F o is valid.
In the framework of modal logic it could be
possible to set the following informational
definition:

[2.2]:
(B o) =pe (((3M A (3B EMNlly,p )

In this case, informational entity has the
possibility to receive information or to be
informed by itself or by other informational
entities. This role of information lies in the
activity of its receiving of information. Thus,
E o means that there exist suchlike models of
possible worlds and a possible world § within
them that o can be informed.

Operator k (and in this respect any

. informational operator) can perform as unary,

binary, or multiplex operator. In the case « F,
E is a unary, postfix operator, whereas in the

case F o, k is a unary prefix operator. A
binary form is, for instance, « 8, and a
multiplex one, for instance, o, B, ., YE &,

N, --- , &. Various informational operators
have been discussed in {2]. Howeverxr, some
definitions of informational operators may be
helpful for more exhaustive understanding of
their nature.

2.2. Implications and Definitions Concerning

Unary Informational Operators

In general, every informational operator can
appear as unary operator being connected with
one or more operands. Let us discuss merely
cases of the most general unary informational
operators.

2.2.1. The Case '« informs'

The form o f or g o says that o informs. This

formulas are implicatively open in the
following sense:
[2.3]:
(a0 B) 2
((3“ El nl ... ’ C)-(af:{: 7): ’ C)‘);
"E" e ko kR BB B Y
((3; & m, ¢ G)a(E, m, » A o))
& (q o)

e {d, 4, 44 A A A A

1f o informs, then there may exist some
informational entities E, 7, , ¢, which are
informed by o. The conseguence of this
implication might be the implication

(c ) 2 (3, (« |=.oc));
"B e (B kB BROK R

[2.4]:



(3, (e de)) & (4 0);
et A e A A A A

If o informs, then it could inform itself.

Logically, the following inverse implication
can be adopted: '
[2.5]: (¢ B, 7, y 8 3 (a k)

"$:” < {‘-_-'y i*:, l"v “"r bﬁl WI "’Ll “’(};

(4 «) € (§, n, e 5 )
e oA A A A A A A

If « informs informational'entities £, n,

ey
t, then it informs in general too. The
particular case of this implication is
[2.6]: (0 B o) 3 (x F);

"Bt e By kB BR BB RYS

(4 a) € (o o a);

He (4, 4 Al A A A A
If « informs in itself, then it informs. Now,

we can adopt the following complete list of
implications proceeding from the previous
discussion, which concern general informational
operators (the so-called "informing" operators
and the so-called "non-informing" ones), which
perform (inform) from the left to the right
and vice versa, i.e., operators |, |k, }, |, B,

ke e b S0 d0 4 4l A A A and 4
[2.7}:

( F) >

(B B my e, Dala B E 0y ey €));
(o [F) >

((371: E,me oo el FE, LR S D H
(x }) 3

(3, | P PN A R C A R VI TP A D
(a |F) »

((Eﬂ | T S I CH I J NN A D K
(o ) 3 :

((an E,:mny oo, Bl FE, M, o0, 8));
(o ) > :

((37‘: E, oo r Gl K E, n, ..., 8));
(o 1) 3 ‘ ‘

((BR EI N, :Z,)-(O‘V‘El Ny -0 : %))
(x ) > :

((3n E,.n, .. e FE, n, .- . 8))s

((3n £§,.n - L 0WE, n, ., 0 Fda)
€ (4 «);

(3, E,ne oo L, 0DWE o, T A )
¢ (4 «);

(Ep & o  DE, o, )
€ (Ha); :

(3, E,me oo S 8)eE o T H )
€ (A «);

1

(3, & me oo s

g)e(Ermy oo, TAA))

€ (A o)
(G & m oo ey o T A )

& A «);
((3n E,my o oon o 8)(E m, .o, T A D))

€ (A a);
((37t En oo §)elErm, -0, TA®))

¢ (4 @)

At this occasion it becomes evident that it is
possible to particularize the general
informational operator E by the so-called
general operators (metaoperators) fk and [,
general parallel operators | and [¢, general
cyclic operators |- and }¢, and general parallel-
cyclic operators || and |¢. Thus,

[2.8]: (a k) =p; ((x[F) V («x }) V («));

(o B) =p¢ ((o [B) Vv (a ) Vv (a0 ));
(x E) 3 ((o E) vV {a )

This definition says simply that « informs or
does not inform in a parallel, cyclic, and/or
parallel-cyclic manner. The parallel-cyclic
case is to be understood as a parallel and
cyclically perplexing complex mode of informing
of an informational entity.

In the similar way the performance of
operator = can be defined. This operator
demon-strates the diversity and alternativeness
against the general operator k. It can be
showed how in cases of anthropological
discourse this explicit informational operator
becomes the necessity, delivering the
unrevealed informing which lurks or ‘waits in
the background of each living informing and
non-informing (for instance, as skepticism,
unbelief, or simply counter-informing). Thus,
adequately to [2.8] there is

(2.9]: (o) =p¢ (o) V() V ({e));
(A o) =pe (A o) VvV (Aa) Vv (A o))
(Ha) > ((Ha) v (4 a));

It is to understand that if operators E, [k, },
., B, ¥, k¥, and | inform in one way, then their -
counterparts o, 4, -, 4, 4, 4, A, and 4 inform
in another way. This verbal difference between
the first and the second case (class) of
various informational operators ensures that
the alternative horizon of informing comes
explicitly (formally) into existence too.
Further, it is to understand that .« k can have
the meaning (or metameaning) of 9 o too.

The first two formulas in expressions [2.8]
and [2.9] state that in the domain of
informational connectedness, which can' be at
most a cyclic, parallel, parallel-cyclic,
parallel-serial, or parallel-sequential
structure, general informing or non-informing
is nothing else than a type of these kinds of
informing. The last formula in (2.8] and [2.9]
implicates merely the metarole (metameaning) of
operators E and o, respectively. At last,
operator [k can take over the role to be the
only informational metaoperator. Thus, for
instance, o E can have the meaning of u E as
well as of H a, etc.



Up to now we have examined cases in which it
was not said anything about the complexness or
composedness of operands. In our case, operands
are informational formulas marking
informational composites of informational
processes. Certainly, if o marks an operand,
then « k marks a formula of a single operand
and operator, and this formula can be taken as
operand too. Thus, it is possible to continue
the discourse of unary informational operators
concerning formula o« | as an operand.

By definition, if o marks an informational
entity, then o« informs. Inductively, on the
basis of this fact, it is possible to construct
an indefinite number of implications, namely,

[2.10): o3 («k);

(@B % (e B) F);
(e E) F) 3 (({ex B) ) F);

"B e k. ke b e BB B KD
Thus, by the property of transitivity, there is

o« > e E) E) ... E);
"B e (kb b B B D

[2.11]:

This formula says that informational entity can
inform in all possible ways concerning
informational operators k, [F, }, I+, B, ., B, IF.
It says in a formally explicit way that o can
be perplexedly complex in respect to parallel,
serial, and parallel-serial informing. Thus,
informational entity o marks a system or
network of informational processes which
constitute it informationally. By this,
an informational entity becomes a systemic
notion or notion of an informational network.

Formula [2.11] is an explicit expression
(through the .use of explicit informational
operators of the type ) of the arising nature
of informational entity o. Besides of this
explicitness of informational arising, there
exists, by definition, also the operational
implicitness (an implicit form of informational
arising) of an informational entity o. This
operational implicitness is coming to the
surface when, for instance, an informational
entity marked by o, is decomposed, and thus
explicating its informational components (a
composition of informational operators and
operands). The origin of this discussion can be
the following:

[2.12]: (x ) 2> 9, () or simply
(x ) 2 ()

where J (or ﬁ%) is the implicit operator of

informing or non-informing (or informing or
non-informing firom the left to the right). 9(«)

is a sort of functional expression which points’

out the operational component § of the entity
«. Obviously, inductively, the last expression
can be expanded (decomposed), for instance,

into
[2.13]:
(x E) 3 ()
Flo) > IS ... (F(x)) ... );

3 e {3#, S‘F, S'_, 8“_, S#, gl#' s‘_{_, 3“_’}
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where S#, ﬂw, ' SW' 3#, Si, 3, and SW mark

the so called general (f), parallel (), cyclic
(), and parallel-cyclic case (}}) of informing
and general (}), parallel (Jg), cyclic (}), and
parallel-cyclic case {Jf)}) of non-informing,
respectively.

Formulas [2.10] - [2.13] can be repeated for
the so-called alternative case of informing

concerning operators o, 4, 4, 4, A, 4, A4, and
Al. These cases can be expressed in a strict
symmetric (right-left) form, for instance:

[2.14]: (4 o) ¢ «;
(4 (3 o)) € ()

(4 (4 (da))) € (4 (4 a));
e = 4, 4 4 A A A A
This, by the property of transitivity, yields

(4 ... (4 (da)) ) & o

[2.15]: .
"H{ e (4 4, 4 4 A A A Al

Analogously to [2.12] the following alternative
formula is obtained:

[2.16]: Se(a) & (4 o) or simply
' () & (9 o)
where §' (or S@) is the implicit alternative

operator of informing or non-informing {(from
the right to the left). 9'(a) 4is the
alternative functional expression which points
out the alternative operational component $' of
the entity o. Obviously, inductively, the last
expression can be expanded (decomposed), for
instance, into

[2.17]:

' (o) € (Ha);

(s (3" () ) € 3 ()

VW Ty g e T Vg Ty Y

where 3‘4, '-'3':“, 3‘_{, 3‘_", S‘;q, S‘#!' 9’ ' and
s'l mark the so called alternative general (d),
parallel (4}), cyclic (), and parallel-cyclic
case () of informing and alternative general
(4), parallel (4)), ecyclic (4), and parallel-
cyclic case (#A)) of non-informing, respectively.
In this manner the alternativeness of informing
and non-informing in the case "to inform" is

preserved also in an informationally implicit
way.

The last question which we have to deal with
more thoroughly within this section concerns
the operational family of non-informing. The
"non" in non-informing appears as a symbol of
negation (=) and this operation is a regular
unary connective of formal (mathematical)

logic. Now, it is possible to show how the
"logically" pure meaning of negation can become
informationally contestable, questionable, and
insufficient.

Let be
[2.18]: CAERCRAL

"E" e E kb FYS
"B e BB b k)



(4 a) € (0(d a);
"' e (4, 4, 4, 4}
AN e (4, 4, A Al

Concerning the last formula in which E is the
operator of non-informing, it is possible to
develop the following questions:

(1) If o« marks an informational entity which
informs (F or ), how does this entity not
inform (E or #)? Evidently, = as an
informational operator of negation does not
possess a totally negational meaning
(operational power).

(2) How does « not inform (B or #) and what
does this non-informing mean?

(3) If it is said that o« does not inform in
a certain way, then o either inhibits or is not
capable to inform in a certain way. Thus, it is
possible to say, for instance, that «. informs
in an inhibitory manner. This fact yields

-

{2.19]: (o B} 3 (x Fy)s

"B € B, Ik b I
"tzi" € [}:i' lFi. ‘-i' ﬂ-i]:

(H; ) ¢ (A o);
"f"‘ii" € {#i' #li’ Air "“n}i
e 4, 4 )

The so-called non-informing (B or #) is nothing
else than inhibitive informing.

(4) The reverse can also be certain. If o
informs, then o does not inform in its all
empbracing informational variety or entirety. It
‘informs only in a certain way and not in all
possible (universal) ways. Thus,

[2.20]: (0 F) & (e B )5

B e Bk kB
v e G, b, Ko )

(A, ) ¢ (5 o);
e (4 4, A )
A, € Ay Ay Ay, ARd

where [ and # mark the

informing. This fact can be explained by the
intentional nature of informational arising
regardless of a certain informational entity.
Any informational entity, as a process of its
informational existing and arising of
information, possesses a certain orientation or
intentionality of its informing and only in
this manner can inform or can be informed.

(5) If o« informs a certain informational
entity B, where o 8 or § 4§ «, and entity B is
not "sufficiently" sensitive to the informing
of o, then 8 is not "adequately" informed by o,
i.e., « ¥ B or 8 # «. Because of "specific" B's
sensitivity in regard to o's informing, symbol
[ or 5 or any other informational operator has
to be understood as an operator composition of
particular operators, i.e. in our case of ha

‘and ha or 4& and :h, that is as that what «
intends to inform and what $ intends to
perceive or, simply, what B can perceive as o's
informing. That is why the operational
composition Faohﬁ or 4a048 which constitutes

non-universal

operator | or = in the relation o EBorf 4
can be comprehended also as

[2.21]: (x EB) 3 ((x haohﬁ B) v

(e #aohﬁ B) v
(o FQO#B g) v
(o #aO#ﬁ B));
"E" ek ko F )
"B e (B, koK )

(g ¢b°#a o) v
(a #boqa x) Vv
(g =%o¢h o) Vv '
(B #god, @) ¢ (B o o)
Te 4, 4 4 Y
A e (4 A A A

The case « kaokﬁ B orB oﬂu o can be taken

as the most appropriate form of informing from

entity o to entity f, where both o and B are
acting (informing) as useful informational
partners. The informational transmitter o
transmits (ha or qa) information which can be
conditionally (hB or :b) accepted by  the
informational receiver B.

In the case « #aohs B or B =bo#a o, o is not
entirely in the position to inform in such a
way to B that 8 could accept information
(intentionally or essentially) mediated from «.
It could be said that o does not entirely
fulfill the informational expectance or
capability of B. '

In the case « Fuo#ﬁ B org #304a o, 8 is not
entirely in the position to be informed in the
way in which o informs or mediates information.
It is possible to say that B does not entirely
fulfill the informational expectance or ability
of wo.

In the last case « #aokﬁ B or B #Bo#a o, the
informing (processing) o 8 or 8 3 o does
practically (moxre exactly, particularly) not
exist, for o« cannot mediate information which B
could be capable to accept. However, it does
not mean that another particular process of the
form a = B8 or B 4 o is not taking place.

This discussion shows how operators k and B

could be understood to be symmetrical to each
other. Thus,

(B 8) 3 ((a Kooy B) v
(o kao#ﬁ g) v
(o Bookg 8) V
(o FaOhﬂ B));

"B € {, [, ¥, k)i

"E" ek EFFY:

[2.22]:

((B =god, «) v

(a #Bo#a o) Vv

(B #ho#a a) Vv

(B Agod, ) € (B A o)
A e (A A A A

e H 4 4 )



The conclusion of this discussion is that
general informational operators belonging to
the classes |, ¥, 4, and # are relative to each
other and that it is possible to use them
according to the occurring circumstances,
appropriateness, and needs.

2.2.2. Thelcase ‘o is informed'

Implicitly, in the case « k B, we have learned
a bit on the nature of the case 'to be
informed'. Let us examine this case analogously
to the case 'to inform' into more detail.

The form B o or o I says that o is
informed. This formula is implicatively open in
the following sense:

[2.23]:
(F«) 3
((371' EI nr ’ C)U(Ei n!

.. e s T EA));
"B e ks ke BB R ESFDS

((3_ &, n,
& (a H);

"=1" € {=': :ﬂl "|: '“r #' #I' 7"'I’ Al}

’ C)-((l=| E! N, ’ C))

If « is informed, then there may exist some
informational entities £, n, ... , ¥, which
inform o. The consequence of this implication
might be the implication

[2.24]: (F o) > (3, (« E o));
"h" € {Fr #r Fl Wl #' w' V' W];
(3, (ad o)) € (x )
e {4 4, 4, 4 A 4. A Al

If « is informed, then it could be informed by
itself. Logically, the following inverse
implication can be adopted:

[2.25): (%, 7, y L Ea) 3 (Ea);

"h" € ”zl ":: }—r "‘r #’ I#' }*' IV};

(¢ 9) € (x g E, 7, r )i
g et A A A A AL A A

If o« is informed by informational entities E,
Ny .-+ , ¢, then it is informed in generdl too.
The particular case of this implication is

[2.26]: (¢ E o) > (F a);
“t:“ € {k:r “:l }—t n"' #r l#r V‘r “")n
(o o) € (o o o);
H e d, 4, A A A A A Al
1f oo is informed in itself, then it is

informed. Now, we can adopt the following
complete list of implications proceeding from
the previous discussion, which concern general

informational operators (the so-called
"informing" operators and the so-called "non-
informing" ones), which perform (inform) from

the left to the right and vice versa, i.e.,

operators k, [&, b, ¥, K, I K, I, A 4 A0 L
A, A A, and A:
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[2.27]:

(F o) 3

((BR E' Ne <o C)-(Zr Ny o0 1 & h o));
(F o} 3

(G & m oo Dl e e, R )
(F o) 3

((Bn El Ny oo C)'(Ev Ne +o0 + 8 F o));
(F ) »

(38 m .. L 3)Em, oo, T a));
(B a) >

((3n El Ny oo C)-(E- Ne oo C # a))i
(b o) 3

((3" E' Ny o0 :)'(El Ny oo : W d));
(F o) >

((HK Evne onn L)€, . b o));
(b o) >

(3, E n .. . & n, ..., Tlkoa));

((Eﬁ Er Ny -« C)-((x # Er e «vv C))
€ (« H);

(A & m --o Yol E, n, ...+ 7))
€ (o d);

((Bn E, L P 4 Y {3 4 E,n oo 0 8))
€ (x +);

((3ﬁ LS PR 4 P20 [ T PR 4 )
€& (o )

(3 & m oen , Dl AE, 0, oo, 7))
¢ (o A);

(3, E, 1 oo s a4 E, m, ... , %))
€ (a 4);

(B & n, ..., )l AE m, ..., 7))
& (a A);

(A& mn oo el AE, n, ..., B))
€ (o A)

Again, it becomes evident how it is possible to
particularize the general informational
operator k by the so-called general operators
(metaoperators) k and B¢, general parallel
operators |k and [, general cyclic operators |
and ¢, and general parallel-cyclic operators |-
and |f. Thus,

[2.28]: (F o) =p¢ ((F o) V (o) VvV (Fa«));
(B o) =pe (ko) v (ko) Vv (ka));
(F o) 2 ((Fa) Vv (E«))

This definition says simply that « is informed
or not informed in a parallel, cyclic, and/or
parallel-cyclic manner. Again, the parallel-
cyclic case is to be understood as a parallel
and cyclically perplexing complex mode of
informing of an informational entity.

As previously, the performance of operator =
in the case "to be informed" can be defined.
Again, this operator demon-strates the
diversity and alternativeness against the
general operator k. It can be showed how in
cases of anthropological (linguistic) discourse
this explicit informational operator becones



the necessity, delivering the unrevealed
informing which 1lurks or waits in the
background of each living informing and non-
informing (for instance, as skepticism,
unbelief, the Other, or simply counter-
informing). Thus, adequately to [2.284] there is

[2.29): (o =) =p¢ ({a q) vV (x ) v (aH));
(o0 &) =pe ((o 4) v (o A) Vv (e A));
(e ) 2 ((oc ) v (x #A));

Again, it is to understand that if operators k,
E, v+, I, B, ¥, ¥, and ¢ inform in one way, then
their counterparts =, 3, 4, 4, #, #, A4, and 4
inform in another way. This verbal difference
between the first and the second case (class)
of various informational operators ensures that
the alternative horizon of informing in the
case "to be informed" comes explicitly
(formally) into existence too. Further, it is
to understand that | o can have the meaning (or
metameaning) of o o too.

The first two formulas in expressions [2.28]
and [2.29] in the case "to be informed" state

that in the domain of informational
connectedness, which can be at most a cyclic,
parallel, parallel-cyclic, parallel-serial, or

parallel-sequential structure, general
informing or non-informing is nothing else than
a type of these kinds of informing. The last
"formula in [2.28] and [2.29] implicates merely
the metarole (metameaning) of operators k and
H, respectively. At last, operator [ can take
over the role to be the only informational
metaoperator. Thus, for instance, E o can have
the meaning of k£ « as well as of « H, etc.

Now, it is possible to continue the discourse
of unary informational operators concerning
formula k£ o as an operand.

By definition, if o marks an informational
entity, then o is informed. Inductively, on the
basis of this fact, it is possible to construct
an indefinite number of implications, namely,

[2.30): o« 3 (F o);

(F o) (E (Fo));

B (o)) > (E (F,(h o)));

"B e (e, kb BB W)
Thus, by the property of transitivity,

o D (h oo (B (F a)) e )
"B e (B kB B R B IR

there is

[2.31]:

This formula says that informational entity can
be informed in all possible ways concerning
informational operators |k, [k, +, |F, B, &, B, F.
It says again in a formally explicit way that «
can be perplexedly complex in respect to
parallel, serial, and parallel-serial informing
in the sense "to be informed". Thus,
informational entity o marks a system or
network of informational processes which
constitute it informationally. By this,
an informational entity becomes a systemic
notion or notion of an informational network.
Formula {[2.31] is an explicit expression
(through the use of explicit informational
operators of the type k) of the arising nature
of informational entity o« in the sense "to be
informed". Besides of this explicitness of
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) origin of this

informational arising, there exists, by
definition, also the operational implicitness
(an implicit form of informational arising) of
an informational entity o«. This operational
implicitness is coming to the surface when, for
instance, an informational entity marked by «,
is decomposed, and thus explicating its
informational components (a composition of
informational operators and operands). The
discussion can be the following:

[2.32]: (F o) > Sa(a) or simply
(F o) 3 (o)
where g (or SQ) is the implicit operator of

informing or non-informing (or informing or
non-informing from the left to the right). J(o)
is a sort of functional expression which points
out the operational component § of the entity
«. Obviously, inductively, the last expression
can be expanded (decomposed), for instance,

into
[2.33]:
(F o) 2 3(o);
F(o) > (I (3{e)) ... );

VE G H o B He T Ko Y
h : K
vhere . Jp Yo Jpo Fpo Jpo Yy and G, mar
the so called general (E), parallel (|k), cyclic
(), and parallel-cyclic case (}}) of informing
and general (f), parallel (|¢), cyclic (}), and

parallel-cyclic case (ff) of non-informing,
respectively. ’

Formulas [2.30] =~ [2.33] can be repeated for
the so-called alternative case of "to be
informed" concerning operators =, 4|, -4, -, #.
A, 4, and 4. Again, these cases. can be
expressed in a strict symmetric (right-left)
form, for instance:

[2.34]: (o ) € o;

((e ) ) € (e F);
{(((a ) F) ) € ((ee F) F);

e d 4 A A A A A AL
This, by the property of transitivity, yields

(2.351: (... ({e =) o) ... ) ¢ o
e, 4 4 4 A A A Ad

Analogously to [2.32] the following alternative
formula is obtained:

[2.36]: S () € (« §) or simply

3" () ¢ (o 4)

where g' (or 3@) is the

operator of informing or non-informing (from
the right to the left). 9'(e«) is the
alternative functional expression which points
out the alternative operational component ' of
the entity o« in the case "to be informed".
Obviously, inductively, the last expression can
be expanded (decomposed), for instance, into

implicit alternative

[2.37]:
I' (o) € (x H);



G N R I M COF
3 Sy Sy Ty Vg Vg g Ty

t ] ' 1] L] 1 v d
where g =i' 3 :“, 3 _{, s _“, 3 #, S ?_ﬂr 3 74{' an
ﬂ'l mark the so called alternative general (4),

parallel (4)), cyeliec (4), and parallel-cyclic
case () of informing and alternative general
(4), parallel (4), cyclic (4), and parallél-
cyclic case (4) of non-informing, respectively.
In this manner the alternativeness of informing
and non-informing .in the case "to be informed"
is preserved also in an informationally
implicit way.

Let us see how the "logically" pure meaning of
negation can become informationally
contestable, questionable, and insufficient in
the case of "to be non-informed". Let be

[2.38]: Ak a) 3 (B a);
"B" e (B, ko I
"R e (i, kB, Fi s

(a0 4) € (=l H);
" e (4, 4, 4, 4}
"A e (4, 4, A4 Al

Concerning the last formula in which f is the
operator of non-informing, it is possible to
develop the following questions:

(1) If « marks an informational entity which
is informed {k or ), how is this entity not
informed (¥ or #)? Again, evidently, - as an
informational operator of negation does not
possess a totally negational meaning
(operational power).

(2) How is o not informed (B or #) and what
does this non-informing mean?

(3) If it is said that o is not informed in
~a certain way, then o is either inhibited or is
not capable to be informed in a certain way.
Thus, it is possible to say, for instance, that
® is informed in an inhibitory manner. This
fact yields

[2.39]: (B o) > (F «);
"roe (e, I, b, iKY
BT e By By Byl By )

CERERCEN
“#i" € (#il #Iil .’411 "”n];
He (4, 4.+ A}

The so-called non-informing (F or #) can be
understood as inhibitive informing.

(4) The reverse can also be certain. If o is
informed, then o is not informed in its all
embracing informational variety or entirety. It
is informed only in a certain way and not in
all possible (universal) ways. Thus,

[2.40]: (o) 2 (B, 0);

"B ek kb
L AN=N (S

1;
Foe o3

(a #A)) € (o0 H);

e {4, 4 A
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(3 & m,

A€ Wy Ay Age Ap)

where #n and #n mark the non-universal
informing. This fact can be explained by the
intentional nature of informational arising
regardless of a certain informational entity.
Any informational entity, as a process of its
informational existing and arising of
information, possesses a certain orientation or
intentionality to be informed and only in this
manner can inform or can be informed.

(5) 1f B is informed by a certain
informational entity «, where o« F B or B o «,
and entity B is not "sufficiently" sensitive to
the informing of &, then B is not "adequately"
informed by o, i.e., « B B or B & «. We have
already examined this case by the expressions
[2.21] and [2.22].

Again, the conclusion of this discussion is
that general informational operators belonging
to the classes |, B, =, and 4 are relative to
each other and that it is possible to use them
according to the occurring circumstances,
appropriateness, and needs.

2.3. Implications and Definitions Concerning

Binary Informational Operators

Because of informing of an informational entity
o, there may exist an informational entity @,
which can be reached by the informing of o«. In
this case we say that o informs B or f§ is
informed by «. It seems that every unary
informational operator appears to be at least
the binary one and, in general, the multiplex
informational operator. In fact, the
emphasizing of the unary nature of an
informational operator is nothing else than
concealing of informational source or sink in
regard to the operand, being informationally
connected with the unary operator.

The form o« F B or B 4 o« says that o informs

B or that f# is informed by «. But, these
formulas are implicatively open in the
following sense:

[2.41]:

(a EB) 2 ((ox EB) E);

((« EB)E) I

(3 & m, V3 EBYEE, M e, B
(o FB) 3 (F (x F B));

(F (x  8)) >

((EK E, n, » §)a(E, 7, c G (kB

“r:“ € ”:l ":I }—I "—I #l l#l "‘I ”J}'

(4 B da)) &€ (g4 a);

((Bn £, n, r G)e(E, 7,
€ (d4 B4 a));

® da)d) €« @ da);

)l ) 4E, 7,
€ (B 5 a) &)

He {4, 4, 4 . A4 A A A}

0 (B He))

+ 8))

If o informs 8, i.e., o« B or 8 H o then there
may exist some informational entities §, n,
, §, which are informed by the process o [

B or B 4 o. The consequence of these

implications might be



(2.42): (o fFB) >(3_ (xR B)E (kB

R CHE A N TG

(3, (B da)d (BFa))) & (B
"H" e {434, A e A A A Al

If o informs B &3edh% o E B or B o o,
these processes could inform itself.

then

It becomes evident (similar to the case of
unary informational operators) that it is
possible to particularize the general
informational operator k by the so-called
general operators (metaoperators) [ and [,
general parallel operators [f and [, general
cyclic operators |- and }, and general parallel-
cyclic operators |- and [¥. Thus,

[2.43j:
(«E8) =pp ((B) Vv (xFB) V (o §))
(o B B) =pp ([ B) V (o b B) V (o | B));

(0 EB) > ((a kB) V (£ B))

This definition says that & informs or does not
inform B in a parallel, cyclic, and/or
parallel-cyclic manner. The parallel-cyclic
case is to be understood as a parallel and
cyclically perplexing complex mode of informing
of an informational entity.

In the similar way the performance of
operator = can be defined. This operator
demon-strates the diversity and alternativeness
against the general operator k. Thus,
adequately to [2.43] there is

[2.44]:
@A) =p (BAe)V B Ha) V(B a));

B Ao) =pp (BA )V (B Ax)V (B AR
B o) ((Bda) Vv (BHwu));

The first two formulas in expressions [2.43].

and [2.44] state that in the domain of
informational connectedness, which can be at
most a cyclic, parallel, parallel-cyclic,
parallel-serial, or parallel-sequential
structure, general informing or non-informing
is nothing else than a type of these kinds of
informing. The last formula in [2.43] and
[2.44] implicates merely the metarole
(metameaning) of operators k ‘and 4,
respectively. At last, operator | can take over
the role to be the only informational
metaoperator. Thus, for instance, o k£ can have
the meaning of « k as well as of § o, etc.

By definition, if « E B or B = o marks an
informational process, then o informs B in one
or another way. Inductively, on the basis of
this fact, it is possible to construct an
indefinite number of implications, namely,

{x EB) > ((x EB) E);
((c EB) F) 2 (e EB) F) E);
(((e F B) F) E) 3 (({(o h B) h) E) F),

[2.45]:

(a F B) » (F (a F B)),
(FlakB)) > (k (E(xkEB);
(F (kB > (E(E (F (x ﬁ)))),

”F" € (h, #, F, W #, W H, W],
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(4 (8 da)) € (B4 o)
(4 @q4a)) e(d@da));
(4 (4 (4 @8 =qam) ¢ (:4 (=| 8 =1am.

((B # a) #) & (B 4 a).
(@ da)a)d) &« ((Bda)d);
((((B # o) 4) #) 4) & (((B 4 o) #) #),

"qe (4, 4 A A A A A

Thus, by the property of transitivity, there is

(¢ FB) 3 ( ((le EB) E) E) ... F):
(cEB)3(E ... (E(E(xEB))) ... );
"B e ks ke BB BB Y

[2.46]:

... FEF B Fa0) ) € (B d o)
(o (@) ) ... ) & (B o)
e 4 A A A A A A

Besides of this explicitness of informational
arising, there exists, by definition, also the
operational implicitness {an implicit form of
informational arising) of an informational
process o E B or B 4§ . This operational
implicitness is coming to the surface when, for
instance, an informational process marked by o
E B or B8 4.«, is decomposed, and thus
explicating its informational components (a
composition of informational operators and
operands). Again, the origin of this discussion
can be the following:

[2.47]: or

{a EB) F) 2 Se(a E B) simply

(e FB) F) > (o EB);
(F (e EB)) > 3 (B
(E nax EB)) 3> S EB);

or simply

3.8 da) €« (dng 4 o)) or
B Foa) & (48 4 ));
S.B Fo) & ((B o))

3B o) € (B Fa)d);

simply

or simply

"B e ik kB b B REK)S
"4” e {4! =“l _{I —{Il #l #ll 74! "H}

where § (or Sé‘or Se) is the implicit operator

of informing or non-informing (or informing or
non-informing from the left to the right or
from the right to left). %(« E B) or I(B H «)
is a functional expression which points out the
operational component § of the process o F 8 or
f 4 o. Obviously, inductively, the last
expressions can be expanded (decomposed), for
instance, into

- [2.48]:

({« EB) E) 2 S(at E B

(F (¢ EB)) 3 3(x EB);

F(a EPB) >HI ... (e EB)) ... );
g€ [SF' Jer T Jr S Ty T Y

3B o) ¢ (d@da));
3@ o) € (B Fa)d);



(I (3(8 d o)) ) € 3B F o)
€ B S S Sy By Sy Sy Y
where SP' 3#, QF, QW' S#, SW' ﬂv, %P and 34,
S#. 34, SM' S#, ﬁﬂ, 34' 34 mark the so called

general (F and 5), parallel (ff and 4}), cyclic
(} and ), and parallel-cyclic case (} and )
of informing and general (¢ and #), parallel (i
and #), cyclic (# and #), and parallel-cyclic
case (¥ and A) of non-informing, respectively.

2.4. Implications and Definitions Concerning

Multiplex Informational Operators

Inductively, from binary informational
operators it is possible to proceed to the case
dealing with multiplex informational operators.
In principle, by definition, each informational
operator can perform as a unary, binary, or
multiplex operator. The nature of the multiplex
operators has to be explained. In the case of
a unary operator, its operativeness remains
open in the sense that there exist
possibilities of its connection to other,
explicitly hidden operands. In the case of a
binary operator, the operator's connectivity
concerns the left and the right operand,
however, the openness in the sense of a unary
operator to other, yet unrevealed operands
still exists. Only in the case of a multiplex
operator, the dilemma of openness can vanish,
for multiplex operator, in any case, concerns a
multiple of informational operands, however,
remains still open to the unrevealed operands.

Because of informing of informational
entities (operands), marked by o, 8, ... , T,
there may exist informational entities
(operands), marked by £, 7, . , ¢, which can
be informationally reached by the informing of
entities o, B, ... , Y. In this case we say
that «, B, , Y inform &, 7, , ¢ or that
£, n, , § are informed by «, B, , Y- In
this respect it seems that every unary or
binary informational operator appears to be
also a (hidden, in its entirety unrevealed)
multiplex informational operator.

The form o, 8, ... , YEE¢, 71, ... , ¥ or
the form €, 7, , ¢ 4o, B, ... , Y says
that entities o, B, , Y perplexedly inform
entities §, 7, , § or that entities §, m,

... , & are perplexdly informed by entities «,
B, ... , Y. But, these formulas are inductively
implicatively open in the following sense:

[2.49]:
(al ﬁ: Y h EI Ne v+ C) >
( (e, Bl Y F EI Ne v C) h)i
((a, B, CYEE N .., ZT)YE) S
((an P, ¢: ;T
((a: B: e Y h Er Ne v+ o C) h

¢l'¢l e T));

(a' B’ ’ Yh E' n' e 14 z) :
(h (e, B, N ¢ F E,'n, e g C));
(F (e, B, s YEE N, o 0 B)) ®
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r T)l
: TE
yYEE N, oo

(3, ¢ &,
(o, ¢,
(o, B, g1

"B e (kb B R B BB B

(=‘ (EI T’l ’ z#al BI .. ! ‘T))
<« (EI un ' g # o, BI ) Y);
((3n P, ¢r cee s T
(¢r ¢r cvr ¢ T
H (€, n, y e, By ooon YD)
€ (4 (E, »n, y o, By oo, Y)Y
(E' n' , C 4“' Bl A 1] Y) =‘)
& (El n, ) C # o, Bi ey Y)i
((3" P, ¢1 ¢ The
((EI ur; ' K d <, Br ey Y)
# P, ¢: r T))
€ ((§, m, v S Fa, B, e ) HD);
e {d 4 A A A A A A
If ¢, B, ... , Yy inform §, n, ., g, i.e., «,
B, ... v T E E' U ¢ G or E' M. A 4
«, 8, ... , Y then there may exist some
informational entities ¢, ¢, , T, which are
informed by the process o, (8, , YEE 7,

[ C 4 o, 6; L]

r L or &, m, Y. The
consequence of these implications might be
[2~50]: (al BI ’ Y F EI n' ’ C) :

(3, ((o, B CTEE M - B E
(e, B, CYEE N, oo 8D
Be (kB BRBEBD
(37[ ((El nl ’ C # al Bl A ’ Y)
3 (€, n, o By o Y)))

¢ (E' nl ’ C#ql BI 1] T);

He 4 4 A A A A A Al
If o, B: ' Y h EI N, e ' C inform Er M
et Zv i-e-: o, B: e 0 Y h EI Ne v 0 C
or £, n, ... , & 3o« B, ... , Y, then these

processes could inform itself.

Again, it becomes evident (simjlar to the case
of unary informational operators) that it is
possible to particularize the multiplex general
informational operator f by the so-called
multiplex general operators (metaoperators) k
and f, multiplex general parallel operators [k
and [, multiplex general cyclic operators | and
l#, and multiplex general parallel-cyclic
operators |} and [¥. Thus,

[2.51]:
(o, B, » YEE 7, : g “pf
((x, B, r YIFE, m, y GV
(e, B, rYFE N, P GV
(o, By Y IFE om, e 5))i



(o, B, o YR E - 8) “pf
((«, B, o YREE M, ... Q)Y
(e, B, - YK E m, - BV
(o, B, -l &, ¢ 5))i
(e, By - , YEE, m, r gy >
((ar Br < Y F EI Ne -« Z) v
“ (o, B, - YRE N, . 8))

This definition says that o, B,
or do not inform £, 7, , ¢ in a parallel,
cyclic, and/or parallel-cyclic manner: The
parallel-cyclic case is to be understood as a
parallel and cyclically perplexing complex mode
of informing of an informational entity.

In the similar way the multiplex performance
of operator o can be defined. This -operator
demon-strates the diversity and alternativeness
against the general multiplex operator E. Thus,
adequately to [2.51], there is

, Y inform

[2.52]: A

(EI 7): -y C =1al Br ‘- ’ Y) =Df
((El oo 2 &, B, e YV
(gr n, .- , § 4 x, B8, .y *) v
Erme oov s 8o, By ooty Y));

(E' ")/ ..y C #al B! L | Y) =Df
((E, m, ot A e By Y)Y
(£, n, ... , T Ao, B, ;YY) Vv
(€, n, oo + G Ao, B, v X))
(£, n, ¢34, B, P Y)Y

(€&, my oo » T o, B, ;Y Vv
(El N L c # o, B, I Y));

These cases of formulas concern multiplex
informational operators in the similar way as

were the «cases of unary and binary
informational operators.

By definition, if «, 8, ... , YEE, m, ... + &
or £, n, ... , ¢ 4 « B, ... , Y marks an
informational process, then «, B, ... , Y

inform ¥, 7, , ¢ in one or another way.
Inductively, on the basis of this fact, it is
possible to construct an indefinite number of
implications, namely,

[{2.53]:

(o, B, - YEE, m, -0 %) 3

(lo, B, - v YEE M, .. s B) E);

((, B, -y YEE, m, 28V EY S
(((x, B, - YEE M, - 8 E) R
(e, B, ... , YEE, 7, L0 R R 2
((((x, B, L YEE -2 8 EYR) R
(¢, B, ... + YEE, m, RGN

(F (o, B, -+ YFE, 7, v 8

(t: (a’ B' e ’ Y’:E' n’ A r C)) #

(h (h (ql Bl R ¢ F gr N L K)));
(F (F (e, 8, o YEE e 8))) e
E & E (g, ..., YFE

- 8

"¥=" € U=l ”:r }_l “": #' ‘#' "L’ “*);
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4, n ..., T4 B,

:Y))
€ (Er Ny -+ + & 4 o, 8, v Y)
(4 (4 (€, n, -y ¢ da, B, - Y)))
e (E m o T B e T |
4 d &, 0, s, 8w, B,y T))))
€ (d (€ 0, r G d e, B oo s YD)
((E, n, -0 33w, B, LX) =
€« (& n .., 44« B, ;YD)
(((E: Ne -+ 4+ § 4 o, B e Y) 4) 4)
€ (&, n ..., 8 Ha, B, cY) H);
(. my oo v G, B o, 7)) A
(€, n, «-. L Ao, By .-

;oY) =) )
"=i” € {=il :"l"'{l -”I #I All A' ""}

Thus, by the property of transitivity, there is

{2.54]: ’
(e, B, - YFEE M, P g) 3
¢ ... (((ax, B, S YF
El un - K) h).h) ... h);
(e, By --- v YEE, M, ... , ) >
(... (F (F (x, B, r Y k.
- El Ny oo C))) N
"F" € {Fr #l Fl (o #c Wl Vl W1
4 ... 4 3 (&, n R
o, B, S YN )
€& n ... .3 q« B, )
(... (((§, n, - % g
o, B, sy A ) A
c(& n .., 8o, Bl Y)
He d 4 4 A A A A Al

Besides of this explicitness of informational
arising, there exists, by definition, also the
operational implicitness (an., implicit form of
informational arising) of an informational
process o, B, :Y’=E: 7, ,(:Of EI N,

, £ 4 a, B, -.. , Y. This operational
implicitness is coming to the surface when, for
instance, an informational process marked by o,
B, .- , YEE 1 . 4 or &, m, - . 54
«, B, ... , Y, is decomposed, and thus
explicating its inférmational components (a
composition of informational operators and
operands). Again, the origin of this discussion
can be the following:

[2.55]:
({et; B, --- , YEE, n, ¢ 5)E)Y
Sﬁ(a, B. r YEE, 7, , T) or simply
(e, B, ... ., YEE, n, y )R S
e, By --- , YEE, 7, , T
F (o, B, ... . YE £, n, F 5)) >
Se(a, B, ... ., YEE, n, , &) or simply
(E (o, B, .- + YE El by f G)Y @
(o, By oov 0 Y h EI Ny -, 8
36(E:‘n: s C 4 o, B: L] Y)

c(dn€k, n, ... , T d«, B, , Y)) or simply
IE, my -0, T Ha, B, coe YY)

& (4 nk, n, .. %9, B, e YD)



4 C 4 o, Br sy Y)

se(gi un

¢ ((§, n, r 5o o, B, , ¥) ) or simply
3(E, n, y g Ao, By ooos 4 Y)

& ({§, n, , ¢ dx, 8, Y)Y )

"F" € {hl #: Fl W' #l W: VI W};
e (4, 4 4 A Al A A

where § (or §, or %) is the implicit operator

of informing or non-informing (or informing or
non-informing from the left to the right or
from the right to left). S(«, B, ., Y EE,
Ny - C) or 3(Er e o C 4 o, Bl e Y)
is a functional expression which points out the
operational component 9§ of the process o, B,

- YEE N, ... ,Gork, n ... ,8da«
B, ... , Y. Obviously, inductively, the last
expressions can be expanded (decomposed), for
instance, into

[2.56]:
((t, B, ... + YEE, m, SRR ) k) »
e, By oo« + YEE M ... . T);
(= (x, B, fYEE M, P 8)) >
S, By .., YEE, M .., XY
e, B, .- y YEE, N, .. . Q) >
S ... (S, B, ... L YE
Evmy oon 0 8 0 )i
VE G B Fe T Hpr T K Hb
I(E, m, y g A B, oY)
€ (4 (§, n, , 4 d o, B, v X))
(g, n, v o By oo s )
& ((§, n, y e, By oo, ) )
I3 ... (HME,mn, ..., B
o, By e 4 Y)) o)
& S(El Ny -+ C # o, B, .- YE;

where S H F [ T [ Foo Ky and Iy
3#: 34: sﬂ' 3#, S#, %A, ﬂm mark the so called
general (k and ), parallel ( and 4)), cyclic
(- and <), and parallel-cyclic case (| and )
of informing and general (} and #), parallel (¢
and 4l), cyclic (}# and 4), and parallel-cyclic
case {j¥ and #4|) of non-informing, respectively.

3. INFORMATIONAL QPERANDS

3.0. Introduction

Informational algebra organizes the
transformation of informational formulas which
are formal compositions of informational
operands and operators. In formulas as in any
formal system, operands are markers of distinct
informational processes and as such can be
decomposed into formulas in which to the
original operand markers new informational
compositions, i.e. formulas come into
existence. The decomposition (in some cases
called also the particularization) principle of
operands enables the so-called informational

analyéis being the basic counter-informational
propérty of the concept of information (in this
case on the level of a formula). Thus,
informational operands are markers (the
simplest form of formulas or elementary
formulas) which can be decomposed into
informationally compound formulas. Thus, the
notion of a concrete informational operand is
always a relative one. By decomposition of an
operand its operational components and, through
these, its implicit operational nature are
coming into explicitness (existence).

An informational operand - simple or
composed - models an informational process.
Formulas as operands are models of processes on
the level of informational 1logic or
informational algebra. Thus, logic or algebra
becomes a tool for modeling of various
informational processes or of processes which
can be understood as informational or
transformed, for instance, from physical,
chemical, physiological, neuropsychological,
cosmic processes, etc. into informational ones.
On the level of anthropological awareness,
informational processes concern the
anthropological autopoiesis and, thus,
experiencing and understanding of the world is
nothing else than informational modeling within
the possibilities of the autopoietic shell of a
being. Then, informational or informationally
modeling limits can concern only informational
capabilities of the autopoietic shell. In this
way, informing is always modeling and reality,
and the awareness about reality of the world
can be only informational, i.e.,
informationally modeled. An informational
operand as informational formula is a formal
mood of model which can be operated as any
other informational entity.

3.1. Elementary informational operands

An elementary informational entity or operand o
is elementary only to the extent that it
informs and is informed. We shall see later how
this property leads to the algebraic non-
elementariness of an elementary operand. The
consequence of this principle is that each
elementary operand can always be algebraically
transformed into a non-elementary expression,
i.e., into composed (non~-elementary)
informational formula.

For, in general, informational operand
informs and is informed, it is informationally
open. The openness of an informational operand
means that there may exist other informational
operands which are informed by this operand and
which can inform it. This fact can be expressed
generally by unary, informational operators
concerning the operand.

Further, an informational operand can be
decomposed not only formally in the sense of
unary operators, but also by informational
analysis of its structure or organization. This
process leads to the transformation of an
elementary formula (a single operand) into
informationally composed expression of operands
and operators (formula).



3.2. Composed Informational Operands:
the Real Informational Formulas

A single informational operand represents a
trivial informational formula, for on the
formalistic level it operates as a static or as
a pure representational or marking entity. It
merely designates an informational process
which can possibly be decomposed into a more
detailed operator and operand expression. In
this way, in principle, the procdess of possible

further decomposition never ends. However, by
way of decomposition also processes of
substitution, change, and vanishing of

informational entities (operands and operators)
can occur. We say that the decomposition
process de-trivializes the marking nature of an
operand. )

To some extent, by rules of informational

.algebra, decomposition processes can be
automatized, i.e., formal informational
transformations of single operands. and

composite formulas can be performed by means of
the algebraic apparatus. In this way also the
reverse processes or rules to decomposition {we
can call them universalization, recomposition,
reduction, etc.) can be imagined, i.e.
expressed in the informationally formal.
algebraic form. We have already learned some of
these rules having universal and particular
informational operators, for instance, the
informational metaoperator f and its general,
parallel, serial, parallel-serial, and to them
alternative forms and their various
particularizations (implication, equivalence,
and other logical operators).

3.3. Ways of Decomposition and Becomposition
(Marking, Symbolizing) of Operands

The rules of informational algebra concern
decompositional as well as recompositional
processes applied to various informational
formulas. The question to state is what is the
logie¢ of informational decomposition and
recomposition. It is evident that on the level
of this decision various, linguistically or
discursively structured logical approaches can
be applied. The variety of extracting
information (in the form of informational
formulas) is, for instance, given by the so-
called modi informationis [4]. Various
operational concepts can be borrowed from the
modal logic and from other theories of logic.
In informational algebra there do not exist
rules prohibiting in advance the spontaneous
processes of operand and operator
particularization and universalization within

decomposed and recomposed informational
formulas.
By decomposition of a variable

(informational operand), implicit variables are
coming into existence. For example, if
informational entity marked by o is decomposed,
hidden variables arise or come into existence.
By decomposition, the implicitness is made
explicit, however, this is only another term
for informational arising of the given
informational entity o.

Instead of hidden variables it is possible
to speak of variables, which do not inform and
are non-informed yet. As we understand, the
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concept of ‘decomposition puts an informational
formula to the 1level of an arising
informational entity. Thus, an informational
formula itself performs as arising information.

3.4. Substitution within Decomposed
Operands

As far as informational operands are merely
marked and their decompositions do not exist,
the initial process of their decomposing can
begin. The process of decomposition is’
spontaneous to some extent, according to the.
semantic context of the formula in which
operands appear.

Substitution of an operand by a formula is
nothing else than a form of radical change or
decomposition of the operand in question. It
means that this operand transits from its
marking-symbolic state into the formal
composition which is structured on the level of
operands connected via operators.

4. SOME FORMS OF INFORMATIONAL ALGEBRAS

The principle of all principles comprises
the thesis on the priority of the method.
This principle decides about that which
thing alone can satisfy the method.

Martin Heidegger [11] 70

4.1. Introduction

In which way an informational algebra could be
self-sufficient? How it could satisfy the
metaprinciple which governs all the
informational principles? :

An informational algebra can concern several
algebraic modes, from the most general to the
most convenient, e.g., traditionally logical
ones. The algebraic modes, we will deal with,
are self-informational, general informational,
informational implicative, informational
equivalent, and informational modal. The last
class of algebras will concern the most complex
algebras imaginable today.

4.2. The Self-informational Algebra

The self-informational algebra is the basis of
any informational algebra. Written algebraic
expressions or formulas can be understood as
being composed only of operands and operators.
By another informational operation, called
informational substitution and marked by the
operator [, it is possible to construct

recursively the entire system of algebraic
rules of self-informational algebra. In the
most general form this system becomes

ak, (0; Fak; « Ei Eo; x| a);
“}=" € {Fr “:: }-l "'l #r l#l V: "-f,
2, 4, 4 A A A A AL

[4.1]:



etc. where occurring metaoperands o and
"occurring metaoperators E can be particularized
from case ‘to case, according .to the
requirements (needs, circumstances). However,
in this context one exception has to be
mentioned: in [E o |, the case («) is meant,
where k( o h) is parenthetically particularized

form of F o E. Similarly, the semicolon in

[4.1] can be understood as particularization of

the form E., etc. (For instance, also
; X

quotation-marks, €, {, ]}, and comma in [4.1]
are nothing else than particular operators). A
sequence of operands can be obtained by
recursive use of « k o, where f can represent
any separator, for instance, comma, semicolon,
etc.

Formula [4.1} is read in the following way:
an informational operand o can be substituted
by (operator [,) entities listed within the
parentheses on the right side of Fe' Further,
the metaoperator k can be particularized by any
other general operator (on the right of €) and
certainly (this is not marked explicitly by
[4.1]) by any imaginable informational
operator.

Let us look at a system of algebraic rules
of self-informational algebra proceeding from
the formula [4.1]. Let be, for instance:

[4.2]:
(1] "F" < (hr #' F' W: #r W' V! W];
{2] "=‘” € {={r =”1 "Il '"r #i, ;4!: 7‘{' /”]I
[3)] «; (x); [single operand expressions];
[4) ok o; o3 o
(5] ok («); () Eoo; () F ()
(o) d oy oo (a); (x) g (x);
(61 ok; do; (a) ki o (0);
(71 Fo; o E (e); () o;
(8 auk (xk)i (4 o) o «;
[9] ok (Fa); (o) oo
[10] o H (x E); (¢ E) 9 «;
[11] o d (Fa); (Fa)d o
(12] (o k) F o; o o (4 «);
(13] (Fa) Eo; oo (=)
[14] (o) F o; o« o («x F);
{15] (x ) ko oo d (F o);
[16] ok (e Eo); (g o) 9 a;
(17] o« d3 (ak a); (afF o) o o;
(18] (ko) Fo; o («da);
[19] (o) ko; ad (¢ a);
[20] «k (xk (k) ((Ha) d o) o
[21) ak (auk (Fo)); () 4 a) o «
[22) ok (a0 F) Eoa); (o0 9 (o)) o o;
(23] ok ((Fa)Foa); (o (o« ) H &;
[24] (e E) B o) Fo; «d (g (4 «)):;
[25) ((Foa) ko) Fo; ad (= ());
[26] o« q («F (2 k) ((x k) 4 «) F o
[27] o d (xE (Foa)); ((Fo) d o) Fo;
(28] « o ((x k) Fa); (o (Fx)) F o
{29] ok (a4 (xk)); (o) Foa)da;
[30] ak(auk (o)); ((do) da) F o

etc., ad infinitum. It is evident that
arbitrarily complex formula consisting of

operands «, operators k and =, and parentheses
‘(' and ')' can be generated (automatically).

System [4.1] suggests also generation of
systems of informational formulas. Such
systems, if marked (similarly as the system
[4.1]) can be parenthesized. From [4.1]}, for
instance, system formulas

[4.3]:
(1} («);
[2) o o; ... ; @);

[31 (o; (x)); {(); &);
{41 (o; (x E)); ({4 e); o);
(5] (o« (F«)); ((xd); )
6] (x; ((x k)i (Fo)); (o )i (Ha)i o);
(7] (o (a bk «)); (e o a); a);
(8] ((xk); (xf o)); (oo d oa); (4 a));
(9] ((Fa); (x¢kFa)); (oA a); (x));
"Et etk kR B BB D
e {d 4 oL A A A Al

can be generated ad infinitum.

Further, it is worth to stress how the unary
metaoperators E and o appear dually on the
formal level in regard to each other. While,
for instance, operator f is in the function 'to
inform', operator o is in the function 'to be
informed’'. This duality extends also vice
versa: while operator I is in the function 'to
inform', operator E is in the function 'to be
informed'. This is true in the case o« F and « 4
and in the case f o and =} «, where always the
active and passive function of informing (to
inform and to be informed, respectively) stay
dually against each other. This fact might
entitle the initial introduction of the dual
operator H to the operator k, pointing to

deeper consequences which might follow from
such initial (intuitive) choice.

4.3. The General Informational Algebra

The step from the self-informational algebra to
the general informational algebra roots
primarily in the substitution of informational
operands o by differently marked informational
operands, say o, 8, Y, in algebraic systems
[4.2]) and [4.3]. Under these circumstances,
markers of informational operands ¥ belong to
all possible operand markers, for instance to
o, B, Y. In this case, system [4.2]
simply passes over to the system

[4.4]:
[0] "E" € (o, By Yr» - El N
(1] "}:" € ”=' [, }'l I, bﬁ, [ P
[2] "4" € {=ir =ﬂr _il '"' #: 4[1 ’4! /‘"]t
[3] E; (£); I[single operand expressions];
(4] EFE; EHE;
(51 EF (8); (E) F E; (E) B (¥);

(8 4 &; ¥ 3 (E); (B) 4 (8);
[6] Ek; dE&; (8)F; 3 (8);
[7) EE; Ed; F (E); (E) +;
[8] EE(EEk); (HE)HE;
(81 EE (F&); (E) AE;
[10] E4(Ek); (ER) 4 E;



(111 E4 (F &) (FE)HE;

(12] (EF)F & E4 (48);

(131 (& E & &4 (E4);

(4] HEYEFE EH (EE);

(151 (E4) F & &4 (F &)

[16] ER(ERE); ($4E)HE;

(17) E4(EEE); (¥F &) HE;

(18] (ERE)EE E4(EHE);

(18] (£ 4E)FE E4(EFE);

{200 EE(EE(EE)D; (8 48 FE;
[21] EE (EE (FE); ((E4) &) 4E;
[22] EE (LER FE&); (B4 (48) 4E
(23] ERF ((EE)EE); (E4 () AE;
[24] ((ERYFE)YEE E4 (54 (48));
(251 ((FEYEE EE E4 (84 &)
(261 EH4 (EE(EE));: ((EF)HE)FE;
[27] E4(EE (EE)); ((FE) 9E FE;
(28] Ed4 ({(ER)EE); (E4 (D) EEL
[29] EE (B4 (EE); ((HE)FE HE;
[(30] EF (¥ b (4 E)), ((4 £) 48 F &
etc., ad infinitum. Tt is evident that

arbitrarily complex formula consisting of
operands o, B, Y, ... . £, ..., operators E and
4, and parentheses '(' and ')' can be generated
(automatically). For instance, in case [30],
there is wk (Tt (4 ¢)); ((de) o) Eep-
Again, system [4.1] suggests also the
generation of systems of informational formulas
with differently marked operands. Such systems,
if marked (similarly as the system [4.1]) can
be parenthesized. From {4.3]}, for instance,
system formulas

[4.5]:
{11 (&);
{21 (& E; ... ; E);
[3) (E: (£)); ((8); &);
{41 (EL (EE)); ((HE); E);
(51 (& (B £)); ((E4); &)
(6] (& ((ER); (E&)); ((E4); (4 &) E);
(71 (& (¥ k E)), ((§ 4 8); &)
[8] ((ER); (EEE)); ((E4E);, (4E) ),
[91 ((F &); (¥ F E)), ((E 5 £); (E H));
"E” E (al B Y’ et ’ El M ]I
"B e B RROFR R V, I#Ys
"4" € {4 4 4 A 4 A4 A4 A
can be generated ad 1nf1n1tum Thus, . for
instance, in case [9], there is ((F «); (B E

Y))i (8 de); (3 ).

4.4. The implicative Intormational Algebra

The implicative -informational algebra
concentrates on some "logical facts" which may
be useful in the context of informational
conceptualism, by which informational entities
are {(partly, not necessarily equivalently)
informationally determined. It is evident that
informational implications can proceed from the

self-informational and general informational
algebra,

replacing informational metaoperators .
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by implicative ones. However, these
replacements cannot be arbitrary to keep the
logical conceptualism wvalid. Partly, by
introduction of 1logical (informational)
implication into informational formulas, these
formulas enter the realm of convenient logical
truth and falsity.

For an informational entity o (an
informational operand or a marked informational
formula) it was said that it informs and is
informed. This determination has also its
implicative consequences, namely, « 3 (o F) and
o > (F a«), etc. Let us gather the most
important implications concerning informational
principles, although these implications cannot
represent the entire possible realm of further,
useful implications.

By implicative informational algebra we will
enter into the domain of basic understanding of
informational phenomenology. This understanding
is natural since it proceeds from traditionally
logical consequences resting in expressions of
natural languages. In this way, the implicative

- algebra will become a careful searching of the

roots belonging to the term 'informatipn‘.
Thus, it is possible to propose the following
initial set of implicative algebraic rules:

[4.6]: .
(11 "E" € oy, By Yo 0. E, ...}
[2] “'=‘" € {F:r ":l l“l ”‘: #: I#l |"‘I “"}r
31 " e {4, 4, 4, 4, 4. 4. A4 A
[4] E3 (ER); (H E) € &;
E3 (R E); (BEd) €&
E>(4E8); (EE) ¢k;
E>(EA); (FE €E;
[51 €2 ((ER); (B E)); ((EA); (&) ¢«&;
E> ((EE); (B4)); ((FE)Y;, (HE)) ¢E;
E> ((E8); (EE)); ((E); (ER)) €E;
Es ((E); (48); ((ER); (E¥) &k
(6] £ ((ER) V(EE)N; ({(EH v (48) «&;
E3 ((EE) vV (E)); ((FE)V (HE)) €&
Es> ((HE) VIEE); () vIEER)) €&
E> ((E) v (4E)); ((EE) Vv (EE)) €E;
(7} &3 ((ER); (FE); (4 E));
((EF); (48); (EE)) €&;
Es ((ER); (E4); (4 8));
((F&); (&) (ER)) ¢E;
E > ((€ 4); (4 E), (F E ).
((EE); (EE); (E)) «&;
(8] £ ({(EE)V (EE)vV (HdE));
((EP v FE VIERE) €&;
(2] €= ((ER);, (F&); (4 &) (E));
(E ) (HE); (EF); (FE) €&
[10] &€ ((ER) Vv (EE) v (HE) Vv (E);
((E) v (dE) VIER) VIEE)) ¢E;
(11] (EFB) > ((ER) F); ((F (4 & q E);
(£ k) > (4 (¥ F)); ((4 &) k) € (4 E);
(= &) > (h E h), (# E ) « (£ 9);
(EE) > (E(EE)Y; () ) &« (84,
[(12] (E =3 (EE)) > ((EE) F);

(4 (4 &) €« ((dE) € E);
(£ (EE)) > (E(E E));



(€2 =) ¢ () &8
(&) 4 & (8 € 8);

[(13] ({(EE) E) 2 ((LEE)E) E):
(4 (d (48))) ¢« (4 (4 8));

[14] E3 (EF &); (EHE) ¢
(EFE) > E; £ & (EFE);

E> (EdE); (EEE) €&
(EHE)3¥E Ee(EEE);

[15] (EE &) > (FE); (4 E) ¢« (EHE);
(EEE) 2> (FE); (Ed) €« (EFE);
(EEE)Y 3> (E); (ER) € (EHE);
(EEE) > (EF); (FE) ¢ (EHE);

[16] €3 ((F &) k) (FE) €
Es ((Ed)E); (4 (EE)) ¢
Es (4 (EE&)); ((E4)E) «E;
Ea (4 (E)); ((EE)E) €&,

{17] E3 (E(ER)); ((HE) ) «§;
Ex> (R (28N, ((FB) ) «&;
E> ((EkR)A); (F(HE8)) «E&;
£ = € E;

(=8 aA); (FEEFE)

It can be imagined how further informational
implications can be generated ad infinitum. In
these implications, general informational
operators can be particularized according to
particular needs and requirements. In this
sense, implicative informational algebra
becomes applicatively flexible and not bounded
‘as a traditional logic could be.

4.5. The Equivalence Informational Algebra

Similarly as the implicative informational
algebra, the so~called equivalence
informational algebra deals with particular
"logical facts" which may be useful in the
context of informational determinism, by which
informational entities are (equivalently)
informationally determined. It is evident that
informational equivalences can proceed from the
self-informational,general informational, and
implicative informational algebra, replacing
informational metaoperators and implicative
operators by equivalence ones. However, these
replacements cannot be arbitrary to keep the
logical determinism wvalid. Partly, by
introduction of 1logical (informational)
equivalence into informational formulas, these
formulas (partly) enter the realm of convenient
logical truth and falsity.

For an arbitrary informational entity « (an
informational operand or a marked informational
formula) it was said that it informs and is
informed. This determination has also its
equivalence consequence, namely, o & ((o E);
(B o)) or @ & ((ax k) V (F «)) etc. We choose
the symbol & or 3¢ for the equivalence instead
of symbol = to stress the deductive origin
which concerns the implicative algebra. So, let
us gather the most important equivalences
concerning informational principles, although
these equivalences cannot represent the entire
possible realm of further, useful equivalences.
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By equivalence informational algebra we will
enter into the domain of basic understanding of
informational notions. This understanding is
natural since it proceeds from intuitive
logical consequences resting in speech and
writing of natural languages. In this way, the
equivalence algebra will become a notional
searching of the roots belonging to the
determination of information. In this way it is
possible to propose the following initial set
of equivalence algebraic rules:

[4.6]:

[r] "¢ € {«, B, ¥vs --- , &, ... };

[2] ")=" € ﬂ=: ":' '_I n‘: #l ":, }7" ""}:

[3] "=1" € {='r =ﬂr _ll 'ﬂ: #: 74!: ’4' "”}r

(4] £ & ((ER); (F &));
((§ d); (4 E)) 3¢ &;

[5] €& ((ER) Vv (FE):
(g ) v (4 E)) 3¢ §;

(6] €& & ((EE); (FE&); (E); (4E8));
((EF); (FE&); (E4); (¥)) €&

(711l € ((ER) V(EE) VEA v (HE));
(ER) VEE V(EA)V (HE) 3k

(8] £E& ((ERE); (E4E8));

((EFE); (EHE)) 3 §&;

(9] €& ((EF &) Vv (EHE8);
((EEF &) v (EdHE)) 2 E;

[10] 'information_as_informational_system' =1
((3 E).(EG {o, By Yy -+- &0 000 A
(BR.Eek k kBB EFDA
A.de (4 4 4 4 4 4 A A
(ERE); (F&); (B 4); (48); (EF&);

(£ 94 E));
'information as informational system' &
((FIE)Ye(B e (e, By Yy -+ + E, ... A
BR.«WFeiE FFFoE BB DA
(3.de 4 4 4 4 4 4 A AD).
(ER) VEE VIEh V(HE) YV
(EEE)V (EHE))
etc. Formula [10] constitutes information as

the most complex informational system in which
informational entities (processes) are mutually
perplexed in any imaginable form.

4.6. Some Transformation Rules

The class of equivalence rules can be
supplemented by some formula transformation

rules, which seems to be the subject of their
definition. In these cases the equivalence
signs = or # will be used. Such rules can be
as follows:
[4.7]:

(11 "E" € {k. TR P PP P S S

(21 " e {4, 4, 4, 4, 4 4 4 A

[3] a=(xF a); (¢ 9 &) = o5

(4] (xEB)=(xEB; «xFB;i BEB)

(51 BHABiBdo; ada)=(Ba);

[6] (‘xr 6 t= Y 5) =

(xEY; aE 8 BEY BE3);



[717 (3 48; vy48;i sdo; vyda)=
(3, v 4 B, «);
etc. However, some implicative consequences

cannot necessarily lead to an equivalence.

Thus, for instance,
[4.8]: ({3 B) A (o €B)) > (o 2, B)
In this formula, £, marks the informational

operator possessing the meaning "is not
necessarily equivalent". The particular symbol
v is used for marking the necessity. Instead of
symbol ;v, symbol =n could be used, where =

stands for possibility.

4.7. Possibilities of Modal Informational

Algebras

The modal informational algebras will concern
the realm of the so-called modus informationis

[4]. Traditional logical concepts can be seen
as particular (modal-trivial) cases of modal
logic.

- The origin of modal informational 1logic
roots in the Latin "modus" as information, i.e.
in measure, extent, rhythm, way, manner, method
of informing, etc. Also, modus informationis is

meant to be a way, manner, method, etc. of
acquiring, gaining, extracting, or, in the most
general way, of arising or coming of

information into existence within and through
information in question. In this respect, modal
informational logic differs from the convenient
modal logic, which is limited to the logic of
necessity and possibility, of 'must be'and
'may be’. .

In [4], several types of modus informationis
have been discussed. What can be the algebraic
consequence of ‘these modi? It is evident that
the way of informational acquiring concerning
particular modi cannot be determined in general
or in advance, for this acquiring depends, for
instance, on the semantic analysis and
intuition (meaning) of a particular
informational case. Although in [4] we have
discussed the most obvious, i.e. historically,
culturally, logically accepted informational
forms of reasoning, common sense, inference as
informational modi (modus ponens, tollens,
rectus, obliquus, procedendi, operandi,
vivendi, possibilitatis, necessitatis), only
the most convenient manners of informational
reasoning have been touched. It 1is to
understand that modal informational algebra has
in general to do with discovering of certain
information within information in question.

Let us list in short only the most important
algebraic rules concerning modi informationis.

4.7.1. Informational Modus Ponens

Informational modus ponens originates in some
general informational schemes, for instance,

[4.9]:
(1} "g", """ €{e, B, v, .. s &y 0 )
[2] "F” € ”:l n:l }": “-I #I nxl V! “*}I
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#1 ﬂl Ar ﬂ}i

(31 "g* e (4, 4. 4, 4,
(4] (ERF (EEM) En;
(51 nd ((nd4E)4E);
(6] (EE (n3E)) En;
(7] nd ((EEmN HE);

(8] ((EE(EEM); (Ek (ndE)))En;
9] nd4(((EEM FE); (ndE) HE);
{10} ((ER(EENMYE(EEMIEN) En;
(117 nd4(EEM FE 4 ((ndE) H4E));

etc. Informational modus ponens can use several
conjunctively and disjunctively implicative
algebraic rules, for instance,

[4.10]:
[1] "€", "n" € {o, By Yy --- + E, My .. );
[2] "F" < (hr #r Fr Wt #l W: V: W];
[3] "4" € {#: #l 4! ﬂr #: ﬂl AI ﬂ};
(41 (E A (EEM) > n;
{5] ne€ (€A (ndE));
61 (EA(mdE) >
(7] me (EA(EEM);
(8l (A EED; (n4E) 3n;
(9] ne (EA(ndE&); (EFN);
[10] (EA((EEM .V (ndE) >
(11] n ¢ (EA (IndE) Vv (EED)

etc. Let us read some of the rules belonging to
the system [4.7]. Rule [4] (E A (E E 1)) 2 n is
read in the following way: "if ¥ is information
and if ¥ informs 7 in one way, then n is
information in one way". Rule [5] 1 € (E A (n 4
E)) can be read in several ways: "if ¥ is
information and if ¥ informs 7 in another way,
then n is information in another way'; or '"n is
information in another way, if ¥ is information
and if 7n is informed by £ in another way".

4.7.2. Informational Modus Tollehs

Similarly as in the case of modus ponens, it is
possible to list some general informational
schemes for informational modus tollens, for

instance,
[4.21]:
[y "g", "n" € {(«a, Be Yo -ov ¢ Eimy )
[2] '"h" € {#r #I Fl W]F ”#" € {#I W, Vl W};
(31 "H" e (4, 4, 4 H}; "4" € (4 4 A A
{41 ((EEM E () E (ER);
(5] A8 34 (n#A 4 (ndE));
(6] ((n4 8 F (¥ E (EK);
(77 (A &) 4 ((n4) 4 (EE);
(8] ((EEME A E (ER);
(01 AL A (k0 4 (ndE));
[10] ((EE"M EHEM) E(HE);
[(11] (EB) 4 (n4A) 4 (ndE));
[12] (E ) 4 (EEn)) E (EK);
(13] AL A (ndE)E (nA));
[14] (((EEn) k (8 B);
(tn4E)EER)) EN
(151 o4 (((A&) 4 (EEm);

(A8 4 (n48)));



f16] (((EEFm) F (ERENE
(nd &8 EER) EM
[17] n 4 (((48) 4 (EFn)) 4
((4 &) 5 (ndEN);
etc. Informational modus tollens can use

several conjunctively and disjunctively
implicative algebraic’ rules, for instance,

[4.12]:
[1} "E"' "n" € (e, B, Y, e E! n, S
(21 "B" €k ke ko B "R € B B K R
[3] "4” € {=11 =“l "‘r '"}: ";4" € [#r "ﬂr 'Al "ll},
(4] ((EEM A (Em) > (ER);
(5] (HE) &« ((nA AlndE);
(61 ((ndE) A (En)) > (EK);
[7] HE) €« ((nA AEEM);
(8] ((EE N A (n#A)) > (ER);
(97 (HE) €« ((En) A (ndE));
[10] ((EEDN) A (EM) 2> (AE);
[11] (EE) €« ((n#) A (ndE));
[12] ((En) A (EE D)) > (EK);
(131 HAE) € ((ndE A (nA);
(141 (((E E ) A (E B));
((nd &) A (EE))) 2>n;
[15] n& (((AE) A (EEM);
((4E)Y A(ndE)));
[16] (((ERm) A (ER))V
(nd8) A ER))) >N
[17] ne ((HE) A (EEN).V
((HE) A (ndEN);

Let us read some of the rules belonging to the
system [4.10]. Rule, marked by [4]), ((E E n) A
(1)) > (E B¥), is read in the following way:
"if £ informs n and if m is not informed in one
‘way, then ¥ does not inform in one way'". Rule
(5], (&) « ((n 4) A(n=E&)), can be read in
several ways: "if £ informs 7n in another way
and if 71 is not informed in another way, then ¥
does not inform in another way"; or "{ does not
inform in another way, if 7 is informed by § in
another way and if 7 is not informed". Etc.

4.7.3. Informational Modus Rectus

One of the aims of modus rectus is to detach or
to extract intentional information, which
informs intentionally within (as a part of)
information in question. Thus, the intention of
information images in informing of information,
in that how information in question informs
itself and other information and how it is
informed by itself and by other information. If
g or 3(B) marks the implicit intentional
informing of information B, then the following
implicative informational rules, determining
the intentional information o« can be senseful:

[4.13]:
(1] "Bg" € (kg kg bqr by By Iy g gl
[2] "43" € {431 #3: 45: 4%: #3: #%: As' A%];
[3] a3 ((ox kg)i (Fg o))
(4] (o =g); (Fy o)) « «;
(5] a3 ((oxkg) V (Bg @));
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[6] ((o #s) \ (#g o)) € o;

71 o> ((Hy «)i (kg o));

(8] (fo =g)i (o Fg)) & o

(91 o3 ((o Egli (x dy));
[10] (kg )i (dy «)) € o;
[11] o3 ((a Fg)i (g a)i (o dg)i (dg o));
[12]

((a Fg)i (Eg )i (o dg)i (dg o)) & o

In the last formulas, « marks the so-called
intentional information of information B and
operators hs and 43 are intentional informing
or intentional non-informing of information 8.
Now, the informational modus rectus can be
expressed in the following way: let o or o«(B)
be the intentional information of information §
in question and let the implicit intentional
informing of 8 be marked by ¥ or 9(B). Further,
let B inform information y. Let the task of
informational modus rectus be to detach or
extract the implicit intentional informing § or
3(B) out of the processes of informing g [k Y,

Y § B, etc. Thus, the following cases of
informational modus rectus can be constructed:
[4.14]:
(1] "Rg" € (kg kg bgr by Koo g by, gli
(2] "dg" € (g dgr g Ay Ay Ags Ay Ag)i
(3] (x> ((a Fggy)i (Fggy ®)))i
(B Fg(gy 1)) > 8(B);
[4] S(B) & ((v dg(q, B
(o g g))i gy @) € @));
(5] ({2 ((« kg(ﬁ)); (Fggy @))) A
(B Fgegy 7)) > 3(B);
(6] (@) « ((y dAg.gy B) A
{(( (o #S(B)); (43(3) o)) € a));
(71 @B: B E¥)) > 3(B);
(8] S(B) €« ((ydB); B);
[91 (B ABEY)) >3
[10] S(B) ¢« ((y 4 8) AB);
etc. Formulas [3] - [6] can be read in the

following way: if o is intentional information
of information § and if § intentionally informs
information vy, then 9(B) is intentional
informing, which can be detached out of the
process 8 FS(B) Y, etc. by the informational

modus. rectus. Formulas [7] - ([10] are
generalizations which can be read: 1if B is
information (and for any information some
intentionality is supposed) and if information
8 informs information Y, then the
intentionality of 8 can be detached out of this
informing by the informational modus rectus.

4.7.4. The Informational Modus Obligquus

What could be the aim of informational modus
obliquus? What kind of information could it
extract from the information in question? Does



it concern information of unawareness, doubt,
indirectness, and absurdity? Informational
modus obliquus deviates from intentional line
of discourse, not going straight to the point,
so it may enter into the domain of
contradiction, by which the intention is not
'~ openly shown.

Let B be information in question,
investigated by informational modus
against information of absurdity, o, with an
implicit absurd informing 9. If possible,
informational modus obliquus may deliver o
through the absurd informing of information B,
when B informs y. First, for information of
absurdity o there is

being
obliquus

{4.15]:

(1] "By € (kg Ty bopr rgpe Bgpr Bgpr Fopo Wyl
(2 "4 € Ui A et e A A Aol
(3] o3 (o kg )i (kg o))

(4] (lo dy); (Hy o)) & o

(5] o2 ({o Ey) V (kg ®));

(6] (fo dy) VvV (g &) € o;

(77w ((Fy o)i (Fy o))

(81 (o =y); (o fy)) & o

[91 a3 (o Fy)i (o Fy));

[10]  ((Fy a)i (Fy o)) € o;
[11] o> (o Egdi (Fg o) (o =) (Fy «));
{12]

(o Fy) i (R )i (o Fy); (Fy o)) € o

Let us show how information of absurdity « and
its implicit informing A can be detached out of
information in question B, when B8 E v, v 9 B,

etc. There can exist -the following
informational modi obliquus:
[;.16]:
11 "Ry € ey g by thye By By Boge liyd
(2 "= € (s Ay e o Ay Ay A A
(31 "E" etk ko k0 ke BB B Y
(41 "9" e (4. 4, 4, 4. 4 4, A AL
[51 (B Fy «)i (BFY)) 3 («ky ¥);
6] (v dy o) & ((y48); (o= B));
(7] (e Gy B); (I € B(BI)); (BET))
(o, Sy l) By )5
[8] (v =y Sy le), «)
€ (v 48); (o CyB)i (I € IBIN;
191 ((fo Gy B (ot by B(B))); (B ET)) 3
([(B) Ly Fy¥));
[10]  (Sy(1) -y 34(B)) :

& ((y 94 8); ((BB) =y o) (o G B

To these formulas some exlpanations are
necessary. We introduced additional operators:
C marks informational inclusion and Cm the so-

‘called absurd informational inclusion; S% is an

informationally non-identified absurd informing
and S(¥) and SN(E) the so-called ¥-identified
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implicit informing and implicit absurd
informing. Within this context, formulas of
{4.16] can be read as follows:

[5]: if B absurdly (obliquely) informs o in
one way and if 8 informs y in one way, then «
absurdly informs y in one way.

[6]: if B absurdly (obliquely) informs o in
another way and if B informs Yy in another way,
then o absurdly informs y in another way.

[7): if o absurdly exists (informs) within
in one way, if absurd (oblique) informing Sm

exists (informs) within the informing of @
in one way, i.e. 9(B8), and if- 8 informs ¥y in
one way, then absurd (oblique) information o
and its informing absurdly inform y in one way.

{10}: if « absurdly exists (informs) within
B in another way, if o absurdly informs the
informing $(B) in another way, and if B informs
Y in another way, then the absurd informing
S%(B) causes the appearance of the absurd

informing sﬂ(T) in another way. In common sense

it would mean that ¥y begins to observe the
absurd informing of B, which was caused by «o.

In this sense, informational modus obliquus
is by itself information, which is capable to
reveal oblique informing of informational
entities. Informational midi are nothing else
than informational means by which informational
entities observe and conclude in particular,
modi-characteristic ways on information in
question.

The Informational Modus Procedendi,
Modus Operandi, Modus Vivendi, Modus
Possibilitatis, and Modus Neces-
sitatis

Modi informationis in the above title can be
discussed in a similar way as have been modus
ponens, modus tollens, modus rectus, and modus
obliquus, considering their beginning {(or
original) presuppositions as determined in [4].
Hopefully, the reader will be capable to
construct adequate formulas  according to cases
listed in [4] and certainly to his/her own
imagination. Since, modi informationis belong
to the most provoking informational constructs
through the history of human informational
evolution. As said, modi informationis belong
to certain types of informational arising and
concern primarily the observational and
concluding (inferential) nature of information.

5. CONCLUSION

To offer a satisfactory answer to the question
of possible informational algebras, a
sufficiently exhaustive overview of regular and
diversified logical and algebraic approaches of
sciences and philosophies would be necessary.
Such overview could be the basis for a more
systematic treatment of a general informational
algebra and its particularizations. Nowadays,
it seems quite possible that any particular
algebra, irrespective of its scientific or
philosophical nature, can be universalized onto
the level of the proposed self-informational or
general informational algebra. On this basis,
an adequate informational language could be



. proposed, covering also the more and more

actualizing field  of information-oriented
technology.
On the other side, the represented

instrumentalism of formal approach
informational algebra) could become a way to
the analysis, synthesis, intuition, and
formalization in the field of sciences as well
as philosophies, for they, in the last
consequence, can be understood to be nothing
less than sufficiently complex disciplines of
their own information.

Informaticnal algebra seems to be extremely
flexible and remains open to any further
informational imagination. Its language can be
easily conformed to fit the needs,
applications, and concepts which may arise
additionally during the process of
formalization. It means that the impact on
already achieved formalism or determined formal
system remains open for further development. In
this respect, informational algebra performs as
regular, live information. In this direction it
is possible to search for a new language,
accentuated in [12].

(say,
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