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This paper introduces a novel similarity measuremelich derives the likelihood ratio between two
eyes. The proposed method takes into considerdkienindividual and system error rates of eye
features. It handles two kinds of individual proliiies: (consistent Probability (CP), the Incontint
Probability (IP),) to achieve the best matching eggzh between two feature sets. While calculatimg t
probabilities, we assume that a reasonable aligrtina@proach should be obtained before the matching
approach introduced. The proposed matching algaritts theoretically proved to be optimal, and
experimental results show that the proposed metiasl more efficient performance on separating
genuine and impostor pairs

Povzetek: Predstavljena je nova metoda za prepe@nj@iwdentitete des.

1 Introduction

The iris is the color part of the eye behind theliglg, the score of an impostor pair is larger than thestold.
and in front of the lens. It is the only internatjan of the FNMR denotes the probability that the score of mugee
body which is normally externally visible. Whoseique  pair is less than the threshold. The overall FMRI an
pattern is stable after age one. Compared withrothENMR for a set of eyes are the integration or ayerof
biometric features such as the face and the fimggrp the FMR and FNMR for all individual eyes in the aat
iris patterns are more stable and reliable. Irc®gaition set. Conventional methods construct the similarity
systems are non-invasive to their users, but reqair measurement with simple decisions [3] or multi-
cooperative subject. For this reason, iris recagmiis decisions based on fusing the similarity scores of
usually used for verification or identification pases, different features [5], which use one unified tiad for
rather than for a watch list that is, a large dasgbwith all eyes to make the final decision. Their simthari
which individuals are compared to determine if theyhresholds are experimentally determined to asthae
belong to a selected group, such as terrorists Ithe average error rates are lower than a requireel,|
recognition is gaining acceptance as a robust bigene while the individual error rates of some eyes aghér

for high security and large-scale applications ][ than this required level although the average emtes
Most classical algorithms verify a person’s claimedor all eyes are sufficient. The difficulty of cdnscting
identity by measuring the features between two[R]s the similarity measurement is that the thresholdcivh
which consist of two stages: alignment and matchingpalances the tradeoff between the overall FMR and
The alignment stage employs a special pattern nmgfch FNMR may not be optimal for each individual eye and
approach to achieve the best alignment between twlous not optimal for the overall FMR and FNMR of al
feature sets. The matching stage compares therdeatayes.The rest of this paper is organized as folldws
sets under the estimated transformation parametsis section I, iris alignment algorithm regard transhation
returns a similarity score using a constructed lanity parameters have been presented. In section IH, iri
measurement. If the similarity score is larger tlean matching algorithm presents the estimation of iast
acceptance threshold, the two irises are recograszed Probability (CP) and Inconsistent Probability (khder
genuine pairs, otherwise the claimed identity jeated. the assumption of No/High correlation. Section IV
Associating with the similarity threshold, thereedwo conducts several experiments to evaluate the peapos
error rates: False Match Rate (FMR) and False Nomethod. Conclusion has been presented in section V.
match Rate (FNMR). FMR denotes the probability that
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Figurel: Examples of iris images.
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. Figure 2: The iris distances representation betviee
2 Alignment approach iris features vectors.

Most previous matching methods, suffer from memon OverLap Exea §

requirement, time consuming and computationally <

exhaustive processes. This is because that thédigin

of matching scores is evaluated in every possibl

transformation. This paper, assume that a reasenal

alignment approach should be obtained before tr

Matching, to overcome such problems and provides

fast and memory-efficient matching process. Figure 3: The distribution of features positioftea
The proposed method, defines vector representatiggasonable alignment.

of Template iris features (T), Input iris featur@s and

Transformed iris features (S’) as following: 2.1 Proposed alignment approach

and-rs_,izé'.jtzé}j";m)l' =Lmy =S % s ] =Lk The proposed alignment approach with multi-resohuti
x1=yr=el accumulator array could greatly reduce the amotint o
Let, Faxayae that formulated in Eq. 1., be therequired memory units. For each value\d, there is an
geometrical transformation function that mapginput exactly one shift vectori,, Ayg) of each pairt(, §)

Tolerance Erea

iris features) intay' (transformed iris features). such as given by Eq. 2. Therefore, 2-D accumulatay
B with entryB(p, q) is enough to evaluate accumulation
S')"( cosAd -sinAd 0 Ssj( AX of aIignment_ at rotatio_@&. For all possible rotation that
’ ] - could done in a specific tolerance areatSe proposed
Sy |=|sinA8 cospd Of Sy [+ Ay | @) | :
y sin co y )\ approach accumulate evidence value into the @rayd
S'é 0 0 1 S(,j, AG the maximum alignment score will represent the best

geometrical transformation alignment betwele& T.
Applying this computation method reduces memory

Hough transform alignment approach [9] uses afequirement to 4,096 memory units.
accumulator arrayA(p, g, r) to counts and collect

alignment scores of each transformation paramet¢rAx, t)ﬁ cosAfd  -sinAg S)'(

. . = |- . 2
MxDy A8 respectively- In practice, each transformation Ay, t)J/ sinAg  cosAd, S; )
parameter is discredited into a finite set of valuAx =

{8, oo Bxeh, By = (s, oo, By and AG= {04, Memory optimization result is not only giving

..., AG}. A direct implementation of a 3-D Hough .

. L . advantages for smaller memory requirement of the
transform alignment approach [8] is infeasible for roposed approach but also offering a faster al@mim
embedded devices with limited memory budget. Suppog FI)< d PP . gl et
that P=256, Q=256 andR=128, then 8,388,608 memory PE2K detection process. Detecting alignment pealeva

: LT o S : in a smaller Hough space is faster than one in the
units are required for such implementation. Obvigu® .
. conventional method [4].
overcome such problems and provides a memory-
efficient process, a new alignment technique shdugd

proposed.
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3.1 lIris consistent probability

2.2 Two vector similarity measure Assume that template and input irises are origihétem
Although several kinds of features can be extrafteah  different eyes and have no correlation between each
Iris image [3][6][8][9], the proposed approach oduces other. If the consistent probability result is lkargnough,

a novel measurement of iris contour features. Eagufe the two eyes are represented as an impostor pair.
representation in this proposal offers alternativ&herefore, if there aré — 1 arbitrarily features from T
matching criteria between two vectors called théocated inO, and all of which are mated with features
similarity measurgsM). The proposed matching criteriafrom S, the rest overlapped area can be represeurited
are derived by accumulating spatial differencesvben O - (/- 1) So, and the unmated randomly distributed
the corresponding trace points of two vectors. Bewsr  features number of S 1@ is represented wit/ —(/~1).

in Figure. 2(a), the proposed Iris features is apijpnated In additional, the probability that the —z4 randomly
represent by piece-wise linear segments extradma distributed features from T i@ corresponds to one of the
the iris contour [4]. The vector representationlo$ 4 - (/- 1) features from S in the overlapped afeean

contour featurés can be given as: be denoted with:
S=(Px,Py, 80,91, 92, 3) (3) N-(i-1) . _o
Where, (R, R) represent as feature positicia, as - E-(i-1) ( 1K) & (E 50) (6)
the contour orientation andss , S,z , Ses ) as the Since the corresponding pairs K between T & S

orientation differences of two adjacent linear segta. under the estimated transformation parametersyehe
As shown in Figure .3, T (P , Py , 810, @1, @2, @r), consistent probability_ can be considered as unmated
andS (Psx, Psy ,8s0, @s1, @2, @53 represent the template fgatgres. The probability that th& ¢+ 1) — 24 randomly
and input irises vectors in the tolerance overldpaeea disStributed features from T does not correspondriy
O. A pair vector K) from T are considered to be mated€aturesfrom S in the overlapped are@ and can be
with corresponding features from S if and onlyligir  represented by:
accumulating spatial differencesl) is equal or smaller EZN

than the tolerance threshol®, and the direction TheE;;rIf)babiIity that theA + /) — % feature from T
difference(dD) between them is smaller than an angulairs randomly distributed in the rest overlapped area

tolerancef. O- (A )5
These tolerance threshold,(andé ) are necessary  anq goes not correspond to any feature from 8 in

to compensate the unavoidable errors from image, pe calculated with:
processing and features extraction algorithm. Fthen

(7)

accumulated distancesaD=2x V(k), we derive the E-(N+)) (=1...... M-K) 8)
similarity sM as follows: E-(k+j) . N
' Therefore, thelris Consistent Probabilitybetween
aD(t,,s;) = f(Dist,Ag,A@,A@,) template and input irises under the assumptionTreid
f (aD) D( ) ) <D @ S have no correlation can be given as:
. a aD(t,sj) < _
SM(t“Sj)z{ 0 olthers O P (5¢T)—CKﬁN_(i_1)ﬁE_(N+j) 9
v IR Y R N S A
where, = =
ﬁglffl';ﬂ 3.2 Inconsistent probability
2—@s2 - P2
Ags= (553_ P Assume that template and input irises are origthate

Dist(s, t) = A1 | + | D1 +A@2 | + | D1 +2Ap2+Ag1| (B from the same eye and have high correlation between
The sM function returns value from 0 (different) to a€ach other. If the inconsistent probability ressitarge

constant positive valu@axSim(same). enough, the two irises are represented as a gepaine
Considering that the poor quality irises detectednd

" . iris acquisition and feature extraction may causmes
3 PrObablllty matChmg approaCh truth fgatures to be missing or spurious ¥eatu035bet
While calculating the probabilities, we assume le t detected, we assume the truth features from ied S
overlapped ared, there are#/ features from template in the overlapped are@are m and n, respectively. Thus,
iris, and / features from input iris. A tolerance area ofthe spurious features counts in iris T and S &re
features spatial distancés assigned ass0. The andA - 7. For the truth features between T and S, there
probabilities that a randomly distributétl features from should be someone to one correspondence betwekn eac
template iris corresponds with one of thideatures from other. But due to the existence of eye deformation,
input iris in the overlapped arga can be estimated by features position change and features missinge the
two aspects: Iris consistent probability and Irigosition gaps between the corresponding featuréwamf
inconsistent probability. irises even for genuine pairs. The position gapshef
missing truth features are treatedoasWe assume that
the truth features, which located inside the toleea
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thresholdso are Z and the truth features, which locatedare un-mated betweew - 7z and &/ — 7 spurious
outsideo are g. then conditionsy + /2 < min(z, 7) are features from T and | is calculated agP

satisfied. cin = Wem—(-1) M’ﬁ"‘E +(h=(m+mn)—((N=n)+))
Where/ €[0, min(4,7, 7)), andg € [0, min(zz, 7) - /] Fr B am) =@ g Fr ) = (G
. (10) (16)

The IP between T and | under the assumption that T

For the spurious features from T and SOnthere éﬂd | are highly correlated is given by:

may happen that some spurious features of T locat
inside the tolerance area of some of those in 18:eSihe ] o N b aeh
number of corresponding features pair between T@nd PP =T) = Xm0 Xn=0 Xh=0 Lg=0 P(M, 1, h, g)

is @, the mated spurious features can be represented by 17)
Q - /< min(# —mN -7r) Could be satisfied . WQZZ?M)

. . . (12) p= {Ca_max(m,'nnzmax(M—m,N—n) I ey PTEXCES oy PoF

Consider all the features count in the overlapped @, 0 else

the identical truth features max@z, ) and can be .
calculated asz+ 7 — (4 + g). The identical spurious 4 EXperimental results

features > max(# -2/ —7) and can be calculated asThe proposed technique has been tested over 4320
(M = m) + (V- 7n) + (A= /). In practice, the total jmages. The iris data are captured from 60 people b
features count i@ is thus calculated with/+#/ -4 —g.  ysing three different kinds of iris sensors (BER®SIA

V1.0, and CASIA-Iris V3). 24 iris image samplesr pe
3.3 Probability distribution person for each sensor are captured. That meatottle

Since the Probability Distribution of the positibna fi€ld test data were 60person x 8lris x 3sample8 x
differences in corresponding features extractednfroSensor = 4320 iris Image.  The size of lIris is
mated irises is similar to Gaussian distributioj[g3. 128x128pixels. In the feature extraction proceds g4
The probability that the position difference Withpatte_rn. is extracte.d from each iris image usm_ghﬂrmr
respect to the corresponding features exceeds thEedictive analysis of an 8-pole filter. Firstly, ew

tolerance thresholebto be represented with: compare the proposed approach with two existing
1— methods [8] and [9]. The three methods are impldeten

0 into a same lIris-based verification system. We tosal
Jo Gryar _ N _(_12) _ field test data to construct the evaluation, inalhihere
where £{7) is the probability of position difference gre number of genuine and impostor matches. The
for mated features. Therefore, the probability ttrath performances of different methods are shown in a
features £ ) thatare located insideo andtruth features representation of the ROC curves, which are ploéted
(¢ )that are located outsideis calculated by: FAR against FRR, as shown in Figure .4. From th€RO
PTF=C,f}+g Pep(sdk r0) Pep(sd> r0) (13) curves, it can be observed that the proposed &hgori
causes the most improvement. With a given FAR, the
roposed approach can help the system to obtain the
west FRR. Statistically, compared with the othso
systems, the proposed algorithm can reduce themyst
FRR when FAR=0.01%. Secondly, we investigate
evaluating iris image quality. , and the measureobes
larger in clear iris image, and smaller in fadedage.
Figure 5 shows ROC curves correspond to applicatfon
image-quality parameter. Under the terms of (ajhuit

For the spurious features, since there is no ooa¢o

correspondence between each other, the probabil
calculation can be accomplished by replaggly 47—,
NV is replaced by/ -7 and S is replaced bys +
[ /= (+ )] S0. Therefore, the probability that the- #
randomly distributed spurious features &4t 72z from T
in .8 +[ /42— (72+7)] 50 corresponds to one of thé&/(~ 7) -
(¢- 1) spurious features from | is denoted with:

N-n)—-(—-1) G examination in image-quality), which means we don’t
E+(h—-(m+n)-(3G-1) : reject faded images. (b)Examining both registerad a
=1 .K—h) (14) verification data (all Iris images). (c)Examinindpet

For the un-mated spurious featurgsis replaced by images_, which should be registered only?. Recagniti

M~m, Vis replaced byV — 7, Sis replaced bys+ [z— Tateis improved from 95.6% to 99.3%.

(772 + 7)]o, and A" is replaced bys” — /4. The probability

that the & - /4+/)— ¢/ spurious features ot/ —z from T

is randomly distributed in the rest overlapped asea

+[ /= (772+72)] So— (A= /2+/).$0 and does not correspond to

any spurious features df — zfrom I in S+ [42— (2 +

n)]Sois derived by:
E+(h—(m+n))—((N-n)+j)
E+(h—-(m+n))—((K—h)+J)

G=1......(M-m)-(K-h)))

(15)
Therefore, the probability thatA” —/ spurious
features are mated and/{ 72— (A= /) spurious features
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P Verification”," IEEE Trans. on Circuits and

5 Conclusion

The proposed alignment approach which using festurfp]
vector representation generates a higher peak imghlo
space than a conventional vector representationcéje

an accumulator array with lower resolution could be
employed without suffering difficulty of alignmerithe [6]
proposed approach evaluation result FAR & FRR as
shown in Figure .4, work as better as some prelyous
presented approaches. We have been Applied the
proposed discriminate algorithm to iris verificatio [7]
device which operates in real world. This evaluatio
makes it possible that the proposed approach can be
implemented into an embedded system, such as DIB}
based iris identification module. As shown at figus,
Comparing with other methods, the proposed metlaod ¢
obtain the best performance for separating the igenu
and impostor, which benefits from the utilizatioh @P
and IP to construct the likelihood ratio. This pajpeent

a method to utilize parameters groups that hadatioe
with iris image quality and iris image informatiém got

a perfect enrollment procedure results in the capti
the highest quality iris image(s). Another merittog [10]
proposed approach is that it does not depend on the
sensor type. Therefore, the proposed approach i® mo
robust and implemental in practice.

9]

[11]
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