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Umerjanje 5x5 NaI(Tl) detektorja za in-situ sistem  
spektrometrije gama 
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Abstract in English
It is important to determine the presence of different ra-
dionuclides in the environment at all times in order to 
control and assess the risk level they pose to the envi-
ronment. Laboratory and in-situ gamma-ray spectrome-
try can be used for detecting, monitoring, and assessing 
levels of radioactivity and radiation dose rates in the 
environment due to both natural and artificial sources. 
In this study, the greatest challenge in the calibration 
of detectors for in-situ gamma spectrometry has been 
solved. Calibration factors that can be used to convert 
the net count rates of collected spectrum’s photopeak us-
ing a portable gamma-ray spectrometer, to quantitative 
specific activities have been derived. Calibration pads 
were simulated using standard materials RGU, RGK, and 
RGTh from International Atomic Energy Agency (IAEA).  
Region of interest (ROI) were carefully determined 
around these photopeaks in order to obtain count rates 
due to each radionuclide under its reference peak. 
The conversion factors obtained are reliable.

Keywords: Gamma ray spectrometry, NaI(Tl) detector, 
window analysis method, calibration factor

Abstract in Slovene
Določevanje prisotnosti različnih radionuklidov v 
okolju je pomembno z vidika nadziranja in ocenje-
vanja stopnje tveganja, ki ga predstavljajo za okolje. 
Laboratorijska in in-situ spektrometrija gama se lah-
ko uporablja za odkrivanje, spremljanje in ocenjeva-
nje ravni radioaktivnosti in stopnje sevanja v okolju, ki 
jih predstavljajo naravni in umetni viri. Največji izziv 
te raziskave je bilo umerjanje detektorja za in-situ 
spektrometrijo gama. Izpeljani so bili kalibracijski 
faktorji, ki jih je mogoče uporabiti za pretvorbo neto 
števila zbranih vrhov (photopeak) spektra z uporabo 
prenosnega spektrometra gama. Kalibracijske plo-
šče so bile simulirane z uporabo standardnih mate-
rialov RGU, RGK in RGTh iz Mednarodne agencije za 
atomsko energijo (IAEA). Območja zanimanja so bila 
skrbno določena okoli teh vrhov (photopeak) z name-
nom pridobiti stopnje štetja za vsak radionuklid pod 
referenčnim vrhom. Dobljeni pretvorbeni faktorji so 
zanesljivi.

Ključne besede: spektrometrija gama, NaI(Tl) detek-
tor, metoda analize okna, kalibracijski faktor

Introduction

Gamma ray spectroscopy system provides 
practical way to characterise dispersed radio-
nuclides in or on the soil to ascertain possible 
changes in the environmental radioactivity. 

The gamma ray spectrometers generally used 
are made up of sodium iodide NaI(Tl) scintil-
lation detectors or hyper pure Germanium 
(HPGe) detectors attached to multichannel 
analysers [1]. NaI(Tl) scintillation detectors 
are preferable because of their relatively high 
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efficiency and cheap maintenance but have the 
disadvantage of a poorer resolution [2].

Both laboratory and in-situ gamma spectros-
copy are often used for detection, monitoring, 
and assessing levels of radioactivity and 
radiation dose rates in the environment due to 
both natural and artificial sources. Laboratory 
gamma spectroscopy systems have a more 
straightforward method of calibration while 
the calibration of an in-situ gamma spectros-
copy system is a more rigorous process. In-situ 
gamma spectrometry has been used by many 
researchers including [3–6]. 

This study however seeks to derive empirical 
calibration factors that can be used to convert 
the net count rates of collected spectrum’s pho-
topeak, obtained using a portable gamma-ray 
spectrometer, to quantitative specific activities. 
This work therefore is aimed at solving the 
greatest challenge involved in the calibration of 
detectors for in-situ gamma spectrometry [7].

Materials and methods

The gamma-ray spectrometer used in this 
study is portable 5 × 5 NaI(Tl) scintillation 
detector which has a gain that is sensitive 
to change in temperature and magnetic 
fields in its immediate surroundings. It con-
sists of combined Amplifier-Voltage supply, 
an ORTEC Multipurpose Analyser (MCA), 
and a Multichannel Buffer (MCB), which 
performs data acquisition and analysis. 
It also consists of a digiBase, which is a 14-pin 
photomultiplier tube base for the gamma-ray 
spectroscopy applications with a NaI(Tl) 
scintillation detector. It combines a miniatur-
ised preamplifier and detector high voltage, 
0 V to +1,200 V bias, with a powerful digital 
multichannel analyser and special features 
for fine time-resolution measurements. It is 
supplied with MAESTRO-32 MCA Emulation 
Software, which contains all that is necessary 
to control and to adjust the acquisition param-
eters, acquire the data, and save the spectra [8]. 
The digiBASE also incorporates a gain stabi-
liser to significantly diminish the sensitivity 
of the detector [9]. It works by monitoring the 
centroid of a designated peak in the energy 
spectrum; the fine gain is automatically and 

continuously adjusted to maintain the centroid 
of the peak at its desired position.

The calibration of portable gamma ray 
spectrometers for the use of natural radioac-
tivity measurements is done most times by 
the use of standard spectra that are obtained 
using at least three concrete pads enriched 
in K, U, and Th, and another that is pad free 
of radioactivity is used to represent the 
background [10, 11]. These pads are usual-
ly at least 2 m2 in area and 0.5 m thick [12]. 
The design of an ideal pad enriched with one 
radionuclide inside and a perfect homogeneous 
distribution of the radioisotopes in its volume 
tend to be expensive and nearly unrealistic; 
hence, a simpler customised and applicable 
procedure was adopted. There are two calibra-
tion steps used to determine the performance 
of the detector. First is the energy calibration, 
which is the procedure that made it possible 
to interpret the acquired spectrum as a func-
tion of the energy associated with the events of 
decay. This is a function of the concentration of 
radioactive elements present in the system un-
der analysis. The second stage in the calibration 
process was the determination of the factors 
that related the count rate under a photopeak 
to soil radioactivity concentration (BqKg-1) of 
the radionuclide and dose rate in air.

Energy calibration
Energy calibration of the detector was performed 
by weighing the standard materials, RGU, RGK, 
and RGTh, from the International Atomic Energy 
Agency (IAEA) in petri dishes. Total masses of 
144.00 g, 183.90 g, and 130.02 g of RGU, RGK, 
and RGTh, respectively, were used. The standard 
materials in the petri dishes were arranged to 
depict the inhomogeneous distribution of the 
radionuclide in the environment. The detector 
was placed directly above the arrangement at a 
height of 140 mm. This was allowed because as 
much as possible only the natural radioactivity, 
as a result of the low gamma emitting radionu-
clides present in the soil, was intended to be 
captured. The Window Analysis Method (WAM) 
was applied as spectrum analysis method. In 
this method, only the region of interest of the 
spectrum is considered [10]. The assessment 
of the concentration of Potassium was there-
fore done by studying the single peak emitted 
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by 40K at the energy of 1,460 keV, Uranium, 238U 
was at the energy of 1,765 keV from 214Bi, while 
Thorium, 232Th, was through the gamma rays 
of 208Tl with energy equal to 2,614 keV. After a 
preset time of 300 s [13], a spectrum was cap-
tured, and the channels of the various photope-
aks corresponding to the gamma energies were 
identified. Figure 1 shows the spectrum as cap-
tured during the experiment. The photopeaks 
of interest were 295 keV, 1,120 keV, and 1,765 
keV. The calibration procedure continued with 
the selection of the calibration option of the soft-
ware and inserting the gamma energies of each 
of the peaks of interest against their channel 
numbers. A relation of the gamma energy ver-
sus the channel number was thus established by 
the software. The regions of interest (ROI) were 
carefully determined around these photopeaks 
in order to obtain count rates due to each radio-
nuclide under its reference peak. These count 
rates were converted to soil activity concentra-
tion of the radionuclides using the conversion 
factors.

Efficiency calibration
The pulse height distribution that was obtained 
earlier from the detector and MCA only informs 
us about the distribution of energy depositions 
in the active volume of the detector. In order 

to do a radionuclide-specific quantification 
of the activity, efficiency calibration linking 
the number of recorded counts in the detec-
tor to the ground deposition activity level is 
required [14]. According to [15], the number 
of counts per second, Nf, obtained under a pho-
topeak due to a particular gamma energy, E, is 
related to the soil radioactivity concentration, 
A of the radionuclide producing the peak by 
Equation 1 [16].

	
		

(1)

In Equation 1, N
A
f  is the photopeak count rate 

at the gamma energy per unit activity concen-

tration of the radionuclide in the soil ( cps
Bqkg−1

),  

N
N
f

o

 is the angular correction factor, which 

accounts for the nonuniformity of the de-
tector response to gamma rays incident at 

varying angles, No

∅
 is the on-axis response 

of the detector (normal to detector face) 
given in the count rate per uncollided 

N
A

N
N

N
A

f f=
o

o

∅
∅

Figure 1: Spectrum obtained during calibration showing gamma lines of the primordial radionuclides.
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flux of parallel gamma rays ( cps
m sγ − −2 1

),  

∅
A

 represents the total uncollided flux per 

unit source activity concentration ( γm s
Bqkg

− −

−

2 1

1
),  

and �∅  is the gamma r y unscattered flux on the 
detector (γm-2s-1).

Determination of calibration factors

The factor
 

No

∅
 
represents the response of the

 detector to photons at normal incidence. Its 
value was determined by placing the uranium 
standard material (RGU-1) obtained from the 
International Atomic Energy Agency (IAEA) at 
a distance of 140 mm from the detector face. 
After a preset counting time of 300 s, a spec-
trum was obtained. Figure 1 is the spectrum 
showing the response of the detector to the 
associated radionuclide with the photopeaks of 
interest, with 1,460 kev for 40K, 1,764 kev for 
226Ra, and 2,615 kev for 232Th. A region of inter-
est was carefully marked around the photope-
aks so that the count rate, No, was obtained. The  
flux ∅  was determined by using Equation 2 [16].

	 (2)

Here γ is the gamma yield at a particular 
gamma energy, R is source to detector distance 
(m), and A is radiation source activity (Bqkg-1).

N
N
f

o  
was determined from count rate under

 
photopeaks obtained by moving the standard 

source from 00–500 in steps of 100. If N E
N

f

o

,θ( )  

is the ratio of the detector response to gamma 
ray of energy E, at angle, θ, with respect to the 

response at θ= 00, then 
N
N
f

o

 can be determined 

using Equation 3 [15].

	 ( ) ( )
= ∅

∅ ∫
/ ,

 f f

o o

N N E
d

N N
2

0

1 π θ
θ θ � (3)

∅ � �
�

= ×A
R
γ

π4 2

The determination of 
N
N
f

o
 can be achieved 

by numerically integrating Equation 3  
(Jibiri and Farai, 2005). The integration was 
performed in this work by using the experi-

mental values of N E
N

f

o

,θ( )  and the value of �∅.  

By substituting the values of No

∅
, N
N
f

o

, and  
∅
A

 in Equation 1, the desired conversion  

factor N
A
f  is obtained.

Determination of in-situ background
A body free from the presence of any radionu-
clide was simulated. This was achieved by put-
ting distilled water into a fairly large bathtub to 
attenuate the natural background gamma rays. 
The in-situ gamma spectrometer was mounted 
on the water body, and counting was done for a 
preset time of 300 s. A spectrum was captured, 
and the count rate under the photopeaks of 40K, 
226Ra, and 232Th were determined by carefully 
taking the region of interest, ROI, around the 
photopeaks.

Results and discussion 

Table 1 presents the results of calibration 
of the detector used in this work for in-situ 
gamma spectrometry using the window anal-
ysis method. The calculated values of the con-

version factor,  N
A
f , obtained here can be used 

for in-situ gamma-ray spectrometry.

Conclusion 

The in-situ gamma spectrometer has been prop-
erly calibrated and can be deployed for radia-
tion detection, measurement, characterisation 
as well as for emergency response assessments. 
The calibration procedure developed in this 
work for the in-situ gamma-ray spectrometer 
is reliable, cost effective, and realisable. It has 
equally given reliable conversion factors for the 
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5 x 5 NaI(Tl) detector, which can be used for 
prompt detection of gross contamination in the 
environment.
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Copper tailings reprocessing

Pridobivanje bakra z deponij
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*Corresponding author: E-mail: damjan.hann@ntf.uni-lj.si

Abstract in English
Copper is widely used in the modern world. An excel-
lent conductor of electricity, it is used in the electri-
cal industry, in the construction industry because of 
its good corrosion resistance, and in the manufacture 
of heat exchangers in heating and cooling systems 
owing to its excellent thermal conductivity. Copper 
production has increased throughout the twentieth 
century, and this trend has continued over the last 
twenty years. The demand for copper is expected to 
increase significantly by the year 2030. Owing to the 
high prices of this metal and the lack of deposits, part 
of the demand can be met by extraction from cop-
per-bearing tailings. In the past, owing to the lower 
level of technological development and lower copper 
prices, materials comparable in copper content to 
the copper ores mined today have ended up in tail-
ings. Since these are already processed materials, 
the costs of mining, crushing and milling are largely 
eliminated, making them promising raw materials. 
The article presents the technological possibilities of 
reprocessing and also estimates the amount of cop-
per that could be obtained worldwide in this way.

Keywords: tailings reprocessing, multi-gravity 
separator, flotation, copper

Abstract in Slovene
Baker v sodobnem svetu masovno uporabljamo. Kot 
odličen prevodnik električne energije je uporaben 
v elektro industriji, zaradi dobre odpornosti na 
korozijo v gradbeni industriji, zaradi odlične 
toplotne prevodnosti pa se ga uporablja za izdelavo 
toplotnih izmenjevalcev v ogrevalnih in hladilnih 
sistemih. Proizvodnja bakra je naraščala celotno 
dvajseto stoletje, trend pa se nadaljuje tudi v zadnjih 
dvajsetih letih. Do leta 2030 se pričakuje precejšnja 
rast povpraševanja po bakru. Zaradi visokih cen 
te kovine in pomanjkanja nahajališč je možno del 
potreb pokriti s pridobivanjem na jaloviščih, ki 
vsebujejo baker. V preteklosti so namreč zaradi nižje 
stopnje tehnološke razvitosti in nižjih cen bakra na 
jaloviščih končali materiali, ki so po vsebnosti bakra 
primerljivi z bakrovimi rudami, ki se odkopavajo 
danes. Glede na to, da gre za že procesirane materiale, 
stroški rudarjenja, drobljenja in mletja večinoma 
odpadejo, zato gre za zelo perspektivne surovine. 
V članku so predstavljene tehnološke možnosti glede 
reprocesiranja, ocenjena je tudi količina bakra, ki bi 
jo lahko na ta način pridobili globalno. 

Ključne besede: reprocesiranje jalovišč, 
multi-gravitacijski separator, flotacija, baker

Introduction

In the past, prices for various non-ferrous 
metals were somewhat lower than they are 
today, and this is the main reason why the min-
ing industry left significant amounts of those 
metals in tailings dams around the world. 
The prices of non-ferrous metals simply did not 

allow for too much engagement when it came 
to mineral processing and ore beneficiation. 
The second, equally important reason for the 
low efficiency of ore processing was the equip-
ment, which was not as advanced as it is today.

Copper is considered one of the first metals 
ever mined and used by mankind, and it has 
contributed significantly to the improvement 
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of society since the beginning of civilization 
[1]. More specifically, copper is a metal that 
has been in use for about 10,000 years [2], and 
there is no indication that it will be replaced by 
a similar material in the near future. The price 
of copper has recently peaked as concerns 
about supply disruptions and strong demand 
have raised expectations of a tight market. 
This key energy transition metal, which is 
also widely used in construction, is trading at 
around $10,000 a ton. The price is at its highest 
level since July 2011, when copper traded at 
about the same price. Analysts at Goldman 
Sachs expect copper prices to reach $15,000 
per ton in 2025, driven by high demand, which 
is forecast to grow by almost 600% by 2030. 
The projected demand is likely to lead to a 
supply deficit and higher copper prices, which 
in turn are likely to trigger new investment 
cycles [3].

Notwithstanding the fact that copper has 
been used by humans for 10,000 years, as 
shown in Figure 2, a negligible amount of cop-
per was mined before 1900. About half of the 
total amount of copper was produced by 1998, 
while another half was mined in the last 22 
years. Total copper production from 1900 until 
the end of 2020 was about 740 million tons 
[5, 6].

In a situation in which global copper de-
mand is growing and copper prices are steadily 

increasing, reprocessing copper tailings is be-
coming an increasingly logical decision [7, 8, 9]. 
In most of the copper tailings deposited in the 
last century, there is a sufficiently high content 
of valuable components so that the tailings can 
be economically exploited and considered a 
potential future resource [10].

Nowadays, the development of new technol-
ogies allows the exploitation of copper, which 
in the past was disposed of together with the 
tailings due to inefficient copper extraction 
processes. Another reason that enables the 
exploitation of copper tailings is the high price 
of copper on the world market. In the past, tail-
ings, now considered a valuable source of met-
als, were treated as waste due to the low price 
of copper.

In the last century, the copper content of 
some tailings was as high as 0.75%, which 
means that these historic tailings may have 
a higher content than the current deposits, 
which mostly contain 0.2%–0.8% copper. 
However, as each individual deposit is at least 
a little different from all the others, and conse-
quently so is the tailings dam, it is impossible 
to predict in advance the optimal procedure for 
reprocessing [7].

A significant and, above all, positive side ef-
fect of tailings reprocessing is the protection 
of the environment by eliminating or at least 
reducing exposure to hazardous substances. 

Figure 1: Copper price on the London Metal Exchange since April 2020 (USD/t) [4].
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The economic balance of tailings reprocessing 
can also be improved through environmental 
protection if a government or community is in-
terested in rehabilitating an area degraded by 
tailings and is willing to allocate funds to such 
a project. If heavy metals and other potential-
ly harmful substances are removed from the 
material, the sale of the remaining material for 
everyday use in mass consumption can also be 
considered.

Since the material in the tailings dams is 
already accumulated in large quantities and 
has undergone mining and certain mineral pro-
cessing such as crushing and grinding of the 
original ore, the costs are expected to be lower 
than those associated with extracting metals 
from the deposits. 

In the exploitation of deposits, mining rep-
resents the highest cost [10] and together with 
the costs of crushing and milling in the case of 
a 100,000 t/day copper concentrator (Table 1), 
mining costs represent the largest part of all 
costs.

Owing to the many advantages of tailings re-
treatment, several tailings retreatment plants 
are already in operation around the world [10], 
and many more are expected to start producing 
copper in the near future.

Figure 2: Total copper mine production worldwide from 1900 to 2020 (adapted from [5, 6]).

Table 1: Approximate relative costs of a 100,000 t/day copper 
concentrator [10].

Item Cost (%)

Crushing 2.8

Grinding 47.0

Flotation 16.2

Thickening 3.5

Filtration 2.8

Tailings 5.1

Reagents 0.5

Pipeline 1.4

Water 8.0

Laboratory 1.5

Maintenance support 0.8

Management support 1.6

Administration 0.6

Other expenses 8.1

Total 100
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copper mines operating in the last century with 
the technology available at the time could not 
be as effective, so the copper content in tailings 
is likely to be high enough to be seen as a prom-
ising opportunity. Any feasibility testing or, in 
other words, demonstration of the viability of 
tailings should start with samples collected in 
the field. This should be followed by granulo-
metric analysis and compositional analysis, 
for example XRF (X-ray fluorescence) analysis. 
Finally, enrichment of copper content using ap-
propriate equipment, such as a multi-gravity 
separator or flotation cell, and redetermination 
of the composition of the tailings should follow.

Materials and methods

In copper mining, the concentration of ore is 
usually accomplished by a process called froth 
flotation [11], in which the valuable substance 

floats to the surface with the aid of air bubbles. 
Unwanted material, called gangue, sinks to the 
bottom and is removed. The concentration pro-
cess can also be carried out using a variety of 
different techniques and technologies, includ-
ing gravity-based methods, leaching, dense 
liquid separation, etc.

Sampling
In the past, many underground and open pit 
copper mines were in operation in Europe, so 
several sites with tailings dams are available 
for research purposes [12, 13]. Sampling was 
carried out at a tailings dam that had been cre-
ated and filled in the second half of the previous 
century. Owing to the time period in which the 
tailings dam was formed, the copper content in 
the original ore, and the technology available at 
the time of copper extraction, the samples col-
lected represent typical material suitable for 
copper tailings reprocessing. An excavator was 
used to obtain representative samples [14]. 
As it is characteristic for most bulk materials 
exposed to external forces over an extended 
period of time, oxidation occurred. Excavation 
of the material revealed that the material lay-
ers at a depth of about 1.5 meters and deeper 
are grey in colour and are not oxidised. Within 
the layers near the surface, the proportion of 
material that has been exposed to weathering 
increases, and there is a gradual transition in 
the colour of the tailings from grey to brown. In 
some cases, intact material occurs at depths as 
shallow as 0.5 meters. Samples were taken from 
both layers, and the total amount of almost one 
tonne of material was transported to the labo-
ratory for examination.

The content of copper in the samples was 
determined by X-ray fluorescence (XRF), a 
technique that determines the presence of indi-
vidual elements in a sample without damaging 
it. Samples of upper oxidised material and bot-
tom unoxidised material were analysed sepa-
rately for element content. It was found that the 
copper content in the samples taken from the 
upper part of the tailings was much lower than 
in the unoxidised samples, for which an aver-
age of 0.16% copper content was measured. 
As reported in [7], there is a reprocessing plant 
in Chile that extracts copper from tailings grad-
ing 0.12% to 0.27% Cu. Oxidised samples were 

If metal minerals are to be extracted from 
ore or tailings, there are several chemical 
options. Minerals can be subjected to pyrome-
tallurgy, which involves exposure to high heat; 
hydrometallurgy, which requires solvents; or 
electrometallurgy, which uses high electrical 
power, although combinations of different 
processes are also possible. By far the most 
common process among those mentioned is 
pyrometallurgy – or more specifically, smelting. 
All these processes are otherwise quite energy 
intensive. This is the main reason why smelting 
is not carried out until the copper ore has been 
concentrated to the maximum by mineral pro-
cessing procedures, eg up to 25%. This also 
reduces transportation costs. Physical process-
es for separating valuable and gangue minerals 
are the exact opposite of chemical processes in 
terms of energy input [10].

This article presents various technological 
options for exploitation of tailings, which are 
expected to be rich enough in copper, accord-
ing to the current copper price. It also reports 
the results of feasibility tests on the economic 
extraction of copper from tailings and gives an 
estimate of the amount of copper that could be 
extracted from tailings worldwide.

The idea for the research was triggered by 
the rising prices of non-ferrous metals, which 
made tailings reprocessing interesting. Large 
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consequently identified as not promising for 
reprocessing. The lower copper content in the 
upper layers is due not only to the weathering 
of the particles, but also to the continued down-
ward movement of the heavier grains with wa-
ter currents. Grains with a higher density, such 
as grains with some copper content (copper 
density is about 9 g/cm3), definitely belong to 
this group of grains.

Granulometric analysis
Since the applicability of each method in min-
eral processing is highly dependent on parti-
cle size, granulation analysis was performed. 
Sieve analysis was carried out using seven 
different standard laboratory sieves [15] with 
aperture sizes: 32, 71, 125, 250, 500, 1,000 and 
2,000 µm [14]. Before sieving, homogenisation, 
sampling [16] and drying of the appropriate 
amount of the tested material was performed. 
Table 2 shows the results of sieving analysis. 
The results and the graphical representation in 
Figure 3 show that the parameter d50 – mean 
particle size – is about 200 µm, while d90 is in 
the range of 450 to 500 µm.

Multi-gravity separator
Multi-gravity separators are separation sys-
tems that can be useful in applications such 
as upgrading industrial minerals, recovering 
precious metals, and recovering metal miner-
als such as copper minerals. They have proved 
their usefulness by enabling the production of 

high-grade concentrates at high recovery from 
low-grade tailings [10, 14, 17, 18].

As long as there is a sufficient difference in 
the specific gravity of the grains, this machine 
can separate a particular mineral or group of 
heavy minerals from a low-density gangue 
within a liquid suspension. For effective 
separation, there should be at least one SG 
(specific gravity) unit between the heavy and 
light particles. Nowadays, laboratory versions 
of multi-gravity separators up to full-scale in-
dustrial units with an ore processing capacity 
of 5 t/h are available on the market, which can 
treat even ultrafine particles down to a size of 
1 µm.

The invention and further development of 
the multi-gravity separator, also known as an 
enhanced gravity separator, was inspired by 
a conventional shaking table. The physical 
basis and operating principle of both concen-
trators are quite alike. In the multi-gravity 
separator, centrifugal forces are used to in-
crease the efficiency of separation of fine and 
ultra-fine particles. The centrifugal force act-
ing on the grains is, in absolute value, much 
higher than the force of gravity in case of 
conventional shaking table; therefore, sepa-
ration is easier to achieve. The forces acting 
on the particles can even reach up to 15 g and 
more.

Separately prepared and constantly stirred 
homogeneous feed slurry enters at the centre of 
the rapidly rotating conical drum. As shown in 

Table 2: Results of sieve test.

Aperture 
size (µm)

Size  
interval (µm)

Sieve  
mass (g)

Cumulative 
pass (g)

Cumulative 
pass (%)

Cumulative  
oversize (%)

2,000 +2,000 13 2.81 97.19 2.81

1,000 1,000–2,000 4 0.86 96.33 3.67

500 500–1,000 11 2.38 93.95 6.05

250 250–500 143 30.89 63.06 36.94

125 125–250 193 41.68 21.38 78.62

71 71–125 54 11.66 9.72 90.28

32 32–71 24 5.18 4.54 95.46

0 0–32 21 4.54 0.00 100.00
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Figure 3: Graphical interpretation of the sieve test.

Figure 4, the drum rotates clockwise whilst be-
ing shaken by cyclic oscillation in the horizontal 
direction at 4–6 cps. After a few turns, the enter-
ing slurry is spread evenly over the entire sur-
face on the inside of the drum. The light fractions 
begin to collect in the thin flowing film of water, 
which continuously ensures the movement of 
these particles in the direction of the far end of 
the drum. Particles with higher density are af-
fected by the high centrifugal forces or so-called 
enhanced gravity and shear forces due to shak-
ing. Consequently, they are squeezed through 
the pulp film and end up as pressed to the drum. 
The further movement of the heavy particles 
is controlled by the unique scraper system. 
Rotating scrapers direct heavy grains within the 
semi-solid layer to the concentrate outlet, which 
is in the opposite direction as the fine grains 
are discharged. The scrapers also rotate clock-
wise like the drum but at a slightly higher rpm  
(revolutions per minute).

Small quantities of wash water are added 
through the wash water inlet, which is located 
close to the concentrate outlet. The purpose of 
the wash water is to create a water film capable 
of carrying and bringing out the entrained light 
fraction into the tailings outlet and rinsing the 

dense grains just before they are discharged 
from the concentrator.

Flotation
The extent to which useful substance is lost 
to tailings during ore processing determines 
whether or not a deposit can be economically 
exploited. The proportion of losses depends 
partly on the natural characteristics of the ore 
deposit and partly on the technology used for 
extraction. More specifically, the losses depend, 
on the one hand, on the spatial distribution 
of the minerals in the ore and the mineralogy 
itself, and on the other hand, on the efficiency 
of the concentration [10]. As with other meth-
ods, technological progress in flotation brings 
new opportunities for the reprocessing of low-
grade copper tailings.

Flotation is a process in which a useful sub-
stance is separated using chemical reagents in 
a three-phase system (solid, liquid and gas) by 
combining the grains with air bubbles to obtain 
a froth of concentrate as the tailings sink to the 
bottom. 

The main problem with the flotation of tail-
ings is the fact that the material has already 
been processed – crushed and milled – so that 
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the majority of particles are smaller than 100 or 
even 50 microns. Many different problems can 
arise in the flotation of such fine fractions, and 
the smaller the particles, the greater the prob-
lems. Particles with 1 mm3, milled to 1 µm3 par-
ticles, mean a huge increase in the number of 
bubbles required. In this case, the possibility of 
each particle being associated with an air bubble 
is small. Another problem is the huge increase in 
the amount of reagents required due to the in-
crease in the specific area [7]. Therefore, if the 
particles in the tailings are very small, a method 
other than froth flotation should be used, based 
on a different physical basis.

Results and discussion

Since the multi-gravity separator (MGS) has 
many adjustable parameters, it is quite a chal-
lenge to find an optimal combination for a 

Figure 4: Multi-gravity separator – MGS (adapted from [10, 14, 18]).

quality separation. Operating variables of the 
MGS are:

―― shake amplitude 
―― shake frequency 
―― drum rotational speed 
―― drum angle of inclination 
―― wash water flow rate 
―― feed percent solids 

During the test, the drum rotational speed, 
solids concentration, and wash water flow 
rate were adjusted while the other parame-
ters remained constant. After each individual 
test, which lasted approximately five minutes, 
a small amount of concentrate was taken, and 
then a series of samples were heated to dryness. 
This was followed by elemental composition 
measurements, which showed that the com-
bination of adjustable parameters plays a sig-
nificant role when MGS is used for separation. 
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The upgrade factor, which is the relationship 
between the share of copper in the concentrate 
and the share of copper in the feed material, can 
be as low as close to 1. However, the concentra-
tion of copper when optimal conditions were 
reached was several times higher compared 
with the concentration in the feed material [14].

Tests with the MGS gave solid results, but 
to get even better results, the processing of 
the material with the multi-gravity separator 
would have to be combined with another phys-
ical process. Since today’s knowledge of flota-
tion far exceeds what we knew about this pro-
cess decades ago, the flotation process could be 
used especially for coarser fractions.

Figure 5 shows the cumulative size distribu-
tion of the material from the copper tailings re-
processing plant in Chile, which has a d90 of 270 
μm and was successfully processed in the flo-
tation circuit [7]. Since the material considered 
in this work is quite similar in size to that pro-
cessed in Chile, it would be useful to perform an 
additional test with flotation cells. Moreover, a 
batch process can be used.

From the combination of all the informa-
tion obtained from the experiments and the 
information provided by other researchers on 

copper reprocessing, it can be concluded that 
the process line shown in Figure 6 would be 
successful for a tested material.

 Taking into account the quantities of copper 
produced with low efficiency during the last 
century, the amount of material accessible on tail-
ings dams, the oxidation of tailings, the efficiency 
of copper reprocessing and the average copper 
content within tailings, it is possible to give an 
estimate [Equation (1)] of the capacity of copper 
that can be recovered from tailings worldwide:

P TP a b c d e f= × × × × × × � (1)

P = 737 million tons × 0.5 × 0.33 × 0.8 × 0.8 × 
0.75 × 0.97 = cca 57 million tonnes
where the following abbreviations are used:

P: global potential of mining tailings for copper  
     production
TP: total global historical production of copper
a: share of low-efficiency copper production,  
      characteristic for the last century
b: ratio of copper content in original ore to  
      copper content in tailings
c: share of tailings dams accessible for  
       reprocessing

Figure 5: Cumulative size distribution of feed material from a copper tailings reprocessing plant (adapted from [7]).
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d: ratio of oxidised to intact tailings
e: efficiency of copper reprocessing (share of  
     copper recovered from tailings)
f: share of tailinrgs not yet reprocessed

Given the current world copper demand 
(about 20 million tons per year), this poten-
tial corresponds to the same amount of cop-
per produced from the deposits in about three 
years.

Conclusions

Despite the fact that the extraction and use of 
copper has a very long history, most copper 
has been mined in the 20th and 21st centu-
ries. Copper consumption is increasing over 
the years, and the price of this commodity is 
growing accordingly. The extraction of copper 
accumulated in tailings dams around the world 
will be an increasing part of the mosaic of cop-
per supply in the future.

At today’s copper prices and processing tech-
nologies, reprocessing old copper tailings is 
generally economically viable and cheaper than 
recovering copper from deposits. Reprocessing 
tailings can withstand a slightly lower copper 
content, as there are no costs of excavation, 
crushing, or grinding.

Tests on samples of tailings have proved 
the usefulness of MGS in the reprocessing of 
copper tailings. However, MGS alone cannot 
provide sufficient recovery such that a concen-
trate could be prepared directly for smelting; 
instead, it must be combined with another 
process such as flotation.

The reprocessing of tailings not only 
brings additional amounts of copper into the 
supply chain, but also benefits the environ-
ment because the accumulated heavy metals 
burden the environment. Only copper re-
processing is discussed in this paper. Other 
metals are also accumulated within tailings 
dams in larger quantities and can be recov-
ered profitably, which would also benefit the 
environment.
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Abstract in English
Anthropogenic underwater noise pollution of seas and 
oceans caused by shipping can have negative effects 
on marine animals. The aim of this study was to eval-
uate quantitatively how much the underwater noise 
levels in the Slovenian Sea were influenced by anthro-
pogenic pressures and meteorological parameters in 
the period from 2015 until 2018. For this purpose, 
correlation method and least squares multiple linear 
regression analysis were used. The results of this 
study show that the correlation of underwater noise 
levels with the dredging activity is significant but low, 
while correlation with the ship densities is insignifi-
cant, which could be due to reduced sound wave prop-
agation in the shallow sea levels. Correlation of the 
underwater noise levels with the wind speed was sig-
nificant but low to medium, which could be explained 
by the breaking waves generated by the wind that 
produced sound. 

Keywords: Underwater noise, correlation, multiple 
linear regression, anthropogenic pressures, meteoro-
logical parameters

Abstract in Slovene
Antropogeno onesnaževanje morij in oceanov 
s podvodnim hrupom zaradi ladijskega prometa ima 
lahko negativen vpliv na morske živali. Cilj te študije je 
bil kvantitativno oceniti, koliko so bile vrednosti ravni 
podvodnega hrupa v slovenskem morju odvisne od 
antropogenih pritiskov in meteoroloških parametrov 
v obdobju od 2015 do 2018. V ta namen sta bili 
uporabljeni korelacijska metoda in multipla linearna 
regresijska analiza z metodo najmanjših kvadratov. 
Rezultati te študije so pokazali, da je bila korelacija 
ravni podvodnega hrupa z aktivnostjo poglabljanja 
morskega dna signifikantna, toda nizka, medtem ko je 
bila korelacija z gostoto ladij zanemarljiva, kar je lahko 
posledica zmanjšanega širjenja zvočnega valovanja v 
plitvem morju. Korelacija ravni podvodnega hrupa s 
hitrostjo vetra je bila signifikantna, vendar nizka do 
srednja, kar je mogoče razložiti z zvokom nastalim 
zaradi lomljenja valov, ki jih je generiral veter.

Ključne besede: Podvodni hrup, korelacija, mul-
tipla linearna regresija, antropogeni pritiski, 
meteorološki parametri

Introduction

Anthropogenic noise pollution is present in a 
number of world’s the seas and oceans, caused, 
in particular, by marine traffic. Continuous 
underwater noise from ships disturbs commu-
nication of marine mammals, such as dolphins 
and whales, which causes problems in their ori-
entation, mating, and feeding that are critical to 
their survival [1, 2].

To study the correlations of underwater 
noise with ship traffic that is representative 
for shallow waters worldwide, examples were 
chosen in the Celtic and North Seas of the UK, 
the Scotian Shelf of Canada, the Guanabara Bay 
in Southeast Brazil and in the shallow waters 
of the Indian Ocean. An example of the under-
water noise of biological origin was chosen in 
the lagoon of a coral atoll in the Indian Ocean. 
For correlations of underwater noise with the 
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ship traffic representative of deep waters exam-
ples were chosen in the Northeast Pacific Ocean 
in the USA; the Ramsey Sound, Pembrokeshire, 
West Wales in the UK; and the Gulf of Mexico 
(Table 1). 

An analysis of shallow-water ambient noise 
levels collected during 14 cruises was reported 
for the Scotian Shelf on the eastern Canadian 
coast over the period from 1972 to 1985 [3]. 
The frequency range covered was 30 Hz to 900 
Hz. It was found that the average ambient noise 
levels (Table 1) were characteristic of shallow 
water areas with high shipping densities.

The results of an analysis of temporal fluc-
tuations in the noise power spectrum level of 
shallow water ambient noise in the bandwidth 
of 100 Hz to 4 kHz were presented in India [4]. 
The results showed that variation in the average 
noise spectrum level was higher in the lower 
frequency level (100 Hz to 1 kHz) (Table 1) and 
assumed a constant level from there onwards. It 
was concluded that the temporal fluctuations of 
the noise levels were due mostly to ship traffic 
and changes in the weather conditions [4].

Frequency spectra of the underwater ambi-
ent noise were measured in the lagoon of a cor-
al atoll, outside the reef and on shallow-water 
banks in the tropical zone of the Indian 
Ocean [5]. The measurements were performed 
in the frequency range of 0.003–9 kHz. In all the 
regions studied, continuous underwater noise 
(Table 1) of biological origin was observed, 
attributed to croaker fish [5]. 

Continuous measurements of underwa-
ter noise levels in the Northeast Pacific Ocean 
west of San Nicolas Island, California, USA over 
138 days, spanning 2003–2004 were com-
pared with measurements made during the 
1960s at the same site (Table 1) [6]. Ambient 
noise levels at 30–50 Hz were 10–12 dB high-
er in 2003–2004 than in 1964–1966 (Table 1), 
suggesting an average noise increase rate of 
2.5–3 dB per decade. Low frequency (10–50 Hz) 
ocean ambient noise levels were closely related 
to the shipping vessel traffic. Increases in com-
mercial shipping were believed to account for 
the observed low-frequency ambient noise in-
crease. Above 50 Hz the noise level differences 
between recording periods gradually dimin-
ished to only 1–3 dB at 100–300 Hz [6].

Higher underwater noise levels were 
measured in the area of Ramsey Sound, 
Pembrokeshire, West Wales, UK, in the summer 
of 2009 during the season with increased boat 
traffic (Table 1) compared with the underwa-
ter noise levels measured in the spring of 2009 
during the season with decreased boat traffic [7]. 
Below 2 kHz, the noise was thought to come 
from boat traffic. The peak in sound pressure 
level around 10 Hz in both seasons was thought 
to originate from a variety of shipping-related 
sources, including propeller-excited hull reso-
nance, hull pressure, or propeller blades which 
could appear from 4 to 70 Hz. These lower fre-
quencies could originate from surface noise 
due to waves associated with shipping or from 
breaking on the rocks. The survey taken in the 
summer, during periods of increased tourist 
boat activity, showed a distinct peak around 
100 Hz that was not apparent during the low 
season survey. The origin of this noise was 
likely to be diesel engines, propeller cavitation, 
engine harmonics and gearboxes [7]. 

The first study in Brazil to characterise noise 
levels in the coastal zone was carried out in 
Guanabara Bay (Southeast Brazil). It showed 
underwater noise pollution related to the 
ship traffic and small vessel traffic (Table 1) 
[8]. Locations with ship traffic had the highest 
noise levels, while locations with small vessel 
traffic had the lowest noise levels. 

Elevated noise conditions were observed 
across the Gulf of Mexico, where anthropogenic 
marine activities were prominent [9]. The LF 
(low frequency) band was selected to include 
the environmental, meteorological, biological, 
and anthropogenic sounds that occur primarily 
between 10 Hz and 500 Hz. At recording sites 
positioned nearest to high-density shipping 
lanes that lead to the Port of South Louisiana 
(H-3) and the Port of Houston (H-1) the highest 
L01 values (T = 1 h) were recorded (Table 1) [9]. 

Nationally coordinated efforts to quantify 
underwater noise levels in the UK were pre-
sented, in support of UK policy objectives under 
the EU Marine Strategy Framework Directive 
(MSFD) [10]. Field measurements were made 
during 2013 and 2014 at twelve sites around 
the UK (Table 1). Noise exposure varied con-
siderably, with little anthropogenic influence 



Regression methods for evaluation of the underwater noise levels in the Slovenian Sea

19

Ta
bl

e 
1:

 E
xa

m
pl

es
 o

f u
nd

er
w

at
er

 n
oi

se
 le

ve
ls

 re
la

te
d 

m
ai

nl
y 

to
 th

e 
sh

ip
 tr

af
fic

 in
 th

e 
gl

ob
al

 se
as

 a
nd

 o
ce

an
s.

Lo
ca

ti
on

, d
ep

th
 o

f 
th

e 
hy

dr
op

ho
ne

  
an

d 
de

pt
h 

of
 th

e 
 

se
a 

w
at

er
Ye

ar
 o

f 
st

ud
y

U
nd

er
w

at
er

 n
oi

se
 le

ve
ls

 a
t 

di
ffe

re
nt

 fr
eq

ue
nc

ie
s

Lo
ca

ti
on

, d
ep

th
 o

f t
he

 
hy

dr
op

ho
ne

 a
nd

 d
ep

th
 

of
 th

e 
se

a 
w

at
er

Ye
ar

 o
f 

st
ud

y

U
nd

er
w

at
er

 n
oi

se
 

le
ve

ls
 a

t d
iff

er
en

t 
fr

eq
ue

nc
ie

s
Sc

ot
ia

n 
Sh

el
f, 

Ca
na

da
, 

hy
dr

op
ho

ne
 d

ep
th

 
of

 3
1 

m
 a

nd
 w

at
er

 
de

pt
h 

of
 7

9 
m

 [3
] 

19
72

–1
98

5
W

in
te

r a
ve

ra
ge

 n
oi

se
 le

ve
ls

 a
t 

ze
ro

 w
in

d 
sp

ee
d 

[3
]:

30
 H

z:
 9

0.
8 

dB
 re

 µ
Pa

2 /H
z

45
 H

z:
 9

0.
5 

dB
 re

 µ
Pa

2 /H
z

80
 H

z:
 8

7.
9 

dB
 re

 µ
Pa

2 /H
z

15
0 

H
z:

 8
1.

9 
dB

 re
 µ

Pa
2 /H

z
30

0 
H

z:
 7

4.
1 

dB
 re

 µ
Pa

2 /H
z

60
0 

H
z:

 6
4.

4 
dB

 re
 µ

Pa
2 /H

z
90

0 
H

z:
 6

4.
3 

dB
 re

 µ
Pa

2 /H
z

Ra
m

se
y 

So
un

d,
 

Pe
m

br
ok

es
hi

re
, W

es
t 

W
al

es
, U

K,
 h

yd
ro

ph
on

e 
de

pt
h 

of
 2

0 
m

 a
nd

 a
 

w
at

er
 d

ep
th

 o
f 4

60
 m

 [7
] 

20
09

So
un

d 
pr

es
su

re
 le

ve
ls

 [7
]:

Be
tw

ee
n 

5 
H

z 
an

d 
10

 H
z:

 
- 9

2.
6 

dB
 re

 1
 µ

Pa
 ±

 3
.9

 d
B 

re
 1

 µ
Pa

  
   d

ur
in

g 
sp

ri
ng

- 1
04

.7
 d

B 
re

 1
 µ

Pa
 ±

 2
.2

 d
B 

re
 1

 µ
Pa

  
   d

ur
in

g 
su

m
m

er
   A

ro
un

d 
10

0 
H

z:
  

- 8
5.

9 
dB

 re
 1

 µ
Pa

 ±
 2

.4
 d

B 
re

 1
 µ

Pa
  

  d
ur

in
g 

sp
ri

ng
- 1

04
.6

 d
B 

re
 1

 µ
Pa

 ±
 2

.4
dB

 re
 1

 µ
Pa

  
   d

ur
in

g 
su

m
m

er
In

di
a,

 sh
al

lo
w

 w
at

er
, 

hy
dr

op
ho

ne
 d

ep
th

 o
f 

5 
m

 a
nd

 w
at

er
 d

ep
th

 
of

 2
5 

m
 [4

] 

20
06

Av
er

ag
e 

no
is

e 
le

ve
ls

 [4
]:

98
 H

z:
 1

30
.3

 d
B 

re
 µ

Pa
/√

H
z

19
5 

H
z:

 1
28

.6
 d

B 
re

 µ
Pa

/√
H

z
29

3 
H

z:
 1

27
.3

 d
B 

re
 µ

Pa
/√

H
z

58
6 

H
z:

 1
27

.6
 d

B 
re

 µ
Pa

/√
H

z
97

7 
H

z:
 1

27
.4

 d
B 

re
 µ

Pa
/√

H
z

30
27

 H
z:

 1
27

.1
 d

B 
re

 µ
Pa

/√
H

z
40

23
 H

z:
 1

27
.1

 d
B 

re
 µ

Pa
/√

H
z

Gu
an

ab
ar

a 
Ba

y, 
SE

 
Br

az
il,

 h
yd

ro
ph

on
e 

de
pt

h 
of

 2
 m

 a
nd

 a
 w

at
er

 
de

pt
h 

of
 4

 m
 [8

] 

20
11

–2
01

2 
Th

e 
hi

gh
es

t m
ea

n 
so

un
d 

pr
es

su
re

 
le

ve
l [

8]
):

At
 1

87
 H

z:
11

1.
6 

± 
9.

0 
dB

 re
 1

 µ
Pa

At
 1

5.
89

 k
H

z:
 7

6.
2 

± 
8.

3 
dB

 re
 1

 µ
Pa

 

In
di

an
 O

ce
an

, t
he

 
la

go
on

 o
f a

 co
ra

l 
at

ol
l, 

hy
dr

op
ho

ne
 

de
pt

h 
of

 2
–1

5 
m

 a
nd

 
w

at
er

 d
ep

th
 o

f 5
0 

m
 [5

] 

20
05

Sp
ec

tr
al

 m
ax

im
a 

ob
se

rv
ed

 a
t  

1 
kH

z 
an

d 
7.

5 
kH

z 
[5

]:
1,

00
0 

H
z:

 7
2 

dB
 re

 µ
Pa

/√
H

z
2,

00
0 

H
z:

 6
5 

dB
 re

 µ
Pa

/√
H

z
7,

50
0 

H
z:

 8
0 

dB
 re

 µ
Pa

/√
H

z 

Po
rt

 o
f S

ou
th

 L
ou

is
ia

na
 

(H
-3

), 
Po

rt
 o

f H
ou

st
on

 
(H

-1
), 

N
E 

Gu
lf 

of
 M

ex
ic

o,
 

hy
dr

op
ho

ne
 d

ep
th

 fr
om

 
25

0–
1,

37
0 

m
 [9

] 

20
10

–2
01

2
Th

e 
hi

gh
es

t v
al

ue
s L

01
 (T

 =
 1

 h
) a

t 
tw

o 
si

te
s (

H
-3

 a
nd

 H
-1

) n
ea

re
st

 to
 

hi
gh

-s
hi

pp
in

g 
la

ne
s [

9]
 in

 L
F 

ba
nd

 
(1

0–
50

0 
H

z)
 w

er
e:

 
13

0 
dB

 re
 1

 μ
Pa

 a
nd

 1
28

 d
B 

re
 1

 μ
Pa

, 
re

sp
ec

tiv
el

y 
(L

01
 =

 so
un

d 
le

ve
ls

 th
at

 w
er

e 
ex

ce
ed

ed
 1

%
 o

f t
he

 ti
m

e)
N

or
th

ea
st

 P
ac

ifi
c 

Oc
ea

n,
 S

W
 o

f t
he

 
Sa

n 
N

ic
ol

as
 Is

la
nd

, 
Ca

lif
or

ni
a,

 U
SA

, 
hy

dr
op

ho
ne

 d
ep

th
 o

f 
1,

09
0–

1,
10

6 
m

 [6
] 

19
66

 –
 2

00
6 

M
ea

n 
am

bi
en

t n
oi

se
 le

ve
ls

:
-3

0–
50

 H
z 

in
 1

96
4–

19
66

: 
73

–7
5 

dB
 re

 1
 P

a2 /H
z 

-3
0–

50
 H

z 
in

 2
00

3–
20

04
:    

      
      

    
85

 d
B 

re
 1

 P
a2 /H

z 
[6

] 

Ce
lti

c S
ea

, n
or

th
er

n 
an

d 
so

ut
he

rn
 N

or
th

 S
ea

 in
 

UK
, h

yd
ro

ph
on

e 
de

pt
h 

of
 

10
0 

m
 a

nd
 a

 w
at

er
 d

ep
th

 
of

 2
00

 m
 [1

0]
 

20
13

– 
20

14
M

ed
ia

n 
no

is
e 

le
ve

ls
 fo

r 1
/3

 o
ct

av
e 

ba
nd

s f
ro

m
 6

3 
H

z 
to

 5
00

 H
z 

[1
0]

:
81

.5
–9

5.
5 

dB
 re

 1
μP

a



Andreja Popit

20

RMZ – M&G  |  2021  |  Vol. 68[1]  |  pp. 17–28

at the Celtic Sea site to several North Sea sites 
with persistent vessel noise [10].

The above studies showed that man-made 
noise pollution is present in a number of world 
seas and oceans caused, in particular, by the 
maritime traffic (Table 1).

In January 2019, a group of NGOs specialis-
ing in the protection of marine life warned that 
most EU member states were probably not go-
ing to honour their commitment to reduce ma-
rine noise pollution by 2020 [11]. In this regard, 
methodological guidance on the underwater 
noise mitigation measures were prepared by 
ACCOBAMS in 2019 [12]. These are very use-
ful to be taken into consideration in order to 
successfully mitigate underwater noise sources 
in the worlds’ seas and oceans.

The aim of this study was to prepare a 
methodology for quantitative determination 
of the relationship of the measured under-
water noise levels in the Slovenian Sea with 
anthropogenic pressures and meteorological 
parameters.

The content of the study is important pri-
marily from the point of view of properly rec-
ognising the correlation between the pressures 
and the status of the marine environment and 
of determining the optimal mitigating mea-
sures for achieving the objective of the Marine 
Directive (2008/56/EC) [13].

Materials and methods

Underwater noise is monitored near the 
lighthouse foundation 300 m off the coast at 
Debeli rtič, Slovenia (lat.: 45°35’ 28.2’’ N, lon.: 
13°41’ 59.1’’ E), beginning in February 2015. 
Hydrophone of type Bruel and Kjaer 8,105 was 
installed 1 m away from the lighthouse founda-
tion at a depth of 4 m (sea depth is 5 m) and 
connected to a sound analyser of type Bruel and 
Kjaer 2,250, with a sound level meter and an 
octave-based frequency analyser that operates 
in the frequency range of 6.3 Hz to 20 kHz [14]. 
A sound analyser is closed inside the lighthouse. 
Measuring unit of the underwater noise levels 
is dB re µPa. 

Dependent variables were continuous un-
derwater noise levels (in dB) in 1/3 octave 
bands with center frequencies of 63 Hz and 

125 Hz, Leq,63Hz and Leq,125Hz (dB). Independent 
variables were ship densities in the four differ-
ent areas of 2 NM and 5 NM from the measur-
ing station, in the Gulf of Trieste and in the Gulf 
of Venice (ρL,2 NM, ρL, 5NM, ρL,Trieste, ρL,Venice), dredg-
ing activities, cleaning of the sea floor, wind 
speed at vv (m/s) and precipitation at hp (mm). 
Wind speed data from the Piran buoy and pre-
cipitation data from the meteorological sta-
tion in the Port of Koper were obtained from 
the Environmental Agency of the Republic of 
Slovenia. Ship densities were provided from 
Automatic Information System data [15].

Measuring periods were the following: from 
13 February 2015 to 5 May 2015; from 26 
September 2015 to 31 December 2015; from 
18 August 2016 to 1 November 2016; from 
6 July 2017 to 27 August 2017; and from 18 
August 2018 to 31 December 2018, in which 
measured underwater noise levels were 
available.

For the analysis of the correlation between 
the dependent variables and the independent 
variables, the Pearson correlation coefficient 
r was used [16], which is a measure of the 
linear correlation between the two variables 
that gives information about the degree, or 
magnitude, of the association or correla-
tion, as well as of the direction (+/-) of the 
relationship between the variables. It is most 
suitable for use if the distribution of vari-
ables is normal (or at least symmetric and 
unimodal). With r we can examine whether 
two variables tend to move together. If the 
large values ​​of one variable are related to the 
large values ​​of the other variable, the correla-
tion is positive. If the small values ​​of one vari-
able are related to the large values ​​of the oth-
er variable, the correlation is negative. If the 
values ​​of the two variables are not related, 
the correlation is close to or equal to 0.

The results of the analysis of the correlation 
between dependent and independent vari-
ables are presented in tables, the results being 
interpreted and the weights of the influence of 
the anthropogenic and meteorological noise 
sources on the measured underwater noise 
levels estimated.

With this correlation analysis, the interde-
pendence of dependent and independent vari-
ables was investigated, while multiple linear 
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regression analysis was used to study how strong-
ly the values of the dependent variables were 
affected by the values ​​of independent variables. 
To predict the dependent variables from inde-
pendent variables, a linear regression model 
was used, including the least squares method, 
in which the sum of the squares of deviations 
is minimal.

The multiple correlation coefficient 
r between the dependent variables and the 
independent variables was analysed, and the 
results are presented in the next section.

The quality of the regression model was 
evaluated based on the coefficient of de-
termination R2, which tells how much of 
the variance of the dependent variables is 
explained by the variability of the independent 
variable – ie explained variance. In the case of 
the linear regression, it is equal to the square 
of the Pearson correlation coefficient, R2. 
However, 1 - R2  is an unexplained variance and 
its root is a standard prediction error.

The test of statistical significance of the 
correlation was performed based on p-values ​​
(significance level). In the regression equation, 
those variables that have a p-value of less than 
0.05 are significant, which means that there is 
less than a 5 % probability that the correlation 
is due to an error, which means that there is a 
95 % probability that the variables are related 
to each other. 

If the p-value is less than or equal to 0.05 
(p ≤ 0.05), then the results can be generalised 
with high certainty (95%) from the sample to 
the population, ie that there are differences 

between the two variables or that the two vari-
ables are interrelated. If the p-value is greater 
than 0.05 (p > 0.05), then the results cannot be 
generalised from the sample to the population, 
and we must interpret the results only at the 
sample level. 

From the regression analysis, we estimated 
the weights of the influence of the anthropo-
genic and meteorological noise sources on the 
levels of underwater noise measured.

Results and discussion

The average Leq,63Hz and Leq,125Hz levels mea-
sured in the Slovenian Sea in the period 
between 2015 and 2018 were 82.8–101.1 
dB re 1 μPa and 83.9–98.1 dB re 1 μPa, 
respectively. The average ship densities 
were 2–252. The average wind speed was 
1.8–4.6 m/s and the average precipitation 
was 0.02–0.07 mm [14].

Results of the correlation analysis
Interdependence between the dependent 
(Leq,63Hz and Leq,125Hz) and independent (ρL,2NM, 
ρL,5NM, ρL,Trieste, ρL,Venice, dreadg. act., clean. act., 
vv and hp) variables using the Pearson cor-
relation coefficients is presented in Table 2 
(for Leq,63Hz) and Table 3 (for Leq,125Hz). 

The highest correlation between the under-
water noise and the anthropogenic noise sourc-
es was obtained between the Leq,63Hz and the 
dredging activities (r = 0.31) (Table 2). The high-
est correlation between the underwater noise 

Table 2. The Pearson correlation coefficients between the dependent variable (Leq,63Hz) and the independent variables  
(ρL,2NM, ρL,5NM, ρL,Trieste, ρL,Venice., dreadg. act., clean. act., vv and hp) in all measuring periods.

Pearson’s 
correlation 
coefficient 

From 
13.02.2015 to 

05.05.2015

From 
26.09.2015 to 

31.12.2015

From 
18.08.2016 to  

01.11.2016

From 
06.07.2017 to 

07.08.2017

From 
18.08.2018 to  
31.12.2018

r (vv) 0.58 0.51 0.54 0.39 0.35
r (hp) -0.02 0.06 0.08 0.08 0.07

r (ρL,2NM) 0.13 -0.06 0.05 -0.04 0.05
r (ρL,5NM) 0.06 -0.06 0.02 0.09 0.08

r (ρL,Trieste) -0.02 -0.03 0.08 0.12 0.12
r (ρL,Venice) -0.10 -0.05 -0.05 0.01 -0.11

r (dredg. act.) n.a. 0.31 n.a. n.a. n.a.
r (clean. act.) n.a. n.a. -0.10 n.a. n.a.
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independent variables (ρL,2NM, ρL,5NM, ρL,Trieste,  
ρL,Venice, dreadg. act., clean. act., vv and hp), 
with which the predictive power of the multi-
ple regression model is shown (Table 5).

The statistical significance test of the 
correlation based on the p-value indicated 
that there was only one independent vari-
able, wind speed vv, that had a significant 
correlation with both dependent variables 
(Leq,63Hz and Leq,125Hz) in all the measuring peri-
ods (Tables 6 and 7). Dredging and cleaning 
activities also had a significant correlation with 
Leq,63Hz and Leq,125Hz. Precipitation, hp, was mostly 
insignificant. Ship densities (ρL,2NM, ρL,5NM, ρL,Tri-
este, ρL,Venice) were in some cases significant 
and in some insignificant.

Subsequently, the multiple regression anal-
ysis was repeated without the insignificant 
independent variables in each measuring 
period. Regression equations in which the 
dependent variables (Leq,63Hz and Leq,125Hz) were 
predicted by the significant independent 
variables are presented in Tables 8 and 9.  

Discussion of the results

The average continuous underwater noise 
levels (Leq,63Hz and Leq,125Hz) measured in the 
Slovenian Sea [13] were similar to those 
reported in the literature, which were related 
to the shipping noise (Table 1).

Multiple correlation coefficients between 
the dependent variables (Leq,63Hz and Leq,125Hz) 

Table 3: The Pearson correlation coefficients between the dependent variable (Leq,125Hz) and the independent variables  
(ρL,2NM, ρL,5NM, ρL,Trieste, ρL,Venice, dreadg. act., clean. act., vv and hp) in all measuring periods.

Pearsons 
correlation 
coefficients 

From 
13.02.2015 to 

05.05.2015

From 
26.09.2015 to 

31.12.2015

From 
18.08.2016 to 

01.11.2016

From 
06.07.2017 to 

07.08.2017

From 
18.08.2018 to 
31.12.2018

r (vv) 0.39 0.18 0.55 0.24 0.15
r (hp) -0.02 0.01 0.09 0.04 0.02

r (ρL,2NM) 0.11 0.06 0.07 0.02 0.12
r (ρL,5NM) 0.05 0.05 -0.04 0.17 0.02

r (ρL,Trieste) -0.02 0.02 0.01 0.18 0.04
r (ρL,Venice) -0.08 -0.01 -0.09 -0.01 -0.10

r (dredg. act.) n.a. 0.10 n.a. n.a. n.a.
r (clean. act.) n.a. n.a. -0.10 n.a. n.a.

(Leq,63Hz and Leq,125Hz) and the ship density (ρL,2NM, 
ρL,5NM, ρL,Trieste, ρL,Venice) was 0.18. Correlation be-
tween the underwater noise (Leq,63Hz and Leq,125Hz) 
and the cleaning of the sea floor was -0.10. 

Correlation analyses showed that the re-
lationship between the Leq,63Hz and the vv was 
between 0.35 and 0.58, while that between 
Leq,125Hz and the vv, was between 0.15 and 0.55. 
The relation between the underwater noise 
(Leq,63Hz and Leq,125Hz) and the meteorological pa-
rameter – precipitation, hp – was between -0.02 
and 0.09 (Tables 2 and 3). These results of the 
correlation analyses are interpreted in the sub-
section discussion. 

Results of the multiple linear regression 
analysis
Furthermore, the least squares multiple lin-
ear regression analysis in Table 4 shows how 
much the values of the dependent variables 
were affected by the values ​​of the indepen-
dent variables. The multiple correlation 
coefficients between the dependent vari-
able Leq,63Hz and the independent variables 
in all measuring periods were moderate 
(r = 0.40 – 0.59), while those between the 
dependent variable Leq,125Hz and the inde-
pendent variables were low to moderate  
(r = 0.21 – 0.59) (Table 4).  

In the regression analysis, 16%–35% 
of the variance of the dependent vari-
able Leq,63Hz and 5%–34% of the vari-
ance of the dependent variable Leq,125Hz 
can be explained by the variability of the 
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Table 4: Multiple correlation coefficients (r) between dependent variables (Leq,63Hz and Leq,125Hz) and independent variables  
(ρL,2NM, ρL,5NM, ρL,Trieste, ρL,Venice, dreadg. act., clean. act., vv and hp) in all measuring periods.

Multiple 
correlation 
coefficients 

From 
13.02.2015 to 

05.05.2015

From 
26.09.2015 to 

31.12.2015

From 
18.08.2016 to 

01.11.2016

From 
06.07.2017 to 

07.08.2017

From 
18.08.2018 to 

31.12.2018
r (Leq,63Hz) 0.59 0.55 0.57 0.40 0.40

r (Leq,125Hz) 0.41 0.21 0.59 0.29 0.23

Table 5: Coefficients of determination (R2) between the dependent variables (Leq,63Hz and Leq,125Hz) and the independent variables 
(ρL,2NM, ρL,5NM, ρL,Trieste, ρL,Venice, dreadg. act., clean. act., vv and hp) in all measuring periods.

Coefficients of 
determination 

From 
13.02.2015 to 

05.05.2015

From 
26.09.2015 to 
31.12.2015

From 
18.08.2016 to 
01.11.2016

From 
06.07.2017 to 
07.08.2017

From 
18.08.2018 to 
31.12.2018

R2 (Leq,63Hz) 0.35 0.30 0.33 0.16 0.16

R2 (Leq,125Hz) 0.17 0.05 0.34 0.09 0.05

Table 6: Significant independent variables with p-values lower than 0.05, meaning that there was a more than 95 % probability 
that these variables were related to the dependent variable Leq,63Hz. The grey fields indicate insignificant independent variables, 
with p-values greater than 0.05. The abbreviation n.a. means not applicable.

p-values
From 

13.02.2015 to 
05.05.2015

From 
26.09.2015 to 
31.12.2015

From 
18.08.2016 to 
01.11.2016

From 
06.07.2017 to 
07.08.2017

From 
18.08.2018 to 
31.12.2018

p (vv) 0.000 0.000 0.000 0.000 0.000
p (hp) 0.001 0.061 0.240 0.923 0.010

p (ρL,2NM) 0.005 0.691 0.048 0.003 0.036
p (ρL,5NM) 0.007 0.015 0.000 0.556 0.000

p (ρL,Trieste) 0.327 0.794 0.000 0.119 0.000
p (ρL,Venice) 0.037 0.087 0.023 0.342 0.000

p (dredg. act.) n.a. 0.000 n.a. n.a. n.a.
p (clean. act.) n.a. n.a. 0.002 n.a. n.a.

Table 7: Significant independent variables with p-values less than 0.05, meaning that there was a more than 95 % probability 
that these variables were related to the dependent variable Leq,125Hz. The grey fields indicate insignificant independent variables 
with p-values greater than 0.05. The abbreviation n.a. means not applicable.

p-values
From 

13.02.2015 to 
05.05.2015

From 
26.09.2015 to 

31.12.2015

From 
18.08.2016 to 
01.11.2016

From 
06.07.2017 to 
07.08.2017

From 
18.08.2018 to 
31.12.2018

p (vv) 0.000 0.000 0.000 0.000 0.000
p (hp) 0.019 0.509 0.111 0.867 0.599

p (ρL,2NM) 0.097 0.022 0.000 0.033 0.000
p (ρL,5NM) 0.000 0.000 0.000 0.215 0.002

p (ρL,Tireste) 0.001 0.000 0.000 0.033 0.000
p (ρL,Venice) 0.256 0.110 0.036 0.000 0.000

p (dredg. act.) n.a. 0.000 n.a. n.a. n.a.
p (clean. act.) n.a. n.a. 0.021 n.a. n.a.
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Table 8: Regression equations in which the dependent variable Leq,63Hz was predicted by the significant independent variables 
(ρL,2NM, ρL,5NM, ρL,Trieste, ρL,Venice, dreadg. act., clean. act., vv and hp).

Measuring periods Regression equations

13.02.2015–05.05.2015 Leq,63Hz = 1.378*vv  - 3.898*hp + 0.357*ρL,2NM + 0.103*ρL,5NM – 0.014*ρL,Venice + 
63.450

26.09.2015–31.12.2015 Leq,63Hz = 1.117*vv  - 0.093*ρL,5NM + 4.304*dred.act. + 67.800

18.08.2016–01.11.2016 Leq,63Hz = 2.227*vv  + 0.165*ρL,2NM – 0.627*ρL,5NM + 0.528*ρL,Trieste – 0.012*ρL,Venice 
– 3.1*clean.a. + 81.77

06.07.2017–07.08.2017 Leq,63Hz = 2.762*vv  - 0.196*ρL,2NM + 70.065

18.08.2018–31.12.2018 Leq,63Hz = 1.555*vv  + 1.116*hp + 0.112*ρL,2NM - 0.216*ρL,5NM + 0.268*ρL,Trieste – 
0.022*ρL,Venice + 73.576

Table 9: Regression equations in which the dependent variable Leq,125Hz was predicted by the significant independent variables 
(ρL,2NM, ρL,5NM, ρL,Trieste, ρL,Venice, dreadg. act., clean. act., vv and hp).

Measuring periods Regression equations
13.02.2015–05.05.2015 Leq,125Hz = 0.752*vv  - 2.659*hp + 0.263*ρL,5NM – 0.153*ρL,Trieste + 77.786

26.09.2015–31.12.2015 Leq,125Hz = 0.248*vv  + 0.192*ρL,2NM + 0.167*ρL,5NM – 0.117*ρL,Trieste + 1.181*dred. 
+ 77.375

18.08.2016–01.11.2016 Leq,125Hz = 1.869*vv + 0.265*ρL,2NM – 0.551*ρL,5NM + 0.368*ρL,Trieste – 
0.009*ρL,Venice – 1.87* clean.a. + 84.6

06.07.2017–07.08.2017 Leq,125Hz = 1.063*vv  - 0.122*ρL,2NM + 0.151*ρL,Triestre – 0.017*ρL,Venice + 71.912

18.08.2018–31.12.2018 Leq,125Hz = 0.562*vv  + 0.364*ρL,2NM  - 0.126*ρL,5NM + 0.121*ρL,Trieste – 0.017*ρL,Venice 
+ 91.705

and independent variables (anthropogenic 
pressures and meteorological parameters) 
were low to moderate (r = 0.21 – 0.59) 
(Table 4).  In the regression analysis up to 
35 % of the variance of the dependent variable 
can be explained by the independent variables 
(Table 5).

The correlation coefficient between the 
measured underwater noise levels (Leq,63Hz) 
and dredging activity as an anthropogenic 
noise source was significant but low (r = 0.31) 
(Table 2). The highest correlation between the 
underwater noise levels (Leq,63Hz and Leq,125Hz) 
and the ship densities was up to 0.13 and 
0.18, respectively (Tables 2 and 3), which 
could be explained by reduced sound wave 
propagation in the shallow sea [10,17–19]. 
Low frequency sound waves below the cut-
off frequency do not propagate, because the 
sound propagates into the sea bed [20, 21]. 
The correlation between underwater noise 
and the cleaning of the sea floor was negli-
gible (Tables 2 and 3), which was expected, 

because cleaning was performed with an 
excavator from the mainland.

The relation between underwater 
noise and the meteorological parameter – 
precipitation – was insignificant. Correlation 
between the Leq,63Hz and the wind speed was low 
to medium and correlation between the Leq,125Hz 
and the wind speed was negligible to medium 
(Tables 2 and 3), which could be explained by 
the wind-generated waves that break when 
they are large enough and produce sound 
[22–28]. That is, underwater ambient sound 
measurements were, in some cases, used to 
estimate wind speed over the seas and oceans. 
The results of these cases showed a very strong 
correlation between estimated wind speed, 
provided by a passive acoustic recorder algo-
rithm and in situ measurements of the wind 
speed [29, 30].

Relevant to our study is the problem of 
selection of frequencies in the 1/3 octave 
band as indicators of shipping noise. We based 
our measurements on the European Marine 
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Strategy Framework Directive which focuses on 
low frequency vessel noise, in 1/3 octave bands 
with centre frequencies of 63 Hz and 125 Hz,  
as pressure indicators for ship noise [31].  
The two bands were selected based on record-
ings of ship noise in deep-water areas where, 
in general, these bands are most powerful [22]. 
A Danish study of ship noise in shallow water 
has shown that the aforementioned MSFD in-
dicators of shipping noise turned out to be 
poor proxies for the impact of noise on small 
cetaceans at higher frequencies. Thus, higher 
frequencies were proposed to be included in the 
assessment of good environmental status, ie in 
the 1/3 octave band with a centre frequency of 
10 kHz, which was chosen as a compromise be-
tween the range of hearing of small cetaceans 
and frequency dependent absorption [32]. 
For this reason, higher frequencies should also 
be included in further studies of underwa-
ter noise in the northern, shallow part of the 
Adriatic Sea.

Conclusions

Given the multiple linear regression analysis 
we conclude that dependent variables were 
affected by the values of independent vari-
ables to a low to moderate degree. The cor-
relation of the underwater noise levels with 
the dredging activity was significant but low, 
and the one with the ship densities was insig-
nificant, which could be explained by reduced 
sound wave propagation in the shallow sea. 
The correlation between underwater noise 
and the cleaning of the sea floor was negli-
gible, which could be explained by the fact 
that cleaning was performed with an excava-
tor from the mainland. The relation between 
the underwater noise and the meteorological 
parameter – precipitation was insignificant, 
while correlation between underwater noise 
and the wind speed was significant but low 
to medium, which could be explained by the 
breaking waves generated by the wind that 
produced sound.

In the near future, the methodology present-
ed will be used to evaluate underwater noise 
data measured in the years 2019 and 2020. 

In  addition to MSFD pressure indicators for 
ship noise in 1/3 octave bands with center fre-
quencies of 63 Hz and 125 Hz higher frequen-
cies will be included. 
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Abstract in English
The common characteristics and possible correlations 
between coal consumption, CO2 emissions, emission 
productivity and economic growth in Slovenia are dis-
cussed in this article. The correlation between these 
variables was analysed by using the Pearson correla-
tion coefficient, and we used linear regression and 
the least squares method to develop predictive math-
ematical models that can be used to estimate trends 
in coal consumption and CO2 emissions in the future. 
The link between coal consumption, emissions, and 
emission productivity is significant, while the correla-
tion between coal consumption and economic growth 
is minimal. Therefore, coal consumption and the 
resulting emissions do not have a significant impact on 
economic growth. Mathematical models show a good 
fit, which is a condition for the reliability of the pre-
diction. Possible scenarios of the transition to carbon 
neutrality and the related problems of future electricity 
supply as a consequence of the cessation of coal mining 
and use are also discussed below.

Keywords: coal, emissions, correlation,  
forecasting

Abstract in Slovene
Obravnavane so skupne značilnosti in možne 
korelacije med porabo premoga, emisijami CO2, 
emisijsko produktivnostjo in gospodarsko rastjo 
v Sloveniji. S Pearsonovim koeficientom korelacije 
se je analizirala povezanost med navedenimi 
spremenljivkami ter se s pomočjo linearne regresije 
in metode najmanjših kvadratov izdelalo napovedne 
matematične modele, s katerimi se lahko ocenijo 
trendi porabe premoga in emisij CO2 v prihodnosti. 
Povezanost med porabo premoga, emisijami in 
emisijsko produktivnostjo je znatna, medtem ko 
je korelacija med porabo premoga in gospodarsko 
rastjo minimalna, zato poraba premoga in s tem 
emisije nimajo pomembnega vpliva na gospodarsko 
rast. Matematični modeli kažejo dobro prileganje, 
kar je pogoj za zanesljivost napovedi. V nadaljevanju 
so obdelani tudi možni scenariji prehoda na ogljično 
nevtralnost in s tem povezano problematiko 
prihodnje oskrbe z električno energijo kot posledico 
prenehanja pridobivanja in uporabe premoga.

Ključne besede: premog, emisije, povezanost,  
napovedovanje

Introduction

The main challenge facing many countries is 
the development of energy and environmen-
tal policies for the production of sustainable 
energy, while reducing greenhouse gas (GHG) 
emissions. As global energy demand continues 
to increase, energy security issues have become 
even more important.

Researching emission trends and predicting 
their further values is therefore an important 
part of adapting energy strategies, especially 
those involving low carbon. Understanding the 
dynamic link between coal consumption, CO2 
emissions and economic growth is therefore 
crucial in shaping energy strategies.

We would like to present the common char-
acteristics and possible correlations between 
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heat (which is collectively called transmission) 
that remained in Slovenia are Termoelektrarna 
Šoštanj (TEŠ), which uses lignite from 
Premogovnik Velenje (PV), and the Ljubljana 
Power Station, Termoelektrarna-toplarna 
Ljubljana (TE-TOL)) which already replaces 
imported coal with wood chips and gas [3]. 

Coal consumption in Slovenia has been in 
decline for some time (Figure 2), and harmful 
emissions from the transmission sector have 
also decreased by about a quarter owing to more 
modern procedures and improvements [2]. 

CO2 emissions
CO2 is one of the most dangerous pollutants, 
which has a great impact on the environment 
and consequently on humans and all living 
things on Earth. The combustion of fossil fuels 
is the largest source of atmospheric CO2. 

Nowadays, production and consump-
tion of CO2 are out of balance; therefore, the 
CO2 content in the atmosphere is increasing. 
The consequences of an increased concentra-
tion of CO2 in the atmosphere are also called the 
‘greenhouse effect’.

The share of CO2 emissions from coal com-
bustion in Slovenia in the period observed is 
around 30% and is declining, mainly owing 
to reduced coal consumption but also to the 
replacement of fossil fuels, changes in the 
amount of carbon in coal, improved efficiency, 
and changes in the share of renewable sources 
and nuclear energy [5].

The National Energy and Climate Plan of 
Slovenia anticipates the phasing out of the 
use of domestic and imported coal for energy 

coal consumption, CO2 emissions, and econom-
ic growth in Slovenia, as well as develop predic-
tive mathematical models that will assess the 
trend of coal consumption and CO2 emissions 
in the future.

Materials and methods

Coal
Among fossil fuels, coal is the only source 
that will have the longest presence in the 
energy market due to the enormous number 
of reserves worldwide. As an energy source, 
it represents a quarter of the world share. In 
Europe, its consumption is declining while in 
the fast-growing Asian markets its consump-
tion is quickly rising (Figure 1) [1]. However, 
the combustion of fossil fuels releases a lot of 
CO2 into the atmosphere, which contributes to 
the greenhouse effect.

It is necessary to handle coal reserves and 
their exploitation in Slovenia as rationally as 
possible, because of all the fossil energy sourc-
es, Slovenia disposes only of coal. Energy ob-
tained from coal represents a quarter of all 
electricity consumed in Slovenia. On the one 
hand, this represents a great burden on the en-
vironment, and on the other hand, it is a strong 
economic and social factor for both the region 
and the country [2].

After the cessation of excavation in the 
Trbovlje-Hrastnik Mine and the closure of 
the Trbovlje Power Station, Termoelektrarna 
Trbovlje (TET), the only two major consum-
ers of coal for the production of electricity or 

Figure 1: Worldwide coal consumption [1].
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purposes or a reduction of at least 30% by 
2030, as well as the reduction of total GHG 
emissions by up to 36% compared with  
2005 [6].

Although the energy sector has great potential 
to reduce emissions, it must be acknowledged 
that it has already made a significant contribu-
tion to reducing them. In Slovenia, for example, 
emissions from the energy sector decreased 
by about 24 percent between 2005 and 2017, 
while such a decline has not been seen in any 
other sector; for example, transport emissions 
increased by 25 percent [2].

The largest sources of energy emissions 
(in 2015) are transportation (40%) and 

electricity and heat production (37%), while 
manufacturing contributes to 12% of the 
energy emissions, and households and the 
service sector together contribute to 11% of 
the energy emissions (Figure 3) [3].

The largest share in greenhouse gas 
emissions is CO2 (96 %). 

CO2 is the equivalent of all greenhouse gases 
expressed in weight rates of CO2.

Economic growth
Positive economic growth is one of the most 
important goals of any economy. Economic 
growth is measured by the growth rate of the 
gross domestic product (GDP) [8].
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Figure 2: Coal consumption in Slovenia [7].
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The share of transmission of the electricity 
produced is about one third, and the share of 
GDP is between 0.56 and 0.86 percent.

A comparison of the movement of GHG 
emissions from energy sources with the move-
ment of the gross domestic product and ener-
gy supply shows whether the breakdown of 
GDP growth and emissions was achieved and 
what influenced the breakdown. The analysis 
showed that the breakdown was achieved 
mainly in the period 2002–2007 because of 
structural changes and more efficient energy 
use and in 2012–2014 because of a reduction 
in the share of fossil fuels in energy supply and 
greater energy efficiency (Figure 4) [3].

Emission productivity
Emission productivity is calculated as the 
quotient of the gross domestic product at 
constant prices and total greenhouse gas 
emissions (Figure 5). The key objective of the 
emission productivity indicator is to mon-
itor the environmental performance of the 
economy.

Emission productivity in Slovenia is steadily 
growing and approaching the EU average.

In the future, it will be important that the 
indicator improves and ensures a breakdown 
between GDP and GHG growth. The goal is to 
significantly reduce GHG emissions while at the 
same time growing economically [3]. 

Figure 4: Trends in GHG emissions from energy sources, gross domestic product and energy supply in the period 2000–2015 [3].
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Pearson correlation coefficient
Correlation or the correlation coefficient is a 
numerical measure that represents the strength 
of the linear relationship of two variables.
The Pearson correlation coefficient is the most 
commonly used measure of the linear correla-
tion of two numerical variables, calculated on 
the basis of the covariance and standard devia-
tions of the set of both variables [9].
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K(x;y) represents the covariance, and the 
σ values represent the standard deviation for 
the variables x and y [9].

 Pearson correlation values are called the 
correlation index or strength, which can as-
sume a value between -1 and 1 (Figure 6).

An is some extreme value relative to other 
data and that does not match the general data 
trend. One method of determining outliers is 
the visual perception of the extreme value in 
the graph itself (Figure 7) [11].

Simple linear regression
The fit of an appropriate mathematical model 
to data is called regression, which can be sim-
ple or complex. We are looking for relations 
between the independent and dependent 
variable.

Simple linear regression is the simplest 
and most commonly used form of linear 
regression, where a regression line is used 
to study the effect of only one independent 
variable X on Y.

The goal of the regression is to calculate the 
values of the parameters so that the model will 
best describe the data or fit them optimally. 
This means that the vertical deviations of the 
actual points from the model must be as small 
as possible (Figure 8) [10].
𝑒𝑖 = 

ŷ 𝑖−𝑦𝑖 = 𝑚𝑖𝑛			 (2)

Because some deviations are positive 
and some are negative, we square them. 
The criterion for minimising the sum of the 
squared deviations is called the Ordinary Least 
Squares method (OLS) [12].

Figure 6: Correlation coefficient strength [10].



Budna and Vižintin

34

RMZ – M&G  |  2021  |  Vol. 68[1]  |  pp. 29–40

In the case of an nth degree polynomial, we 
look for n + 1 parameters, with which we try to 
best approximate the measurements (Figure 9).

( )
( )

( )

( )

( )

ˆ ˆ ˆˆ
ˆ

*
ˆˆ

ˆ ˆ ˆˆ

ˆ
ˆ

*

d a b d
d t at b

d N a N b d N

a

bN

  = +
 

= + → … → …  
  = +  

 
 
 
 

  = … =   
   

1 1 1

1 1
2 1
3 1

1
1

� (3)

Figure 7: Removing the outlier [11].

Figure 8: Deviations of points from the line and deviation of the line from the mean [10].

( )
( )

( )

( )

( )

2

2

2

2

2

2

2

ˆ

1

ˆˆ ˆ

ˆ ˆ

ˆ

1 *1 *1

* *

1 1 1
1 2 2

3 3 1
1

ˆ ˆ

ˆ ˆ

ˆ

1

ˆ

ˆ
ˆ

ˆ ˆ

d t at bt c

d a b c

d N a N b N c

ad
b
cd N

N N

= + + →→

 = + +
 …
 = + +

 
         → … = =       … …     
  

�(4)



An analysis of coal consumption, CO2 emissions and economic growth in Slovenia

35

The regression model can be better or worse, 
and the quality of the model can be evaluated in 
different ways. One of the simplest measures to 
evaluate the quality of a regression model is the 
coefficient of determination [12].

	 Σ(𝑦𝑖−𝑦̅)2 =Σ(𝑦̂𝑖−𝑦̅)2 +Σ(𝑦̂𝑖−𝑦𝑖)2	 (5)
or

	 SST = SSR + SSE			   (6)
The coefficient of determination 𝑅² is the ratio 
between SSR and SST.

	
𝑅2 =

 

SSR
SST  

=1− SSE
SST

		  (7)

SST: sum of squared deviations,
SSR: total correction of the sum of squares and
SSE: model sum error.

The values of the coefficient of determina-
tion range from 0 ≤ 𝑅² ≤ 1. The closer to the 
value of 1, the smaller the deviation between 
the actual points and the model [10].

Another indicator of the reasonableness of 
fit is the presentation of residues compared 
with the independent variable. Residues must 
be randomly distributed and contained in a rel-
atively small band, which is proportional to the 
accuracy of the data [4].

The relationship between coal consumption 
and transmission of CO2
The correlation between coal consumption and 
CO2 emissions generated directly by transmis-
sion is a very high positive relationship: r = 0.98.

The correlation between CO2 emissions and 
economic growth and between coal consump-
tion and economic growth is small and negative 
(-0,23274 or –0,36466), which means that the 
impact of coal consumption – and thus also trans-
formational emissions – on economic growth is 

minimal, that is, coal consumption does not have 
a large impact on economic growth, which is 
typical for developed countries, where the ‘black 
industry’ is no longer a driver of development. 
The minus sign, however, means inverse connec-
tivity, ie that by reducing coal consumption and 
CO2 emissions, gross domestic product grows.

We calculate the linear regression equation 
(Figure 10), which in this case is a 1st-order 
equation, or a linear line in which y represents 
CO2 emissions and x represents coal 
consumption.

y x= +1 110555 745 027, , 		  (8)

In this case, the fitting of the mathematical 
model is R2 = 0.96. Since the value of the coef-
ficient of determination is very close to 1, the 
suitability of the model is very high. The resi-
due graph does not show a visible trend.

The relationship between coal consumption 
and total CO2 emissions
The correlation between coal consumption 
and total CO2 emissions, which are defined as 
the sum of emissions from transport, energy, 
industrial processes, fuels in manufacturing, 
agriculture, waste, other sectors, fugitive emis-
sions from fuels, and others, also indicates a 
high positive relationship r = 0.93 between coal 
consumption and total CO2 emissions, as the 
transmission sector accounts for almost a third 
of the total emissions. 

The calculation gives the linear regression 
equation (Figure 11), which in this case is an 
equation of the 1st order, or a linear line with 
the equation: 

y x= +2 002699 9908 849, , 		 (9)

Figure 9: 1st- and 2nd-order linear regressions [10].
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where y represents the total emissions and 
x represents coal consumption.

The fit of the mathematical model is defined 
by the coefficient of determination R2, which 
in our case is R2 = 0.87. The value of the coeffi-
cient of determination is quite close to 1, which 
means that the suitability of the model is high 
to very high.

Another indicator of the reasonableness of 
fit is the display of residues compared with 
the independent variable. The residual graph 
shows a random distribution without a visible 
trend, which is also a condition for the suitabil-
ity of the model.

The relationship between coal consumption 
and emission productivity
Emission productivity is calculated as the 
ratio between the gross domestic product at 

constant prices and all greenhouse gas emis-
sions expressed in eq. CO2.

In the analysis of the graph, a point that 
stands out from the trend of the model, which 
we call the outlier (year 2000), is noticed. We 
eliminate this point and start with 2001 and 
continue with the calculations (Figure 12).

The correlation coefficient increased 
from –0.86145 to -0.92875, that is, the connect-
edness of the data is now just under 7% better.

The calculation of the Pearson correlation 
coefficient shows a very high negative cor-
relation, r = -0.93, between coal consumption 
and emission productivity. The strength of the 
connection is high and inversely proportion-
al, which means that coal consumption has a 
strong impact on emission productivity in the 
sense that the lower the coal consumption, the 
higher the emission productivity. 

Figure 10: Emissions of transmission depending on the use of coal.
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The calculation gives the linear regression 
equation, where y is the emission productivity 
and x is the coal consumption, which in this 
case is a first-order equation or linear line with 
the following equation:

y x= − +0 00039 3 671887. . 		 (10)

The fit of the mathematical model is defined 
by the coefficient of determination R2, which 
in our case is R2 = 0.86. The display of residues 
compared with the independent variable also 
shows the degree of relevance of the model.

The relationship between productivity and 
the emission of total CO2 emissions
The correlation between emission productiv-
ity and total CO2 emissions shows a high nega-
tive correlation, which leads us to the fact that 
with increasing emission productivity, total CO2 
emissions fall. The Pearson correlation coeffi-
cient is r = -0.82.

A connectedness in the form of an inverse U 
curve is noticeable, so we set the mathematical 
model as a linear regression of the second 
order, or a quadratic regression.

The calculation gives a mathematical model 
in functional form: 

y x x= − +
+
4 402 5 2 12615 56
11 320 67
, . .

, .     
� (11)

In this model, y represents total emissions 
and x represents emission productivity.

The fit of the mathematical model is defined 
by the coefficient of determination R2, which 
in our case is R2 = 0.73. The residual graph 
does not show a visible trend, which is also a 
condition for the suitability of the model.

Withdrawal from coal
The strategy of withdrawing from coal or the 
closure of the Velenje Mine and thus the ces-
sation of TEŠ’s operation, as well as the work 

Figure 12: Elimination of the outlier.

Figure 13: Emission productivity in relation to total emissions.
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of various restructuring groups and presenta-
tions of various studies, both on the govern-
mental and non-governmental side, imply that 
2033 or 2050 would be possible years to com-
pletely end coal consumption, where 2033 is a 
governmental prediction and 2050 is a predic-
tion made by employee representatives and the 
energy professionals. The following two rea-
sons were crucial for such a decision: changing 
external circumstances, especially the increase 
in emission coupon prices (and price projec-
tions until 2030), together with the increase 
in climate targets at the EU level, which sig-
nificantly increase the risk of uneconomical 
operation of TEŠ; and that such a scenario 
has the most positive effects on climate, local 
environment, nature, and human health. Such 
a decision is also influenced by the possibility 
of drawing funds from the European Fund for a 
Fair Transition.

However, such a rapid and uncontrolled 
withdrawal from coal would also be problemat-
ic from the point of view of a reliable supply of 
electricity produced in Slovenia, as it would be 
difficult to plan replacement capacities in time, 
as well as from the point of view of employ-
ees and the closure process of Premogovnik 
Velenje.

The share of electricity that would be lost 
in this way cannot be replaced with renewable 
sources in a short time, especially because TEŠ 
is also the most important domestic source, 
which can adapt to most unpredictable situa-
tions in the electricity system and provide a 
range of system services. At the same time, it 
also produces thermal energy for the needs of 
consumers in the Šalek Valley and thus sup-
plies the second largest hot water system in 
the country. It should also not be forgotten that 
in the event of the imminent shutdown of TEŠ, 
import dependence would also increase sharp-
ly, averaging around 17 percent of electricity 
in recent years, in view of forecasts of growing 
demand for electricity in the future.

Among several possible energy sources that 
would be an energy alternative to fossil fuels 
and would continue to use the energy location at 
TEŠ, one is gas, whilst others may be some alter-
native sources for which it would be difficult to 
compensate for the lack of electricity in a short 
time. Gas and alternative fuels, where we have 

Solid Recovered Fuel, have a half lower emission 
factor (the ratio between CO2 emissions and net 
calorific value expressed in kg CO2/GJ), which 
means that when we burn these, half as many 
CO2 emissions are produced as with coal com-
bustion. The use of gas is not economically justi-
fiable for now, and the local community opposes 
the incineration of Solid Recovered Fuel. Even 
the reserves in hydropower, which are supposed 
to mitigate the outage in the beginning, would 
not be sufficient in the long run. 

The solution proposed by employees for clos-
ing the mine as late as possible is also to redi-
rect the funds paid by TEŠ through CO2 coupons 
to the Climate Change Fund, whose funds are 
intended for climate change mitigation, to solve 
the problem of closing the Velenje Coal Mine 
and the region. The funds raised in this way 
would be used to improve and reduce the envi-
ronmental footprint by capturing carbon, new 
technologies, environmental policies and for 
the needs of regional development policies. 

We will have to take care of our self-sufficiency, 
and we will need another major convention-
al source in the long run, so the decision on 
long-term use of nuclear energy is also import-
ant, which some decision makers believe is the 
only real solution to replace energy production 
from thermal power plants. There are several 
obstacles with this as well, including the fact 
that the construction of a nuclear power plant 
is expensive and time-consuming, so it may be 
that we would have to wait a very long time for 
electricity from this source. 

In shaping Slovenia’s energy future, we will 
need an appropriate mix of energy sources that 
will provide us with a safe and reliable supply 
of low-carbon energy at affordable prices.

In addition to the benefits, the withdrawal 
from coal consumption also brings problems 
that need to be solved. Not only is it necessary 
to compensate for the loss of electricity pro-
duction with other sources, but it is also neces-
sary to take care of areas that have so far lived 
off the coal industry. The problem is not only 
the renewed employment of the people who 
have worked in this industry, but the econom-
ic restructuring of the entire economy of these 
areas. Finally, we must also invest in the reha-
bilitation of the environment left behind by the 
coal industry.
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Conclusion

Coal consumption in Slovenia has been on a 
declining trend for quite some time, harm-
ful emissions from the transmission sector 
have also decreased by about a quarter due to 
more modern procedures and improvements. 
On the other hand, total GHG emissions are not 
decreasing; rather, they are increasing slightly, 
mainly owing to a large increase in transport 
emissions. Emission productivity is growing 
steadily and is approaching the EU average. 
If in the last century coal was still a driver of 
development in Slovenia and its impact on 
economic growth was significant, nowadays 
there is a noticeable gap between GDP and 
coal consumption, which is a characteristic of 
developed countries. 

Using mathematical modelling and set-
ting up mathematical models to predict the 
behaviour of certain dependent parameters in 
the future, we can predict how the parameters 
observed will react to changes. In general, mod-
els can only approximate behaviour in the real 
world.

The National Energy and Climate Plan of 
Slovenia anticipates the phasing out of the 
use of domestic and imported coal for energy 
purposes, which means that we will have to 
develop an appropriate energy strategy in 
the future that will ensure a safe and reliable 
supply of low-carbon energy.
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Abstract in English
Cast aluminium alloys are commonly used in the auto-
motive industry for casting applications. There are both 
primary and secondary/recycled aluminium alloys in the 
market, which differ in price and quality. In this study, the 
effect of alloy quality on solidification, microstructure 
and mechanical properties was investigated. The com-
parison of properties was carried out in the as-cast con-
dition and in the heat-treated condition. The influence 
of alloy quality on solidification was analysed by simple 
thermal analysis and differential scanning calorimetry, 
and thermodynamic simulations. The basic mechanical 
properties analysed were tensile strength, yield strength, 
elongation, and hardness. The microstructural differenc-
es were analysed using a light microscope. The Mn:Fe 
ratio, which is strongly influenced by the alloy quality, 
was found to have a pronounced effect on the mechanical 
properties, while magnesium together with silicon hard-
ens the aluminium matrix during heat treatment, which 
significantly increases the mechanical properties.
This research proved that thermal analysis methods 
can give us a necessary and important indication of the 
quality of the alloys used.

Keywords: Alloy quality, casting alloys, thermal 
analysis, solidification, microstructure, mechanical 
properties

Abstract in Povzetek
Aluminijeve zlitine se pogosto uporabljajo v avto-
mobilski industriji pri vlivanju. Na trgu obstajajo 
primarne in sekundarne/reciklirane aluminije-
ve zlitine, ki se razlikujejo po ceni in kakovosti. V 
tej študiji je bil raziskan vpliv kakovosti zlitine na 
strjevanje, mikrostrukturo in mehanske lastnosti. 
Primerjava lastnosti je bila narejena v litem in v 
toplotno obdelanem stanju. Vpliv kakovosti zlitine 
na strjevanje smo analizirali z enostavno termično 
analizo in diferenčno vrstično kalorimetrijo ter ter-
modinamičnimi simulacijami. Analizirane so bile 
osnovne mehanske lastnosti, kot so natezna trdnost, 
meja tečenja, raztezek in trdota. Mikrostrukturne 
razlike smo analizirali z optičnim mikroskopom. 
Dokazano je, da razmerje Mn:Fe, na katerega močno 
vpliva kakovost zlitine, izrazito vpliva na mehanske 
lastnosti, medtem ko magnezij skupaj s silicijem 
med toplotno obdelavo utrjuje aluminijasto matri-
co, kar tudi bistveno poveča mehanske lastnosti.
V tej raziskavi je bilo dokazano, da nam lahko me-
tode termične analize dajo potreben in pomemben 
podatek o kakovosti uporabljenih zlitin.

Ključne besede: kakovost zlitin, livarske zliti-
ne, termična analiza, strjevanje, mikrostruktura, 
mehanske lastnosti

Introduction

One of the few disadvantages of aluminium is 
its expensive and energy-intensive extraction. 
It is mainly extracted from bauxite ore by the 
Bayer process. This produces alumina (Al2O3), 

from which technically pure aluminium is later 
extracted by electrolysis. An alternative to this 
extraction method is secondary extraction, that 
is, recycling, which requires only about 10% of 
the energy needed to produce one tonne of pri-
mary aluminium. The disadvantage of recycling 
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Mg2Si solidifies. The proportion and ratio of 
these phases depend on the ratio of manganese 
and iron in the alloy [5, 6, 7].

Strength properties increase significantly af-
ter heat treatment compared to as-cast condi-
tion. The elongation at yield strength decreases. 
Compared to alloys with different iron contents, 
the solidification rate has a great influence. The 
hardness is higher in the secondary alloy due to 
the higher iron content [3, 4, 8, 9].

Inferior alloys may contain up to twice 
as much iron. Two Fe-phases form in cast 
­aluminium alloys, namely, α-Al15(Fe,Mn)3Si2 
and ­β-Al5FeSi. The former is more desirable due 
to its rounded shape in the microstructure, as it 
does not adversely affect the mechanical prop-
erties like β-Al5FeSi. Therefore, manganese is 
added to the alloys to convert the needles of 
the β-Fe5FeSi phase to the α-Al15(Fe,Mn)3Si2 
phase. The optimum Mn:Fe ratio in the alloys 
was found to be about 0.5 [10].

Materials and methods

Based on the chemical composition of the 
studied alloys, listed in Table 1, a simulation 
of Scheil’s thermodynamic non-equilibrium 
solidification was performed, using Thermo-
Calc software and the TCAL6 database. Alloy 
AlSi10Mg is marked as 239, with better and 
purer quality, and alloy AlSi10Mg(Fe) as 239D, 
of inferior quality.

To characterize the solidification path of 
two alloys under investigation, the samples 
were melted in an induction furnace in a steel 
crucible coated with BN-foundry coating. The 
experimental alloy was preheated to 700 °C. 
After completion of the melting process, the 
experimental samples were then cast at a tem-
perature of 700 °C in a Croning measuring cell, 
where the cooling rate was ~ 7 K/s and cool-
ing curves were recorded. To characterize the 
accurate solidification of the test alloys, cor-
responding initial derivatives were obtained 
from the cooling curves. At the same time, the 
melt was also poured into a square steel mould 
(Figure 1), from which four specimens were 
obtained for the tensile tests. 

Differential scanning calorimetry (DSC) anal-
yses were also carried out to determine the 

is the slightly higher content of some elements, 
the removal of which is extremely difficult or 
inadvisable. One such element is iron, which 
is otherwise required in the die casting of alu-
minium alloys because it prevents the castings 
from soldering to the tool. However, too much 
iron can deteriorate the alloy’s mechanical 
properties.

The addition of magnesium to Al-Si alloys is 
the basis for the group of alloys characterized 
by exceptional castability and excellent me-
chanical properties after heat treatment. They 
are corrosion resistant and thermal expansion 
is low. Magnesium is added to binary alloys to 
improve the properties after heat treatment 
T6, which is characteristic of this type of alloy, 
through the mechanism of precipitation hard-
ening. The heat treatment consists of solu-
tion annealing, quenching, and artificial ag-
ing, during which the hardening intermetallic 
phase Mg2Si precipitates. The mechanical prop-
erties can be further improved by the addition 
of manganese and beryllium, which affect the 
morphology of the iron-based phases, improv-
ing the strength properties and ductility [1, 2]. 
The best effect of magnesium addition is seen 
at a content between 0.2 and 0.6% by weight, 
very rarely exceeding 1% by weight. The lower 
limit is determined by a sufficient amount for 
precipitation of the Mg2Si phase, so that the ef-
fect on the mechanical properties is noticeable. 
The upper limit is determined by a still satis-
factory plasticity; there should not be too much 
Mg2Si phase in the microstructure. The mag-
nesium content has a great influence on aging, 
so that the permissible limits in the individual 
alloys are very narrow. They also depend very 
much on the other alloying elements and the 
expected aging regime of the alloy [3, 4].

Solidification of AlSi10Mg and AlSi10Mg(Fe) 
alloys depends largely on the cooling rate and 
alloying elements, and usually begins in the 
temperature range between 550 °C and 600 
°C. Solidification of this type proceeds as fol-
lows: First, the primary aluminium α-Al crystals 
solidify at TL. Further eutectic (α-Al + β-Si) is 
formed, meanwhile, the remaining melt is en-
riched with the other elements, leading to the for-
mation of different intermetallic phases. The first 
to solidify are the Fe-phases α-Al15(Fe,Mn)3Si2 and 
β-Al5FeSi, and among the latter, the Mg-phase 
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temperature changes and thermal effects oc-
curring during heating / melting and cooling / 
solidification of the alloys studied. The experi-
ments were carried out using a STA Jupiter 449C 
instrument from Netzsch by placing two identi-
cal corundum crucibles on the platinum sensor. 
The sample under investigation was placed in 
one crucible and an (inert) reference sample in 
the other. The system was heated to 720 °C in 
a furnace according to the preprogrammed tem-
perature programme. It was kept at this tem-
perature for 10 minutes. The heating and cooling 
phases were performed at a constant rate of 10 
K / min. The test was performed in a protective 
atmosphere of Ar 6.0. During the measurement, 
the instrument recorded the temperature, the 
temperature difference between the tested sam-
ple and the reference sample, and the time. DSC 
analysis was performed on cast samples taken 
from the centre of the casting from Croning mea-
surement cell [11]. The samples were turned to 
a diameter of 4.5 mm and a height of 4 mm and 

Table 1: Chemical composition of the alloys investigated in % by weight.

Sample Si Fe Cu Mn Mg Ni
239 10.398 0.3548 0.005 0.2654 0.5513 0.0038
239D 10.439 0.8788 0.0229 0.3092 0.4459 0.0062
Sample Zn Pb Sn Ti Sr Al Mn:Fe
239 0.0039 0.001 0.0003 0.0983 0.0369 rest 0.748
239D 0.0167 0.001 0.0004 0.0253 0.0015 rest 0.352

inserted into the instrument where the analysis 
was performed. After the measurements, the 
heating and cooling curves of the DSC were re-
corded, while the characteristic temperatures 
were determined from the heating and cooling 
curves of the DSC.

Specimens for microstructure investigations 
were prepared metallographically from the 
center of the casting from the Croning mea-
suring cell [11] and photographed with a BX61 
light microscope to analyze the effect of alloy 
quality on the formation and distribution of mi-
crostructural constituents. 

Specimens of B 6 x 30 mm type were used 
for the tensile test, prepared according to DIN 
50125: 2016-12. Four specimens of each test 
alloy were prepared in as-cast and T6 heat-
treated condition. Tensile tests were carried 
out on INSTRON 8802 apparatus in accordance 
with SIST EN ISO 6892-1:2020 A224 standard. 

To analyse the hardness of two grades of 
alloy in the as-cast and heat-treated condition, 

Figure 1: (a) Steel mould with a square profile; (b) Casting obtained from the steel mould for tensile specimens.
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the instrument NEXUS 7500 was used and 
the measurements were made in accordance 
with the standard SIST EN ISO 6506 - 1: 2014. 
A tungsten carbide ball with an HBW of 2.5 / 
62.5 was used. Hardness measurements were 
carried out on specimens from a square-profile 
steel mould.

Results and discussion

Figure 1a shows the calculated cooling curve 
of sample 239 and Figure 2b shows the calcu-
lated cooling curve of sample 239D, where the 
dashed line indicates the equilibrium solidi-
fication. The results show that in sample 239 
both Fe-phases solidify after the primary α-Al 
crystals and eutectic (α-Al + β-Si). It does not 
end with the Fe-phase β-Al5FeSi; the phases  
π-Al8Si6Mg3Fe and Mg2Si also solidify from the 
melt. The main difference between the investi-
gated alloys is that at the alloy 239D the solid-
ification of both Fe-phases occurs before the 
solidification of eutectic (α-Al + β-Si), whereas 
also the amount of those phases is much higher, 
respectively. The solidus temperature TS is 554.7 
°C for sample 239 and 555.1 °C for sample 239D.

The main difference between the samples / 
alloys in solidification, calculated with the Thermo-
Calc program, is seen in the sonification path and 
proportions of each phase (Table 2). The calculat-
ed amount of Fe-phase α-Al15(Fe,Mn)3Si2 in sample 

239D is about twice that in sample 239, and an 
even greater difference occurs for the β-Al5FeSi 
phase; it is up to 150% higher than in sample 239.

The cooling curves in Figure 3 show that the 
TL in sample 239 is higher and the solidification 
interval is wider, which is consistent with Scheil’s 
non-equilibrium solidification curve. This is fol-
lowed by the solidification of the Fe-phases, the 
onset of which is indicated by T1. This was de-
termined from the derivative where the cooling 
rate is high, followed by a drop in the cooling rate 
due to the release of latent heat. This is followed 
by solidification of the eutectic with Fe-phases, 
namely α-Al15(Fe,Mn)3Si2 and / or β-Al5FeSi. 
Undercooling after the onset of eutectic solidi-
fication is illustrated by the temperature TE/min, 
latent heat is released by the solidification and 
the temperature increases to TE/max. The solidifi-
cation proceeds in the same way until the tem-
perature T2, which was observed only for sample 
239. Using calculations with Thermo-Calc, the 
eutectic solidification of the π-Al8Si6Mg3Fe phase 
can be predicted. The point T3 represents the be-
ginning of the solidification of the Mg2Si eutectic 
phase. The final solidification temperatures (sol-
idus temperatures) are much lower than those 
theoretically determined by the Scheil simula-
tion of non-equilibrium solidification.

The results of the DSC analysis are shown in 
Figure 4 and show both the heating (green) and 
cooling (blue) curves for both samples tested. In 
both figures, the first inflexion point is at about 

Figure 2: The Scheil cooling curve of the non-equilibrium solidification of (a) sample 239 and (b) sample 239D.
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220 °C and can be associated with the precipita-
tion of the Q-Al5Cu2Mg8Si6 or Mg2Si phase; a later 
point is not possible due to the very low copper 
content in the samples (239: 0.005 wt%; 239D: 
0.0229 wt%). The second inflexion point rep-
resents TS (239: 552.2 °C; 239D: 551.2 °C) and 
illustrates the onset of eutectic melting (α-Al + 
β-Si) with the Mg2Si phase present. According 
to Thermo-Calc calculations, the next charac-
teristic point (239: 565.5 °C; 239D: 563.7 °C) 
defines the melting of the eutectic (α-Al + β-Si) 
and the last characteristic temperature (239: 
608.1 °C; 239D: 605.0 °C) represents the melt-
ing of the primary α-Al dendrites. On the cool-
ing curves (blue), the first characteristic point 
is TL (239: 575.5 °C; 239D: 569.4 °C), where the 
solidification of the primary α-Al dendrites be-
gin. According to Thermo-Calc calculations, the 
next inflexion point is the solidification tem-
perature of the eutectic (α-Al + β-Si) and the last 
one is the solidification of the eutectic (α-Al + 
β-Si + Mg2Si) (239: 522.1 °C; 239D: 521.8 °C). In 
sample 239D, another inflexion point occurs at 
544.3 °C, which most likely represents the eu-
tectic solidification of the Fe-phases.

A light microscope was used to image the mi-
crostructure of all samples at various magnifica-
tions. Figures 5a and b show the microstructure of 
sample 239, while Figures 5c and d show sample 
239D. According to the literature, the following 
microstructural components are observed in the 
microstructures in the figure: primary α-Al den-
drites, binary eutectic (α-Al + β-Si), Fe-eutectic 
phase α-Al15(Fe,Mn)3Si2 (‘Chinese script’), needle 
shape β-Al5FeSi phase, and the eutectic phase 
of Mg2Si (black) [5]. Due to the presence of 

magnesium, the formation of the π-Al8FeMg3Si6 
phase is also possible [12]. Given the presence of 
strontium in the chemical composition of sample 
239, the formation of the Al2SrSi2 phase can also 
be inferred [13]. The black arrows in Figures 5a 
and c indicate the deleterious β-Al5FeSi phases, 
which are hardly observed in the microstructure 
of sample 239, while they are common in the mi-
crostructure of sample 239D. In sample 239, the 
eutectic (α-Al + β-Si) is much finer and rounder, 
which is due to the presence of strontium acting 
as a modifier of the eutectic β-Si.

Figures 6a and b show the microstructures 
of the as-cast and heat-treated sample 239 
(239 and 239T). Figures 6c and d show the 
microstructures of the cast and heat-treated 
sample 239D (239D and 239DT). It can be 
observed that there is a visible decrease in 
the primary α-Al, according to the litera-
ture. A decrease in the eutectic (α-Al + β-Si) 
is observed especially for sample 239DT. As 
in the as-cast condition, the density of the 
β-­Al5FeSi phases in the heat-treated condi-
tion is much higher in the secondary alloy 
(239DT). After heat treatment, the thicker 
needles are rounded.

Figure 7 shows a comparison of the aver-
age hardness values between the qualities of 
alloys in the as-cast samples and after heat 
treatment. It can be seen that the hardness 
of sample 239 increases by ~ 28% and that 
of 239D alloy increases by ~ 42% after heat 
treatment. In general, the hardness of the as-
cast sample 239D is ~ 6% higher than that 
of the purer alloy, and after heat treatment it 
is ~ 24% higher than that of the purer 239 
sample.

Figure 8 shows a comparison of tensile test 
results between qualities of alloy and between 
the as-cast and heat-treated states. For bet-
ter quality alloy, tensile strength and yield 
strength are increased by heat treatment, 
while elongation is greatly reduced by heat 
treatment. The alloy produced from secondary 
raw materials has significantly lower mechan-
ical property values in the as-cast condition, 
and after heat treatment the material was so 
brittle that the mechanical properties could 
not be measured.

Table 2: The proportions of phase formed during the 
solidification.

Phase / Sample 239 239D
α-Al 87.00 85.20
β-Si (eutectic) 9.91 9.74
α-Al15(Fe,Mn)3Si2 0.89 1.03
β-Al5FeSi 1.31 3.26
Mg2Si 0.86 0.65
Q-Al5Cu2Mg8Si6 0.02 0.11
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Figure 3: The cooling curve and corresponding derivative of (a) sample 239 and (b) sample 239D.

Figure 4: Heating (green) and cooling (blue) DSC curve of the sample (a) 239 and (b) 239D.

Figure 5: Micrographs of (a and b) sample 239 and (c and d) sample 239D.
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Figure 6: Micrographs of sample 239 in (a) as-cast state and (b) T6 heat-treated state and of sample 239D (c) in as-cast state and 
(d) T6 heat-treated state.

Figure 7: Hardness of AlSi10Mg alloy and AlSi10Mg(Fe) alloy in as-cast state and after heat treatment.
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Conclusion

Thermal analysis methods can give us an 
important and necessary indication of the qual-
ity of the alloys used.

Recycling aluminium is the future from an 
energy point of view. Therefore, it is important 
to produce high quality alloys from secondary 
raw materials that can replace those produced 
from primary aluminium.
The deleterious β-Al5FeSi phases were hard-

ly observed in the microstructure of the purer 
sample, while they are common in the micro-
structure of inferior quality sample. A visible 
decrease in the primary α-Al and in the eutectic 
(α-Al + β-Si) was observed, especially for sam-
ples of inferior quality after heat treatment. 
As in the as-cast condition, the density of the 
β-Al5FeSi phases in the heat-treated condition 
is much higher in the alloy of inferior quality. 
After heat treatment, the thicker needles are 
rounded. In general, the hardness of the as-
cast sample of inferior quality was ~ 6% high-
er than that of the purer alloy and after heat 
treatment was ~ 24% higher than that of the 
purer sample. For better quality alloy, tensile 
strength and yield strength are increased by 

heat treatment, while elongation is greatly re-
duced by heat treatment. The alloy produced 
from secondary raw materials has significant-
ly lower mechanical property values in the as-
cast condition.

The analysis of the effects of alloy quality 
of primary and secondary produced AlSi10Mg 
alloys on solidification, microstructure and 
mechanical properties revealed significant 
differences in the results of the analysed prop-
erties. Based on the results, we can predict 
when it is appropriate to use a primary pro-
duced alloy with higher purity and when to 
use a secondary produced alloy with more and 
higher concentration of alloying elements. 
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Figure 8: Tensile test results for 239 alloys and 239D alloys in the as-cast state and after heat treatment.
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