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Abstract: In this study we contextualize the diaspora formation of Bangladeshi 

immigrants in the UK by analyzing three broad types of diaspora 

characteristics- dispersion; connection with the homelands; and maintaining a 

distinctive identity in the host society. Based on secondary data, this study 

revealed that Bangladeshi diaspora members in the UK are mainly dispersed 

from their country of origin for economic reasons. As many other diaspora 

group, Bangladeshi immigrants in the UK maintain several linkages- 

economical, social and cultural, and political- with their home country 

Bangladesh. In this host society, they present their distinctive life by 

maintaining close ties with ethnic Bangla cultural objects. They are also present 

their vibrant and distinctive Banglaness by doing several activities collectively 

through associations. By doing so, Bangladeshi immigrants in the UK work like 

a diaspora as the three broad elements of diaspora were clearly evident in our 

findings and discussion. 

Keywords: Diaspora, Bangladeshi Immigrants, Dispersion, Homeland Linkage, 

Distinctive Identity Maintenance  
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Introduction 

In the era of globalization, diasporas have become an important 

subject of study among researchers, academics and scholars. The past decade 

has seen a variety of literature on this issue which introduced many academic, 

political and policy debates that spread across the discipline. In present times, 

it has become an academic area of research not only in Migration Study, but 

also in many disciplines including Sociology, Anthropology, History, Geography, 

Cultural Studies, Political Science and Literature. Several theorists such as 

Safran (1991), Cohen (1997), Vertovec (1999), and Brubaker (2005) have 

proposed criteria to define a diaspora. Their research has shown that the 

concept of diaspora has attained a broad semantic field and its meaning and 

uses have been proliferated in verity of directions to get the dispersion of this 

term. While the classical meaning of diaspora involves an involuntary 

migration, this term has been used for both voluntary and involuntary 

migration in the current discussion. Thus, in contemporary times, the 

meanings and uses of diaspora have been proliferated, where the term often 

iŵplies the oŶgoiŶg ƌelatioŶship ďetǁeeŶ iŵŵigƌaŶts͛ hoŵelaŶd aŶd theiƌ 
host countries (Verhulst, 1999:30). The current members of diaspora include 

overseas, ethnic, exile, minority, refugee, expatriated people, migrants and so 

on (Inbom, 2003:10). 

Scholars have classified immigrants as members of a diaspora based on 

their ongoing relationship with their country of origin, in many of their 

ĐoŶteŵpoƌaƌǇ studies the teƌŵ ͚diaspoƌa͛ has ofteŶ been used interchangeably 

ǁith the teƌŵ ͚tƌaŶsŶatioŶalisŵ͛ oƌ ͚tƌaŶsŶatioŶal ĐoŵŵuŶities͛ ǁho ŵaiŶtaiŶ 
social, emotional and political network that cross the borders of nation-states 

;VeƌtoǀeĐ, ϭϵϵϵͿ. This ĐaŶ also ďe disĐeƌŶed fƌoŵ TölölǇaŶ͛s ;ϭϵϵϭ: ϱͿ 
stateŵeŶt iŶdiĐatiŶg that ĐoŶteŵpoƌaƌǇ diaspoƌas aƌe ͚the eǆeŵplaƌǇ 
ĐoŵŵuŶities of the tƌaŶsŶatioŶal ŵoŵeŶt͛ ;Đited iŶ Faist, ϮϬϭϬ: ϭϲͿ. Thus, 
diaspora members maintain close linkages with their homeland and many of 

them have important and durable relationships, including socioeconomic, 
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cultural and political relationships, that flourish in two or more societies at 

once (Castles and Miller, 2009:3). 

This paper attempts to make in the understanding of the diaspora 

formation of Bangladeshi immigrants in the UK by analyzing three broad 

categories of diaspora characteristics: dispersion; connection with the 

homelands; and maintaining a distinctive identity in the host society. Indeed, 

international migration has become a well-known phenomenon in Bangladesh; 

a large number of Bangladeshis are migrating outside of Bangladesh every year 

as long-term migrants. Among the total number Bangladeshis living abroad, 

according to Siddiqui (2004), there are almost 1.2 million that reside 

permanently as citizens, or with other valid documents in Western 

Industrialized countries of Europe, North America and also in Australia. In 

Europe the highest number of Bangladeshi migrants (500000) is found  in the 

UK, followed by Italy which has  70,000 Bangladeshi, and Greece with 11,000 

Bangladeshi (ibid), who maintaining several relations and contribute to the 

development of their homeland in several ways. In this paper, we first 

contextualize the term diaspora by focusing on its meaning and developing a 

theoretical framework. We then go on to outline the method of the study. 

Finally, diaspora formation of Bangladeshi immigrants in the UK is discussed on 

the basis of the outlined theoretical framework. 

Diaspora and Its Formation: Theoretical Background 

The Notion of Diaspora: An Introduction 

 Historically, there are three dimensions of diasporas: original, classical 

and contemporary (Inbom, 2003: 9). Originally, the term diaspora is derived 

from the Greek word ͚diaspeiro͛ which was used as early as the fifth century 

B.C. by Greek legends including, Sophocles, Herodotus, and Thucydides 

(Dufoix, 2007:4). Here, Speiro ŵeaŶs ͚to shoǁ͛ aŶd Dia ŵeaŶs ͚oǀeƌ͛, heŶĐe, 
diaspeiro was used in ancient Greece to mean migration and colonization 

(Cohen, 1997: ix). 
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On the other hand, the classical discussions of diaspora were mostly 

rooted with homeland that was basically concerned about paradigmatic cases 

iŶĐludiŶg Jeǁs aŶd soŵe otheƌ ͚ĐlassiĐal͛ diaspoƌas ;Bƌuďakeƌ, ϮϬϬϱ:ϭͿ. Thus, iŶ 
the classical notion, diaspora refers to the forced dispersion that is basically 

concerned about the traumatic history of dispersal, myths and memories of 

the homeland. For instance, Armenian, African and Palestinian along with Jews 

and some others who forcedly dispersed, such as the Irish1, were referred to as 

a diaspora due to their collective trauma and fate to live in exile (Cohen, 1997). 

In contemporary times, the specific definition of diaspora has been 

proliferated by academics and social scientists through their work. Research 

findings shows that the contemporary concept of a diaspora is a way of 

understanding  migration, immigrants, any kind of dispersal, their identity 

maintenance, integrations, and transnational linkages, etc. In this vein, Richard 

Marienstras argues that diaspora concepts are increasingly used to explain any 

group or population that in one way or another has a history of migration 

(cited in Wahlbeck, 1998:10). In that way, numerous contemporary studies 

conceptualize different immigrant groups as diasporas. For instance, according 

to Anderson (1998), migƌaŶt gƌoups ǁho aƌe defiŶed as ͚loŶg distaŶĐe 
ŶatioŶalist͛  ďeloŶg to diaspoƌas ďeĐause of theiƌ ĐoŶtiŶuous iŶǀolǀeŵeŶt iŶ 
home politics and nationalist movements,  examples of these are the Kashmiri, 

Palestinians, Tamil and others (cited in Brubaker, 2005:ϮͿ. Williaŵ “afƌaŶ͛s  
also argue that Cubans and Mexicans in the USA, the overseas Chinese, Poles, 

Palestinians and blacks in North America and the Caribbean, Turks in Germany, 

Indians and Armenians in different countries, Pakistanis in Britain, Maghrebis 

in France, and some others, are various diaspora groups around the world 

(Safran, 1991:83). Drawing on the same logic, Sheffer (2003) identifies a 

number of labor migrants as diaspora because of their emotional and social 

ties with their homeland. For instance, Bangladeshi, Pilipino, Indian, Greek, 

                                                           

1
 AĐĐoƌdiŶg to CoheŶ ;ϭϵϵϳ:ϮϳͿ ͞The ŵigƌatioŶ of the Iƌish oǀeƌ the peƌiod ϭϴϰϱ to 

1852, following the famine, caŶ ďe ƌegaƌded as aŶ aŶalogous tƌauŵa͟. 
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Haitian, Italian, Korean, Mexican, Turkish, Polish, Salvadorian, Pakistani, 

Vietnamese, and  many other  labor migrants could be argued to be a diaspora 

(cited in Brubaker, 2005:2) 

However, Cohen (1997) offered a more nuanced typology [Table 1] of 

diasporas on the basis of conditions of migration, using categories such as 

victim or refugee diaspora, labor or service diasporas, trade or business 

diaspora, imperial or colonial diaspora, and cultural or hybrid diaspora. 

According to Cohen, each of the diaspora groups have their own condition of 

migration, for instance, victim diasporas are created through forced dispersion 

from their homeland as a result of political unrest or persecution, whereas 

labor diasporas are formed by people leaving the homeland in search of work 

abroad. Cohen highlights that one diaspora group may belong to more than 

one category depending on their origin, function and characteristics. For 

example, Table I shows that during the colonial period Indians were indenture 

laborers but in the modern global world they became a trade/business and 

professional diaspora. 

Table 1: Different Types of Diaspora 

Types of Diaspora Examples 

Victim/Refugee 

Imperial/Colonial 

 

Labour/Service 

 

Trade/business/professional 

 

Cultural/hybrid/postmodern 

Jews, African, Armenians, Irish, and Palestinian 

Ancient Greek, British, Russian, Spanish, 

Portuguese,  Dutch 

Indentured Indian, Chinese and Japanese, Sikhs, 

Turks, Italians 

VeŶetiaŶs, LeďaŶese, ChiŶese, todaǇ͛s IŶdiaŶs 

and Japanese 

CaƌiďďeaŶ  aŶd todaǇ͛s ChiŶese aŶd IŶdiaŶ 

Source: Cohen (1997:178) 
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Therefore, building on contemporary meanings from the above 

discussion, this study has chosen to define the term diaspora as a group of 

immigrants who maintain various relationships with their homeland. 

Formation of Diaspora: Theoretical Framework  

“eǀeƌal theoƌists haǀe pƌoposed Đƌiteƌia foƌ a diaspoƌa͛s ĐhaƌaĐteƌistiĐs. 
In order to present the theoretical framework of this paper here we present 

the prominent diaspora paradigm that is discussed by Safran (1991) and Cohen 

(1997). In addition, two contemporary discussion of diaspora formation, those 

of Vertovec (1999) and Brubaker (2005) are also addressed. 

First, Safran (1991: 83-84) propose some component of diaspora in his study- 

͚Diasporas iŶ ModerŶ “oĐieties: MǇths of HoŵelaŶds aŶd ‘eturŶ͛. Here 

diaspora have been defined as expatriate minority communities that contain 

following key components: 

1)They, or their ancestors, have been dispersed from a specific original 

"center" to two or more "peripheral," or foreign, regions; 2) they retain a 

collective memory, vision, or myth about their original homeland—its 

physical location, history, and achievements; 3) they believe that they are 

not—and perhaps cannot be—fully accepted by their host society and 

therefore feel partly alienated and insulated from it; 4) they regard their 

ancestral homeland as their true, ideal home and as the place to which they 

or their descendants would (or should) eventually return—when conditions 

are appropriate; 5) they believe that they should, collectively, be committed 

to the maintenance or restoration of their original homeland and to its 

safety and prosperity; and 6) they continue to relate, personally or 

vicariously, to that homeland in one way or another, and their 

ethnocommunal consciousness and solidarity are importantly defined by the 

existence of such a relationship. (Safran, 1991:83-84) 

Second, another list of key features of diaspora is found from the discussion of 

CoheŶ; he uses “afƌaŶ͛s Đƌiteria, but supplements some points. He merges 
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Đƌiteƌia Ŷuŵďeƌ fouƌ aŶd fiǀe of “afƌaŶ, i.e., ͚their ancestral homeland as their 

true, ideal hoŵe͛ with ͚Đoŵŵitted to the ŵaiŶteŶaŶĐe or restoratioŶ͛ into one 

aŶd adds a liŶe ͚eǀeŶ to its ĐreatioŶ͛. On the other hand, he adds four more 

criteria to that of Safran: groups that disperse for colonial or voluntarist 

reasons; a diasporic identity; mobilize a collective identity; in solidarity with co-

ethnic members in other countries (Cohen, 2008:6-7). As a result, Cohen (2008) 

has listed the following nine components for defining diaspora: 

1. Dispersal from an original homeland, often traumatically to two or foreign 

regions; 2. Alternatively or additionally, the expansion from a homeland in 

search of work, pursuit of trade or to further colonial ambitions; 3. a 

collective memory and myth about the homeland including its location, 

history, suffering and achievements; 4. an idealization of the real or imagined 

ancestral home and a collective commitment to its maintenance, restoration, 

safety and prosperity, even to its creation; 5. the frequent development of a 

return movement to the homeland that gains collective approbation even if 

many in the group are satisfied with only a vicarious relationship or 

intermittent visits to the homeland; 6. a strong ethnic group consciousness 

sustained over a long time and based on a sense of distinctiveness, a common 

history, the transmission of a common cultural and religious heritage and the 

belief in a common fate;7. a troubled relationship with host societies, 

suggesting a lack of acceptance or the possibility that another calamity might 

befall the group;  8. a sense of empathy and co-responsibility with co-ethnic 

members in other countries of settlement even where home has become 

more vestigial; and  9. the possibility of a distinctive creative, enriching life in 

host countries with a tolerance for pluralism. (Cohen, 2008:17). 

Third, analyzing Sarfen and Cohen and, some other proponents, Brubaker 

(2005:5) has identified the three following criteria for diaspora which he 

mentioned as core elements for diaspora formation: 

1. Dispersion: it refers to any kind of dispersion in space that crosses state 

borders. According to him it is widely accepted but not a universal criterion 

(ibid). 



| 111 

 

2. Homeland Orientation: the second criterion is homeland orientation. Here 

he includes four of the six criteria of Safran  related to homeland orientation 

such as, (i) maintain a memory, vision, or myth about the homeland; (ii) 

ancestral home as a place of eventual return to homeland; (iii) committed to 

the maintenance and restoration of this homeland; and (iv) a continuing 

relationship with the homeland (ibid). 
 

3. Boundary-Maintenance: it is involved with the preservation of distinctive 

identity where one can be part of a diaspora with the following distinctive 

and relatively dense social relationship as a transnational community through 

their links that cross state boundaries (ibid, 6). 

 

Fourth, considering the transnationalism of diaspora, Vertovec (1999) 

conceptualizes the term diaspora as a social form, as a type of consciousness, 

and as a mode of cultural production. 

1) Diaspora as a social form, he addresses the social, economic and political 

networks of the transnational communities. In this notion, he includes three 

soĐial Đategoƌies. The fiƌst ĐategoƌǇ is ͚a speĐifiĐ kiŶd of soĐial ƌelatioŶship͛ 
where the diaspora is seen as consequences of voluntary or forced migration; 

consciously maintaining collective identity;  institutionalizing networks of 

exchange and communication; maintaining a variety of explicit and implicit 

ties with their homelands; developing solidarity with co-ethnic members; 

iŶaďilitǇ oƌ uŶǁilliŶgŶess to ďe fullǇ aĐĐepted ďǇ ͚a host soĐietǇ͛ ǁith feeliŶgs 
of alienation, exclusion or others differences (Vertovec, 1999). The second 

category is Đalled ͚politiĐal orieŶtatioŶ͛ where individual immigrants are  

significant actors who through their collective organization work as a 

pressure group in the domestic politics of their host country for the favor of 

their country of origins (ibid,4). The third category is ͚eĐoŶoŵiĐ stƌategies of 
tƌaŶsŶatioŶal gƌoups͛ ǁhiĐh he ŵeŶtioŶs as aŶ iŵpoƌtaŶt souƌĐe aŶd foƌĐe of 
international finance (ibid).  
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2) Diaspora as a type of consciousness, he refers to a particular type of 

awareness that is based on a variety of experiences which generated among 

the contemporary transnational communities (ibid).  

3) Diaspora as a mode of cultural production, he refers to production and 

reproduction of transnational social and cultural phenomena which 

constructed the styles and identities of diaspora communities (ibid). 

In this vein, it seems clear that there are no universal characteristics of 

a diaspora. Thus, the elements   considered to define an immigrant community 

as diaspora mainly depends on its dispersal condition and homeland 

connections. However, it seems from the above discussion that there is an 

understanding among the authors about three broad types of elements of 

diaspora. These include (1) dispersion: which can be voluntary and non 

voluntary; (2) connection with the homelands; (3) distinctive identity 

maintenance in the host society. Therefore, this study will use these three 

broad aspects of diaspora characteristics: dispersion; homeland connection; 

and maintaining a distinctive identity, in order to better understand the 

formation of the Bangladeshi diaspora in the UK. 

 

Methodology 

The research methodology for this article involved rigorous analysis, 

and the examination and evaluation of literature relevant to the diaspora 

formation of Bangladeshi immigrants in the UK.  Therefore, this paper on the 

one hand analyses the theoretical discussion about the concept of diaspora 

aŶd its foƌŵatioŶ ďased oŶ seǀeƌal authoƌs͛ disĐussioŶ iŶ diffeƌeŶt ďooks, 
journals and academic papers. On the other hand, diaspora formation of 

Bangladeshi immigrants is conceptualize through the analysis of  secondary 

sources  that include several articles, research papers, reports of both 

governmental and non-governmental organizations about Bangladeshi 

migration to the UK and their homeland relations and their identity 

maintenance.  
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Result and Discussion: Formation of Bangladeshi Diaspora in the UK  

Desperation   

We have already showed in the theoretical discussion that the older 

notion of a diaspora was mainly concerned on the forced dispersal of a people, 

such as the Jews, the modern notion of this term refers to any kind of 

dispersal. For instance, Cohen (1997) has proposed trade diasporas and labor 

diasporas, whose dispersion happened mainly for economic reasons. In this 

study, to investigate the nature of dispersion of the Bangladeshi migrants in 

the UK, the following section focuses on the history of Bangladeshi migration 

to the UK.  

It is claimed that Bangladeshi migration to the UK is connected to 

BaŶgladeshi͛s histoƌǇ of Bƌitish ColoŶialisŵ ;“iddiƋui, ϮϬϬϰͿ. As Adaŵs ;ϭϵϵϰͿ 
points out, many Bangladeshis decided to migrate to the UK in search of work 

as Bangladesh was a part of the British Empire (cited in Hussain and Mirza, 

2012: 74). Indeed, Alam stated (1988, cited by Siddiqui, 2004: 17) that part of 

landless people from the Sylhet region (the north east area of modern day 

Bangladesh) found jobs as dockyard workers, cooks, cook-mates or cleaners 

over the late nineteenth and early twentieth century in British merchant navy 

ships that carried goods from Kolkata in India to all other parts of the world. 

This group of people did not have much seafaring experiences. For that reason, 

according to experts, they left ships when presented with the  opportunity 

(ibid) and found themselves in a number of countries, such as the USA and the 

UK, where they introduced many small settlements (Sikder, 2008:258). From 

this group of people of the Sylhet region, Bangladeshis who jumped ship in the 

UK, mostly settled in London, Liverpool and Bristol from the 1850s onwards 

(Change Institute, 2009) and sought work as peddlers, or in hotels and 

restaurant (Gardner, 2006). This people (i.e.: the Sylheti) are identified as the 

main pioneers of the British Bangladeshi diaspora. Still, the majority of 

Bangladeshis in the UK come from the region of Sylhet (Garbin, 2009:2). 
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The second wave of Bangladeshi migration to UK, started in 1950s and 

1960s (Siddiqui, 2004; Gardner, 2006, and Change Institute, 2009) since UK 

conceived a new policy to encourage labor migration from its former colony 

due to its laďoƌ shoƌtages. UK͛s BaŶgladeshi dispoƌa ŵeŵďeƌs took adǀaŶtage 
of this opportunity to help their kin and kith to migrate to the UK by providing 

them with credit, arranging documents and thus gradually spreading their 

network (Gardner, 1993). As a result, a large number of Bangladeshis, mostly 

from  Sylhet, arrived in the UK  and most of them started a life as a laborers in 

the heavy industries of Birmingham and Oldham, a few were settled in London 

and continued their trade as tailors (Siddiqui,2004). Researchers explained this 

immigration as a long history of male immigration because it was not until the 

1970s that their family members (i.e.: wife and children) joined them in the 

UK.  Family reunifications begun during the late 1960s and peaked in the 1970s 

(Change Institute, 2009:25). Beside economic migrants, according to Siddiqui 

(2004), a small number of non economic migrants, highly educated people 

from the upper and middle class of Bangladesh, also migrated to the UK before 

the Second World War to pursue higher education. However, compare to the 

economic migrants, this number was relatively small (ibid). 

Thus, from the above history of Bangladeshi migration to the UK, it can 

be said that Bangladeshi immigrants in the UK are mainly dispersed from their 

country of origin for economic reasons (i.e. to earn a living). Thus, the nature 

of theiƌ dispeƌsioŶ is siŵilaƌ iŶ Ŷatuƌe ǁith CoheŶ͛s laďoƌ diaspoƌa - ͞a diaspora 

can be generated from by emigration in search of work͛͛ ;CoheŶ, ϮϬϬϴ: ϲϭͿ.  

Connection with the Homeland 

Several authors (e.g. Safran, 1991; Cohen, 2008; Brubaker, 2005; and 

Vertovec, 1999Ϳ haǀe ideŶtified ͚hoŵelaŶd ĐoŶŶeĐtioŶ͛ as aŶ iŶdispeŶsaďle 
criterion for diaspora formation. Many studies have shown that as a dispersed 

community, Bangladeshi migrants in the UK maintain various ties with their 

family, relatives, and friends who live in Bangladesh. They have established a 

strong social, economic, cultural, and political relation with their homeland. As 

it is highlighted in one of the recent studies:  
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͞The ĐoŵŵuŶitǇ [BaŶgladeshi iŶ the UK] ŵaiŶtaiŶs stroŶg ties ǁith 
Bangladesh through travel, remittances, trade and commerce, cultural 

ties and politics. These are stronger with the older generation and whilst 

many young British Bangladeshis still value Bangladesh as the country of 

their roots and heritage; few are willing to invest, send money regularly, 

or staǇ iŶ the ĐouŶtrǇ for a loŶg terŵ͟ (Change Institute, 2009:6).  

The following section present and discuss the findings related to the homeland 

linkages of Bangladeshi immigrants in the UK by dividing it into economical, 

social and cultural, and political linkages. 

Economic Linkages: Garbin (2005) has argued that in material terms, 

the ties of Bangladeshis in the UK with their homeland are expressed by their 

sending of remittances to their families and relatives who remain in their 

country of origin. A recent study on the Bangladeshi diaspora in the UK and the 

US shows that 84 percent of the respondents from the UK were sending 

remittance to Bangladesh (Siddiqui, 2004: 47). Table 2 presents the share of 

remittances received from the UK among the total remittance to Bangladesh. 

The Table shows that the contribution of remittances from the UK among the 

total remittance received in Bangladesh was 8% (US$ 789.65 million) in the 

financial year, 2008-09 and 7.53% (827.51 million) in financial year of 2009-10 

and 7.63% (889.60 million) in 2010-11, 7.69% (987.46 million) in 2011-12, and 

6.86% (991.59 million) in 2012-13. Among these financial years, according to 

the Central Bank of Bangladesh, the UK was the fifth largest sources of 

remittance next to Saudi Arabia, UAE, USA, and Kuwait since 2011-12. In the 

year 2012-13, it became the sixth largest remittance sending country next to 

Saudi Arabia, UAE, USA, and Kuwait and Malaysia. 
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Table 2: Share of remittances from the UK in terms of total 

remittances received in Bangladesh  

Remittance Received 

(USD in millions) 

Fiscal year 

2008-

09 
2009-10 2010-11 2011-12 2012-13 

Total remittance to 

Bangladesh 
9689.26 10987.40 11650.33 12843.44 14461.13 

Remittance from the 

UK 
789.65 827.51 889.60 987.46 991.59 

Share from the UK 

(%) 

8% 7.53% 7.63 7.69 6.86 

                                 

                              Source: Central Bank of Bangladesh, 2013 

Studies show that these remittances are mainly used for the 

development of family dynamics such as for maintaining own or extended 

families expenditures, purchasing/constructing land and houses, and for 

increasing family income by developing business (Siddiqui, 2004). Occasionally 

remittances is also sent for the support to their non-migrant relatives and 

friends in Bangladesh that help them either survive or migrate (Siddiqui, 2004; 

Change Institute, 2009). Moreover, remittances are also send for the purpose 

of social welfare and religious activities in their natal villages that are used for 

charity, support during natural disasters, and for providing Zakat
2 (ibid). 

                                                           

2
  Zakat is the third Pillar of Islam, which is regarded as a type of worship and self- 

purification by practice of a mandatory offering of a set proportion of one's 

accumulated wealth to charity.  
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Besides, Eade and Garbin (2003:9) have observed that UK based remittances 

have a great impact on the local landscape of many Sylheti villages, where 

most of the Bangladeshis in the UK originate. For instance, in this region many 

new roads, modern houses, religious institutions like mosques, madrassahs, 

and educational institution like schools have been constructed with the 

remittances from the UK that changed the outlook of the rural landscape. This 

has made this area an exemption in terms of infrastructure when compared to 

other rural areas in Bangladesh. Therefore, the above mentioned Bangladeshi 

iŵŵigƌaŶts͛ eĐoŶoŵiĐ fiŶdiŶgs aƌe iŶ high ĐoŶĐoƌdaŶĐe ǁith the diaspoƌa 
features presented by Cohen (2008) and Vertovec (1999) stating that 

iŵŵigƌaŶts haǀe a ͚seŶse of eŵpathǇ and solidarity with co-ethŶiĐ ŵeŵďeƌs͛ 
that live in their natal villages in their homeland. 

With regard to investments, research findings show that many people 

from the Bangladeshi community in the UK were investing in various sector 

including hotels, private property, and food import businesses which they 

considered permanent assets as these could be used as security measures 

upon return to their country of origin (Change institute, 2009). Thus, the 

motivation behind the investments is indicative of the diaspora characteristic 

of Safran (1991): they regard their ancestral homeland as their true, ideal 

home and as the place to which they, or their descendants, will eventually 

return when conditions are appropriate. Besides individually sending money, 

Bangladeshi immigrants in the UK also sent remittances collectively through 

several associations that mainly based on the district, village and town of their 

local area of origin (Siddiqui, 2004). These remittances are mainly used for 

community development and charitable purposes such as fund raising for local 

schools, providing scholarship for poor students, building mosques, 

infrastructure repairs, relief activities during natural disasters, and other 

reconstruction activities (ibid). Similarly to Safran (1991) and Cohen, (2008) 

this collective initiatives indicates that UK based Bangladeshi immigrants are 

͚ĐolleĐtiǀelǇ Đoŵŵitted to the ŵaiŶteŶaŶĐe oƌ ƌestoƌatioŶ of theiƌ oƌigiŶal 
hoŵelaŶd͛. 
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Social and Cultural Linkages: according to the Change Institute (2009) 

kinship is extremely important in the case of Bangladeshi immigrants in the UK. 

Immigrants maintain communication with and regularly visit their family 

members, friends, and relative who remain in their home country. The reasons 

for their visits varies largely but can be broadly categorized in the following 

groups:  for charitable purposes, often after political, economic, and 

environmental crises; in order to arrange marriages/wedding ceremonies; and 

to bury their dead (ibid). It has been argued that the increased availability and 

affordability of telecommunications made the communication stronger and 

denser between Bangladeshi immigrants in the UK and Bangladesh (Zeitlyn, 

2011). For instance, during the 1980s, transnational Sylheti families in the UK 

mainly communicate with their natal villages through letters, which took 

weeks or months to reach their destination, as most households did not have a 

telephone. However, now, due to the availability of mobile phones 

Bangladeshis in London are involved in the day-to-day affairs and decisions of 

their families in Bangladesh. They can also feel the sense of companionship 

with other large joint family members in Bangladesh that they miss through 

their frequent communication with relatives in Bangladesh (ibid). 

Behind the motivation of the above mentioned personal contacts, it has 

also been found that Bangladeshi migrants want to foster strong ties between 

their new generations who are growing up in the UK and their family members 

who still live in Bangladesh through regular telephone conversations and visit. 

For instance, Mand (2010) worked with British-born Bangladeshi children aged 

9 to 10 and finds that most of the children whom she interviewed maintain 

transnational social relationship between Bangladesh and the UK, thus making 

theŵ aĐtiǀe ŵeŵďeƌs of tƌaŶsŶatioŶal faŵilies. These iŵŵigƌaŶts͛ ĐhildƌeŶ 
ofteŶ ǀisit theiƌ paƌeŶts͛ hoŵe, the “Ǉlhet ƌegioŶ iŶ BaŶgladesh tǁiĐe, oƌ eǀeŶ 
three times a year, most times along with their families. There they often 

attend major festivals and functions such as weddings. In addition, weekly 

conversation over the telephone with their family members  in Bangladesh 

were found to be  the most common way in which children  kept  in touch with 

their grandparent and other family members. For these social relationships, 
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children have portrayed Bangladesh as their desh (home) and Britain is bidesh 

(a country away from home). Therefore, Just as Cohen (2008) argues, we can 

argue that Bangladeshi immigrants in the UK constructed their homeland as 

the ideal way of maintain social relationships. Besides, as Cohen (2008:17) 

stated diasporas have ͞a seŶse of eŵpathǇ aŶd Đo-responsibility with co-ethnic 

ŵeŵďers iŶ other ĐouŶtries of settleŵeŶt͟, Garbin (2005) also noted that the 

UK based Bangladeshis also maintain transnational social ties with other 

Bangladesh diaspora elsewhere. This is sustained through their religious 

rituals; circulation of goods and gifts; communication over phone, e-mail, and 

other social media; matrimonial links, i.e., selection of partners from Britain, 

America or other parts of the world instead of Bangladesh. 

On the other hand, it seems that Bangladeshi migrants in the UK have 

cultural attachments with their homeland. They maintain their cultural linkage 

by means of several ethnic newspapers and TV channels in this host country, 

the UK. For example, they introduced various electronic and print ethnic media 

such as  Bengali news papers including  Janamat, Natun Din, Shurma, Patriaka, 

Sylheter Dak, and Euro-Bangla; English news papers such  as Dainik 

Bangladesh; other forms of media such as radio and television channels 

including  ͚BaŶgla TV UK` have also been introduced (Siddiqui 2004). According 

to Siddiqui (2004) these media provides necessary information related to 

several immigration issues, and it provides an update of day to day politics, 

economic, and social aspects of Bangladesh. These media also tend to be 

involved in lobbing and networking with the British Governments on behalf of 

the Bangladeshi community (ibid). Apart from these cultural linkages, they also 

celebrate different Bangladeshi national, traditional social, cultural and 

religious festivals in this host society. Immigrants do this collectively through 

associations which provide Bangladeshis with opportunities to gather and to 

ďuild up soĐial liŶkage ďetǁeeŶ theiƌ ĐoŵŵuŶitǇ͛s people ǁho liǀe aŶd ǁoƌk iŶ 
this country (ibid). 

Furthermore, immigrants also remain connected to other Bangla 

traditions. For instance, findings of several researches show that they have 
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strong linkages with their Bengali language, even with the local dialect, Sylheti. 

According to the Health Survey for England in 1999 (cited in Change Institute, 

2009), 54 per cent of the UK Bangladeshi age between 16 and over used 

Bengali as their main language, followed by Sylheti (25 per cent) and English 

(20 per cent). Besides, 90 per cent of Bangladeshi Londoners use Bengali as the 

main medium of communication in their home (Change Institute, 2009), while 

they use English mainly outside their home (Lawson and Sachdev, 2004). It is 

also evident that Bangladeshi people in the UK have linkages with their ethnic 

food. Throughout London, because of the large demand among the 

Bangladesh community, Bangladeshi spices, vegetables, fish, fruits, sweets, 

snacks are readily available in Bangladeshi shops and supermarkets (Jennings 

et al, 2014). Immigrants even maintain the tradition of chewing Paan, a 

mixture of betel leaf and areca nut, as is common in Bangladesh (Hussain and 

Miƌza, ϮϬϭϮͿ. BaŶgladeshi ŵigƌaŶts͛ linkage with their ethnic food is also 

evident in their habits of bringing back a variety of Bangla foods when they 

return to the UK after visiting Bangladesh. As it is mentioned by the Gardner 

(1993:11): 

͞The ďags of ŵigraŶts returŶiŶg to BritaiŶ are often filled with chutney, 

pickled mangoes, and dried fish. Once in Britain these are distributed to 

the Kin of village neighbors living nearby. Likewise Bangladeshi food is 

readily available in British cities. In London, fresh Sylheti fish is flown in 

daily. In season jackfruits (selling for twenty or thirty pounds each) can 

be bought in Brick Lane and Spitalfields markets. Most families consume 

rice from Bangladesh or India, along with betel nut, spices and a wide 

ǀarietǇ of BeŶgali ǀegetaďles͟. 

Therefore, just as CoheŶ͛s ;ϮϬϬϴͿ pƌoposed Đƌiteƌia it seeŵs Đleaƌ that theǇ aƌe 
pƌeseŶtiŶg theiƌ ͚distiŶĐtiǀe Đƌeatiǀe, eŶƌiĐhiŶg life͛ iŶ theiƌ host ĐouŶtƌǇ, the 
UK by preserving and promoting their ethnic culture.  

Political Linkages: it has been argued that since the 1960s, when a 

sizeable Bangla community began to emerge to the UK, the issue of home 

ĐouŶtƌǇ͛s politiĐs ďeĐaŵe aŶ iŵpoƌtaŶt issue aŵoŶg this ĐoŵŵuŶitǇ ;e.g. 
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Garbin, 2008; Alexander and et al, 2010). Garbin (2009) has argued that first 

generation migrants were actively involved in the resistance leading to the 

1971 Bangladesh Liberation War (Muktio Juddo) against Pakistan. These UK 

ďased ŵigƌaŶts suppoƌted theiƌ hoŵe ĐouŶtƌǇ͛s fƌeedoŵ fighteƌs ďǇ fuŶd 
raising for them, by holding public protest, and with their lobbing and 

networking with the British government, institutions, and media (Garbin, 2009; 

AleǆaŶdeƌ aŶd et al, ϮϬϭϬͿ. These aĐtiǀities haǀe ďeeŶ ĐoŶsideƌed as ͚long 

distance nationalism͛ of BaŶgladeshi diaspoƌa that pƌoŵoted a ĐolleĐtiǀe aŶd 
authentic Bengali identity among the British Bangladeshi community which 

transcended class, caste, and religious boundaries (ibid).  

According to Garbin (2009), political activities of Bangladeshi 

immigrants in the UK are sustained through a set of networks and practices 

that connects groups and local communities, as well as encourages the 

movement and circulation of people between Bangladesh and the UK. It has 

been argued that nearly all Bangladeshi political parties have been represented 

in Britain since the mid1980s (Garbin, 2009). Most of the members of these 

political parties are first generation migrants who settled in the UK in 1960s 

along with other Bangladeshis who came during 1980s and 1990s. With regard 

to their activities, it has been shown that Bangladeshi political parties in this 

host society perform social and political work, mainly campaign for their 

parties during election times in Bangladesh. In addition, these parties help first 

generation migrants to get elected and develop economic activities and to 

protect business interests in Bangladesh (ibid). 

On the other hand, studies showed that second generation 

BaŶgladeshis iŶ the UK aƌe ŵostlǇ iŶǀolǀed ǁith UK͛s politiĐs. The ŵajoƌitǇ of 
this generation supports the Labor Party, and some members even became 

actively involved in local politics as elected members (Change Institute, 2009). 

For example, Rushanara Ali, a young British Bangladeshi, was elected as a 

member of the British Parliament as a British Labor Party representative in 

2010. In  light of the study of Vertovec (1999), however, it has been shown that  

ďǇ paƌtiĐipatiŶg iŶ a  host ĐouŶtƌǇ͛s eleĐtoƌal politiĐs, BaŶgladeshi iŵŵigƌaŶts 
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in the UK are lobbying  in the favor of their homeland by influencing  policies in 

favor of Bangladesh (Siddiqui 2004:13). 

Distinctive Identity Maintenance in the Host Society 

The third element which has been considered in the investigation of 

diaspoƌa foƌŵatioŶ is the ͚distiŶĐtiǀe ideŶtitǇ ŵaiŶteŶaŶĐe iŶ the host soĐietǇ͛ 
that several authors argued is an essential element for a diaspora (e.g. Safran, 

1991:83; Cohen, 1997:24; Brubacker, 2005:6, Vertovec (1999:279). In this case, 

some features that have been outlined in the discussion of the theoretical 

framework were also evident in the case of Bangladeshi immigrants living in 

the UK. 

In this regard, as Vertovec (1999) has argued, the collective identity of 

a diaspora is sustained by their common origin and historical experiences, this 

aspect is evident in the activities of Bangladeshi immigrants in the UK and it is 

also evident that they maintain this community and traditions in order to 

maintain their distinctive identity. For instance, focusing on this issue, the 

Change Institute (2009:39) has stated the following: 

͞They [respondents of Bangladeshi immigrants in the UK] suggest that 

this identity is strongly linked to their cultural heritage, their nationality 

of origin, and affinities with the politics and political parties of 

BaŶgladesh͟.  

Indeed, in the UK, the distinct secular nationalist Bangla heritage is expressed 

by the visible symbols of Shaheed Minar, a monument which commemorates 

the martyrs (shaheedͿ of the BaŶgladesh͛s LaŶguage MoǀeŵeŶt of ϭϵϱϮ, aŶd 
the sculpture of the Shapla, the national flower of Bangladesh (Garbin, 2005; 

Eade and Garbin,2006). The Shaheed Minar was erected in Altab Ali Park, 

Whitechapel, Tower Hamlet and in Oldham, that was built in the Bangladeshi 

area of Westwood along with the sculpture of the Shapla (ibid). The 

ƌeseaƌĐheƌs highlight that foƌ the BaŶgladeshi ĐoŵŵuŶitǇ, ͞this visibility was a 

crucial marker of collective identity͟ ;Eade aŶd GaƌďiŶ, ϮϬϬϲ, ϭϴϲͿ. It is also 
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worth mentioning that the days and festivals Bangladeshi migrants in the UK 

celebrate are related to the national history of their homeland. For instance, 

they celebrate the date of language movement (21 February), Independence 

Day (26 March) and Victory day (16 December) of Bangladesh (Siddiqui 2004). 

Thus, their collective Bangla identities originate from their common historical 

background. These examples indicate that Bangladeshi migrants in the UK are 

͚ŵaiŶtaiŶiŶg a stƌoŶg ethŶiĐ gƌoup ĐoŶĐiseŶess aŶd ĐolleĐtiǀe ideŶtitǇ͛ that 
ďeiŶg a keǇ featuƌe of CoheŶ͛s ;ϮϬϬϴͿ defiŶitioŶ of a diaspoƌa. 

With regard to identity maintenance, another diaspora feature 

͚distinctive Đreatiǀe, eŶriĐhiŶg life iŶ the host ĐouŶtries͛ proposed by Cohen 

(2008) is also evident in the activities of Bangladeshi immigrants. As we have 

shown in the previous section, Bangladeshi migrants in this host society 

present their distinctive life by maintaining close ties with ethnic Bangla 

cultural objects. As we have already demonstrated, they maintained strong 

linkages with their ethnic media, food, and language with and some other 

cultural objects. They also present their vibrant and distinctive Banglaness by 

doing several activities collectively with their ethnic associations. For instance, 

we have already mentioned that Bangladeshi associations observe different 

home festivals. In these occasions, they follow their traditional rituals, as is 

done in Bangladesh. For example, different types of homemade food and small 

handcrafts stalls are arranged, and several cultural programs are staged where 

different Bangladeshi artists performed traditional Bangle folk music, dance, 

drama and pop music (Siddiqui, 2004; Eade and Garbin, 2006). In addition, 

programs in the national days are also framed with the Bangladeshi national 

anthem, speeches, and recitation of Bengali poems. They also arrange several 

musical shows where popular artists from Bangladesh perform (Siddiqui, 2004; 

Eade and Garbin (2006)). It has been argued that through these activities 

aimed at preserving and promoting Bangla culture, they made Brick Lane a 

͞BaŶgla toǁŶ͛ ǁheƌe the ͚IŶteƌŶatioŶal CuƌƌǇ Festiǀal͛ aŶd the ĐeleďƌatioŶ of 
Baishaki Mela (the Bengali New Year) play important roles (Eade and Garbin, 

2006).  
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Therefore, these migrant activities- individual practices and 

associational activities- indicate that Bangladeshis are presenting their 

distinctive identity through their cultural practices in their host society, the UK, 

aŶd at the saŵe tiŵe this ĐolleĐtiǀe aĐtiǀities iŶdiĐates theiƌ ͚ĐolleĐtiǀe 
ĐoŵŵitŵeŶt to the ŵaiŶteŶaŶĐe of hoŵelaŶd͛ ;“afƌaŶ, ϭϵϵϭ, CoheŶ, ϮϬϬϴͿ. 

Conclusion 

This paper has attempted to contextualize the diaspora formation of 

Bangladeshi immigrants in the UK, with a focus on their nature of dispersion, 

connection with the homeland, and distinctive identity maintenance in the 

host society.  First, with regard to the nature of the dispersion, the findings of 

this study indicate that Bangladeshi immigrants in the UK are similar in nature 

ǁith CoheŶ͛s defiŶitioŶ of a laďoƌ diaspoƌa - a diaspora can be generated by 

emigrant in search of work (Cohen, 2008). Second, with regard to the 

homeland linkages, as Vertovec (1999:279) mentioned, diasporas maintain ͚a 
ǀarietǇ of eǆpliĐit aŶd iŵpliĐit ties ǁith their hoŵelaŶds͛, taken as a whole, the 

above discussion of the section homeland linkages has delineated the fact that, 

UK based Bangladeshi migrants have been playing crucial roles in order to  

maintain linkages with their country of origin. They have built up social and 

economic linkages with families, relatives, and friends that they left in their 

home country. Also they have maintained cultural linkages with their 

homeland by retaining their cultural roots, which is visible through their 

attachment with ethnic media, i.e., Bangla television channels and 

newspapers, with ethnic food in the daily meals, and activities in Bangladeshi 

associations, and participation in national and cultural festivals of Bangladesh. 

Besides, members of the first generation remain actively concerned with their 

hoŵe ĐouŶtƌǇ͛s politiĐs, ǁhile ŵeŵďeƌs of the seĐoŶd geŶeƌatioŶ haǀe 
involved themselves with local and national politics of their host country, the 

UK. It has been found out that nearly all the Bangladeshi political parties have 

been represented in the UK where most of the members of these political 

parties are first generation migrants who settled in the UK in 1960s, along with 

other Bangladeshis who came during 1980s and 1990s. In addition, by 
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paƌtiĐipatiŶg iŶ the host ĐouŶtƌǇ͛s eleĐtoƌal politiĐs, BaŶgladeshi iŵŵigƌaŶts iŶ 
the UK are working and influencing policies in favor of their homeland, 

Bangladesh.  

Moreover, with regard to identity maintenance, their activities in the 

host society expressed their commitment to retain their Bangla identity by 

maintaining strong linkages with their home culture. They present their vibrant 

and distinctive Banglaness by displaying their national cultural diversity in their 

host societal environment. They organize different cultural events, sports 

eǀeŶts, aŶd Đeleďƌate all of BaŶgladesh͛s ŶatioŶal daǇs aŶd festiǀals. Theiƌ 
distinctive Bangla identity is also expressed in the visible symbols of 

Bangladeshi monument, such as the Shaheed Minar and the sculpture of the 

Bangladeshi national flower Shapla that have been built by the collective 

initiative of the Bangla community in the UK. Therefore their activities show 

that they are working like a diaspora as the three broad elements of diaspora 

were clearly evident in our above findings and discussion. 
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Abstract: Drawing on a body of literature that describes how the social capital 

affects economic life, this paper discusses the transformation of economies. 

Based on indicators of trust and norms of civic cooperation from the World 

Values Survey that are applied to a sample of 29-nation sample I present 

evidence that variations of social capital across the time actually can influence 

the structure of an economy. The research indicates a strong positive 

correlation between both trust and norms of civic cooperation and the creation 

of new firms that shape the economy.  
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At least since the work done by Pierre Bourdieu (1986) the relationship 

between social capital and economic structures has been an important topic in 

economic sociological research. In this context, this paper will present 

evidence for a measurable impact of social capital on the structure of an 

economy. The findings of the empirical study are twofold: First it turns out that 

– compared between different states – variance in social capital results in a 

different economic structure. Furthermore the change of social capital over 

time has an own impact on structural changes of an economy: this research 

gives evidence that a growth of social capital over time translates into a denser 

economic structure.  

On the way to this result, I, first conceptualized the concepts of 

economic structure and social capital. Literature has dealt with these topoi in 

manifold ways. I will feature some of them in order to find proxies for 

measuring both. Second, these findings will be transferred into concrete 

variables. The economic structure will be measured by economic performance 

and the emergence of new business organizations. Social capital will be 

expressed as norms of civic cooperation and trust. Third, I will prove the 

correlation of both by an ordinary least squared regression analysis. Similar as 

in Knack & Keefer the regression analysis is based on a 29-nation sample. The 

huge difference is that this paper does not only focus on market economies. 

The sample therefore contains a huge diversity of economies to cope with the 

diversity of possible consequences of social capital for the structure of an 

economy. The influence of variations over time will be observed by a 

comparison between data from the sixth wave of the World Values Survey 

(WVS) from 2010-2014 and data from the fourth wave (1999-2004). This part 

of the paper also analyses the implications of social capital for the economic 

structure. I will conclude with a brief summary of the findings and a prospect 

for further research. 
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Theory – or, what matters? 

 

The guiding question for this part is the search for an understanding of 

economic structures on a nation state level. I have two reasons for focussing 

on the nation state. First, this constraint enables actual measurability of the 

eĐoŶoŵǇ͛s pƌopeƌties – other than more holistic approaches.3 Second, the 

focus on national economies is also prevalent in existing accounts on the 

relationship between culture and structure (see for instance Coates 2000; 

Putnam 2000; Hall & Soskice 2001; or Amable 2003). But what is it that is 

described as economic structure? According to Chris Howell different theories 

on national economies are unified on their view of interdependent political-

eĐoŶoŵiĐ iŶstitutioŶs: ŶatioŶal Đapitalisŵs aƌe ĐhaƌaĐteƌized as ͞particular 

configurations of interlocking and interdependent political-economic 

iŶstitutioŶs͟ ;Hoǁell ϮϬϬϯ: ϭϬϯͿ. The ͞Vaƌieties of Capitalisŵ͟ appƌoaĐh ďǇ 
Peter A. Hall and David Soskice regards corporations as decisive economic 

actors (Hall & Soskice 2001). By following this approach I will emphasise on 

firms and how they coordinate with other actors. 

Beside firms, there is another important aspect, which is part of the 

eĐoŶoŵiĐ stƌuĐtuƌe. Neil FligsteiŶ iŶtƌoduĐes fouƌ iŶstitutioŶs that ͞eŶaďle 
actors in markets to organize themselves, to compete and cooperate, and to 

eǆĐhaŶge͟ ;ϭϵϵϲ: ϲϱϴͿ. OŶlǇ ǁith these iŶstitutioŶs – property rights, 

governance structures, conceptions of control, and rules of exchange – the 

structure of an economy can be defined. In other words the economic 

structure is described as the expectations created by institutions that have a 

                                                           

3
 A famous representatiǀe of holistiĐ aŶalǇsis is Niklas LuhŵaŶŶ͛s theoƌǇ oŶ soĐietǇ ;foƌ 

the aĐĐouŶt oŶ eĐoŶoŵǇ see LuhŵaŶŶ ϭϵϴϴͿ. BoldǇƌeǀ ;ϮϬϭϯͿ suŵŵaƌised LuhŵaŶŶ͛s 
contribution for economics. 



| 133 

 

high impact on the way firms operate in markets. The important task of this 

research is constructing a framework in order to quantitatively measure the 

structure of economies. As we just examined this measurement involves not 

only single firms and actors; it rather brings firm-influencing institutions into 

focus. A way to capture firm-influencing elements as well as the firms as a part 

of the structure lies in the measurement of economic performance. This needs 

some explanation: other than Knack & Keefer (1997) in their study on the 

impact of social capital on the economy I mainly focus on the structure, not the 

performance. But the performance can be an indicator for the structure. At the 

heart of neo-institutionalism lies the assumption that institutions rather than 

rational choice-driven actors structure the economy (DiMaggio & Powell 1983). 

As Douglass Noƌth ;ϭϵϵϬ: ϱͿ aƌgues, ͞iŶstitutioŶs affeĐt the peƌfoƌŵaŶĐe of the 
economy by their effect on the costs of exchange aŶd pƌoduĐtioŶ͟. Thus, 
structural changes in the economy find expression in a changing economic 

performance. In other words, to pursue the question of this paper we should 

identify variance in economic performance. Before moving on to the next part I 

will briefly touch the subject of social capital. 

Fligstein (1996) already describes the connection between culture 

respectively social capital and market institutions. This advises us to contrive 

aŶ uŶdeƌstaŶdiŶg of the teƌŵ ͞soĐial Đapital͟. At the latest ǁhen it is about 

measuring social capital we must beware a squishy concept. So before 

explaining the proxies for economic structure and social capital I will briefly 

introduce the theoretical background of social capital. More than twenty years 

ago James ColeŵaŶ desĐƌiďed peƌsoŶal Đapaďilities as ͞authoƌitǇ ƌelatioŶs, 
ƌelatioŶs of tƌust, aŶd ĐoŶseŶsual alloĐatioŶ of ƌights ǁhiĐh estaďlish Ŷoƌŵs͟ 
(Coleman 1990: 300-1).4 This view on individual capability can be used as a 

definition of social capital (Knack & Keefer 1997: 1252). Using this definition 

for social capital has two advantages, first, it makes this research comparable 

                                                           

4
 Due to constraints another important approach by Pierre Bourdieu (1986) can only be 

mentioned. 
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to the paper by Knack & Keefer (1997), as well as it refers thereby to an 

already accepted method of measurement for social capital. Numerous studies 

on the relationship between social capital and economy in the wider sense 

resulted in fruitful insights. Just to name Greif (1989) who exemplified how the 

development of trust as social capital in the Middle Ages influenced trade. Or, 

the paper by Helliwell & Putnam (1995), which showed higher growth rates in 

ƌegioŶs ǁith a ŵoƌe deǀeloped ͞ĐiǀiĐ ĐoŵŵuŶitǇ͟. Theƌefoƌe, iŶ ouƌ ƌesults ǁe 
should also find this positive connection between social capital and the 

economic structure. After laying the groundwork for an understanding of social 

capital and the structure of an economy we will move forward to the question 

how we can actually measure these phenomena. 

 

Data and methods – or, what to measure? 

 

This chapter will determine what kind of things we have to measure in 

oƌdeƌ to ŵeasuƌe ͞the ƌight thiŶgs͟ – described above as social capital and 

economic structure. We need quantifiable parameters that already have been 

measured. In other words, I have to identify characteristics of social capital as 

well as of economic structures that can be found in a dataset. Another 

important criterion for finding appropriate proxies is the matter of 

comparability. This paper wants to make a statement about the impact of 

variations of social capital over time. To do so I will have to compare the 

findings with the results of Knack & Keefer (1997). Thereby I will also follow 

theiƌ defiŶitioŶ of soĐial Đapital ďǇ Ŷoƌŵs of ĐiǀiĐ ĐoopeƌatioŶ aŶd tƌust. Let͛s 
have a closer look on how they fit this our understanding of social capital and 

their possible connection to the economic structure. Civic norms are defined as 

͞those that ƌesolǀe pƌisoŶeƌ͛s dileŵŵas ǁithout iŵposiŶg suďstaŶtial eǆteƌŶal 
Đosts oŶ otheƌ paƌties͟ ;KŶaĐk & Keefeƌ ϭϵϵϳ: ϭϮϱϰͿ. IŶ otheƌ ǁoƌds, these 

norms contribute to decisions that, but a common interest in the foreground 

rather than pure self-interest – albeit the aggregated consequences of such 
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͞Đoopeƌatiǀe deĐisioŶs͟ fit the peƌsoŶal iŶteƌest ďest.5 Since civic norms 

constrain opportunism a variance of such norms is supposed to have an impact 

on economic structure. Lower costs to monitor and enforce contracts, less 

patent lawsuits, or more inter-organisational cooperation may result from high 

values of civic cooperation. So norms of civic cooperation are not only about 

the question if one puts his or her chewing gum in the next bin or on the 

street, it has the power to change the economic structure.  

Trust also is a vital proxy for social capital and offers a link to economic 

structure. Putnam et al. (1993) utilise trust as one important brick in their 

framework of social capital that serves as his tool for analysing the 

governmental and economic capacity in Italy. They observed that a well 

working economy and well-functioning political system were the consequence 

of high values of social capital. Likewise James Coleman stresses the 

iŶteƌƌelatioŶ ďetǁeeŶ tƌust aŶd eĐoŶoŵǇ: ͞Ŷoƌŵs, iŶteƌpeƌsoŶal tƌust, soĐial 
networks, and social organization are important in the functioning not only of 

the society but also of the eĐoŶoŵǇ͟ ;ColeŵaŶ ϭϵϴϴ: ϵϲͿ. “o it seeŵs that 
trust, as well as civic cooperation, is a suitable concept for measuring social 

capital.  

To measure trust and civic cooperation I will use questions from the 

sixth wave of the World Values Survey that has been collected from 2010 till 

ϮϬϭϰ ;WV“ ϮϬϭϰͿ. Although I tƌǇ to folloǁ KŶaĐk & Keefeƌ͛s ĐoŶĐept, I haǀe to 
apply small modifications to the measurement of civic cooperation. Knack & 

Keefer (1997) took the responses to the question if each of the following 

ďehaǀiouƌs ͞ĐaŶ alǁaǇs ďe justified, Ŷeǀeƌ ďe justified, oƌ soŵethiŶg iŶ 
ďetǁeeŶ͞ ;ϭϮϱϲͿ:  

 

                                                           

5
 A faŵous eǆaŵple foƌ the ďeŶefit of Đoopeƌatiǀe deĐisioŶs is the ͞tƌagedǇ of 

ĐoŵŵoŶs͟ ;HaƌdiŶ ϭϵϲϴͿ. 
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a. "Claiming government benefits which you are not entitled to" 

b. "Avoiding a fare on public transport" 

c. "Cheating on taxes if you have the chance" 

d. "Keeping money that you have found"  

e. "Failing to report damage you've done accidentally to a parked 

vehicle"  

Since the items "keeping money that you have found" and "failing to 

report damage you've done accidentally to a parked vehicle" are not part of 

the 2014 WVS anymore I have to drop them out. Instead I will add the item 

͞soŵeoŶe aĐĐeptiŶg a ďƌiďe iŶ the Đouƌse of theiƌ duties͟ as aŶotheƌ iŶdiĐatoƌ 
for the level of civic cooperation (CIVIC). The responses to each of those items 

– on a range between 1 and 10 – will be aggregated to a new item with a range 

of 4 to 40 (Knack & Keefer 1997: 1257). In our case 40 represents a high level 

of cooperation.  

The question used for measuring trust (TRUST) is extracted from the World 

Values “uƌǀeǇ: ͞GeŶeƌallǇ speakiŶg, ǁould Ǉou say that most people can be 

trusted, or that you can't be too careful in dealing with people?" (WVS 2014). 

This iteŵ eŵďƌaĐes oŶlǇ a tǁo optioŶ aŶsǁeƌ: ͞Most people ĐaŶ ďe tƌusted͟ oƌ 
͞Need to ďe ǀeƌǇ Đaƌeful͟. Afteƌ ƌeĐodiŶg the aǀeƌage ǀalue of this ǀaƌiaďle it 

represents for each country the rate of respondents that think most people 

can be trusted.  

The proxies for the economic structure are a little harder to find. There is 

no straightforward way to measure market institutions like property rights, 

governance structures, conceptions of control, and rules of exchange as well as 

firm interrelations. We have to find a quantitative, measurable proxy for 

qualitative properties.6 According to the outlined framework I argue that 

                                                           

6
 This is Đalled ͞ĐoŵŵeŶsuƌatioŶ͟ as it is ĐhaƌaĐteƌised as ͞the transformation of 

qualities into quantities that share a metric, a process that is fundamental to 

ŵeasuƌeŵeŶt͞ ;EspelaŶd & “audeƌ ϮϬϬϳ: ϭϲͿ. 
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economic performance – measured by growth and the number of founded 

firms – is part of the economic structure. Measuring change in the economic 

performance also facilitates implications on change in the economic structure. 

Therefore, this paper utilises two indicators: (1) as well as Knack & Keefer 

(1997) I will use average annual growth per capita.7 Furthermore, I choose (2) 

the average number of newly registered firms per working-age people from 

2004 till 2012 as an indicator of economic structure.8 It is obvious that both 

numbers – even in combination – do not give a meaningful number for the 

structure of an economy at a particular point in time. But that does not matter 

since the proxy is only important to identify relative changes over the years, to 

answer the question about the impact of social capital.9  

I will answer the question by a bifid process. First, I will use the items 

exposed above to calculate regression models that give evidence about the 

relation between social capital and the economic structure. In this case an 

additional explanatory variable will complement all models: the individual 

perception of science enhances the model (SCIENCE). In the fashion of CIVIC 

this ǀaƌiaďle is ďased oŶ the aŶsǁeƌs of the ƋuestioŶ ͞hoǁ ŵuĐh Ǉou agƌee oƌ 
disagƌee ǁith eaĐh of these stateŵeŶts͟ (WVS 2014): 

a. ͞“ĐieŶĐe aŶd teĐhŶologǇ aƌe ŵakiŶg ouƌ liǀes healthieƌ, easieƌ, aŶd 
ŵoƌe Đoŵfoƌtaďle͟ 

                                                           

7
 2004-2012; World Development Indicators (http://data.worldbank.org) 

8
 The data is based on the reports of company registrars on the number of new firms. 

͞BusiŶess eŶtƌǇ deŶsitǇ is defined as the number of newly registered corporations per 

1,000 working-age people (those ages 15–ϲϰͿ.͟ 
(http://www.doingbusiness.org/data/exploretopics/entrepreneurship) 

9
 Labelling economies at a certain point with a single number is what rating agencies 

are doing. 
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b. ͞BeĐause of sĐieŶĐe aŶd teĐhŶologǇ, theƌe ǁill ďe ŵoƌe oppoƌtuŶities 
foƌ the Ŷeǆt geŶeƌatioŶ͟ 

c. ͞We depeŶd too ŵuĐh oŶ sĐieŶĐe aŶd Ŷot eŶough oŶ faith͟ 

Furthermore, the ƌespoŶse to the ƋuestioŶ ͞All thiŶgs ĐoŶsideƌed, ǁould 
you say that the world is better off, or worse off, because of science and 

teĐhŶologǇ?͟ is takeŶ iŶto aĐĐouŶt. The ƌespoŶse of all fouƌ iteŵs – on a range 

between 1 and 10 – will be aggregated and into a new variable SCIENCE with 

the range from 4 to 40.10 As well as for CIVIC 4 equals a low affection to 

science, 40 a high one. The second step is a comparison between the results of 

these regression models – based on the 2014 WVS – with data from the fourth 

wave of the WVS (1999-2004). This will finally allow answering the question if 

variations in social capital across time can affect the structure of an economy. 

 

 

 

 

 

 

 

 

 

                                                           

10
 CeƌtaiŶlǇ the ƌespoŶse to the stateŵeŶt ͞ǁe depeŶd too ŵuĐh oŶ sĐieŶĐe aŶd Ŷot 

eŶough oŶ faith͟ ǁill ďe ƌeĐoded, to fit the otheƌs stateŵeŶts tƌeŶds.  
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Table 1: Results – or, how social capital affects the economic structure
11 

Can variations in social capital affect the structure of an economy? (OLS) 

Equation 1 3 4 6 

Dependend variable Growth Growth New firms New firms 

Constant -7,559 -6,476 ** 21.611 14,394 

  (5,154) (6.494) (9.14) (11.272) 

SCIENCE ** 0.441 ** 0.447 ** -0.803 ** -0.841 

  (0,19) (0.194) (0.336) (0.337) 
TRUST *** -0.0615 *** -0.061 *** 0.165 *** 0.16 

  (0.02) (0.02) (0.035) (0.035) 

CIVIC   -0,0361   0,241 

    (0.128)   (0.222) 

          

Adj. R2 0,24 0,21 0,42 0,42 

          

  * p < 0.1 ** p < 0.05 *** p < 0.01   

 

First, we have to find evidence of any relation between social capital 

and the economic structure, before we can proceed further and draw our 

attention towards the more interesting case of variations of social capital over 

time. Six regression models are the result of the first part of the empirical 

research, but only four of them possess a significant F-value.12 Therefore, Table 

1 only shows the significant regression models – without the equations 2 and 

5. In the following lines I will explain the findings of the four regression models, 

before continuing towards the results for variances in social capital over time.  

The dependent variable in equations 1 and 3 of Table 1 is average 

annual growth per capita in percent over the 2004-2012 period. In both 

equations the variables TRUST and SCIENCE show a strong relationship to 

                                                           

11
 Standard errors are in parentheses. 

12
 All models are in the appendix. 
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variables of the economic structure. Interesting is the role of CIVIC. The 

variable has no significant relation to economic growth and as the values for 

the adjusted R2 show it even weakens the explanatory power of the regression 

model. Therefore, I will leave equation 3 out of the analysis and focus on 

equation 1. The coefficient for SCIENCE suggests that a one-point rise in the 4 

to 40 scale of science affection is associated with a 0.44 rise in the percentage 

of average annual growth. A ten percentage-point rise of TRUST is linked with a 

fall of annual growth by 0.62 percentage points. While the former – the strong 

relation between SCIENCE and growth – seems to be comprehensible this turns 

out to be a very interesting fact. One reason for this negative correlation may 

be that trust is higher in countries that already feature a strong economy. So 

the relative growth may be lower compared to countries with lower trust and 

a lower level of economy. Since TRUST is highest in the Netherlands and 

Sweden the suspicion arises that also the Euro crisis plays a role in this result: 

compared to the rest of the country sample Sweden and the Netherlands show 

a relatively low rate of average annual growth of 1.51% respectively 0.86%. 

This contributes largely to the negative correlation in the equations 1 and 3. 

Equations 4 and 6 show the relation between the average number of 

newly funded firms per 1.000 people in working age and SCIENCE, TRUST and 

CIVIC. As well as in the first models CIVIC is not significant. Since model 6 with 

CIVIC also does not entail a bigger explanatory value I will focus the analysis on 

equation 4. Interesting is that the explanatory value of this model (adj. R2 = 

0.42) is far higher compared to equation 1. SCIENCE and TRUST are better to 

explain the number of newly founded businesses than economic growth. 

Precise a five-point rise in SCIENCE decreases the annual average number of 

new businesses per working-age people by four. A ten-percentage-point rise of 

TRUST leads to 1.6 more businesses per working-age people. Therefore the 

results exhibit a strong positive relation between TRUST and new firms as 
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indicator of the economic structure.13 This result perfectly fits the findings of 

Putnam et al. (1993) and Coleman on the relevance of trust for the economic 

structure. In a nutshell, this first step of analysis revealed that there is a 

relationship between social capital and the economic structure. Even if the 

trend of this relation in case of TRUST and economic growth does not fit the 

assumptions the positive correlation between TRUST and the number of new 

businesses elucidates the importance of trust as social capital for the structure 

of an economy. In the next step I will show the findings on how changes over 

time affect the economic structure. 

Table 2. 14 

Equation 6

Dependend variable New firms

Constant *** 3.612

(.557)

TRUST *** .172

(.039)

CIVIC *** .754

(.208)

Adj. R2 0,69

* p < 0.1 ** p < 0.05 *** p < 0.01

Can variations in social capital across time affect the structure of an economy? (OLS)

 

To examine the effects of variations of social capital across time I used 

data from the fourth wave of the WVS and compared it with results from the 

                                                           

13
 The relation between SCIENCE and new firms is even stronger, but negative. Since 

SCIENCE is not in the focus of the research question, I will leave further interpretations 

out. 

14
 Standard errors are in parentheses. 
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current wave. It was possible to create the same variables for TRUST and CIVIC 

since the items have been the same. The final regression models tested the 

correlation of growth and new businesses with the difference of trust in a ten-

country sample between 2004 and 2014.15 Again six models have been 

calculated, only one of them turned out to be significant. In this equation the 

difference of TRUST and CIVIC have a positive effect on the emergence of new 

businesses: if the value of trust in the 2004 survey is increased by six the 

annual number of newly founded firms per working-age individuals raise by 

one between 2004 and 2012. A four-point rise in the scale of CIVIC from 2004 

till ϮϬϭϰ is assoĐiated ǁith a thƌee poiŶt iŶĐƌeases of the ͞Ŷeǁ fiƌŵs͟ iŶdeǆ. 
This model, however, explains a huge part of the number of new businesses 

with an adjusted R2 of 0.69. To summarise: the regression analysis between 

the number of new firms as response variable and changes of trust and civic 

cooperation as explanatory variables show a strong positive correlation 

between variations of social capital across time and the economic structure. 

This correlation is highly significant. 

Conclusion 

This research did reveal the relation between social capital and the 

structure of an economy. Based on a 29-nation sample I investigated this 

correlation in a two-stage process. First I have drawn attention to the general 

impact of social capital on the economic structure. In this part of the analysis a 

relationship between trust and the economic structure has been discovered. 

Whereas the positive effect of trust on the emergence of new firms has been 

expected by theory the negative impact on economic growth was peculiar. This 

odd correlation may be explained by not included side effects that have a 

bigger impact on the response variable than the response variables. In the case 

of trust and growth the Euro crisis may have adulterated the model. European 

                                                           

15
 The sample size is restricted to ten due to the fact that only ten countries of the 

original 29-nation sample were part of the fourth WVS wave. 
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countries with high trust that used to have a well-performing economy 

suffered from the consequences of the economic crisis. Therefore the values of 

annual growth have been much lower compared to other countries in the 

sample. Consequently, it is not surprising that these results differ from the 

findings of Knack & Keefer (1997) that identified a positive correlation between 

social capital and the economic performance. 

The big finding of the second part was that variations of social capital 

across the time actually can influence the structure of an economy. There is a 

strong positive correlation between both trust and norms of civic cooperation 

and the creation of new firms that shape the economy. If social capital 

increases over time this also has a positive impact on the economy. Not 

necessarily for the pure performance – since this regression model turned out 

to be not significant – but on business organisations that represent the 

structure. Compared with the literature this finding is not surprising on the 

basis of the general positive correlation between social capital and the 

economy. But it gives specific evidence for the positive correlation between a 

rise of trust and norms of civic cooperation over time, and a change of the 

structure of national economies. And for that reason it is still remarkable. 

Further research may put more emphasis on further factors that shape the 

impact of social capital on the economy. For example the existing economic 

structure might be relevant: to which degree does it matter if a liberal market 

economy or a coordinated market economy is observed? 
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Data Appendix 

Country 

Trust 

2014 

Trust 

2002 d_Trust 

Civic 

2014 

Civic 

2002 d_Civic 

Science 

2014 

An. 

Growth* 

N.B. 

Density* 

Algeria 17,93 11,22 6,71 29,09 35,16 -6,06 27,87 1,42 0,44 

Armenia 10,14   36,91   27,96 6,73 1,39 

Australia 54,43   37,00   29,98 1,55 10,31 

Belarus 35,17   32,28   29,39 7,60 0,66 

Chile 12,77 23,01 -10,24 34,77 33,11 1,66 24,77 3,49 3,55 

Colombia 4,13   34,53   24,25 3,34 1,41 

Ghana 4,96   36,94   27,40 4,90 0,85 

Japan 38,76 43,06 -4,30 37,87 37,35 0,53 28,72 0,79 1,09 

Jordan 13,25 27,65 -14,40 37,07 38,44 -1,37 27,38 3,57 0,69 

Kazakhstan 38,80   33,07   30,95 5,63 1,81 

Malaysia 8,54   33,54   28,57 3,19 2,33 

Mexico 12,42 21,84 -9,42 30,88 32,06 -1,18 25,75 1,51 0,73 

Netherlands 67,42   37,47   29,00 0,86 4,49 

New 

Zealand 56,78   36,61   
26,97 

0,86 19,66 

Nigeria 14,78 25,59 -10,81 34,92 35,80 -0,88 26,76 4,22 0,65 

Pakistan 23,92 30,83 -6,92 36,57 38,89 -2,32 29,49 2,47 0,04 

Philippines 2,84 8,61 -5,76 27,49 30,40 -2,91 25,99 3,36 0,24 

Romania 7,12   37,18   27,43 4,30 5,25 

Russia 29,23   32,06   29,05 4,53 4,47 

Rwanda 16,63   36,28   31,01 5,41 0,40 

Singapore 38,52 14,71 23,81 32,84 34,98 -2,13 27,23 3,32 6,76 

Slovenia 20,11   35,90   29,28 1,47 3,51 

Spain 19,51 34,02 -14,51 36,58 35,90 0,68 26,61 -0,09 3,49 

Sweden 64,85   35,16   31,27 1,51 4,80 

Tunisia 16,00   35,69   28,21 2,74 1,15 

Turkey 12,43   37,94   28,66 3,70 1,01 

Ukraine 24,95   33,23   28,70 3,56 0,94 

Uruguay 15,25   36,54   25,89 5,53 3,18 

Uzbekistan 14,09   35,35   31,97 6,36 0,57 

          

Average 23,99 24,05   34,89 35,21   28,15 2,96 3,37 

 
*Annual average 2004-2012 
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Regression Models 

 

*Economic structure and social capital  

. regress var2 var5 var3  

 

      Source |       SS       df       MS              Number of obs =      29 

-------------+------------------------------           F(  2,    26) =    5.36 

       Model |  31.4418421     2   15.720921           Prob > F      =  0.0112 

    Residual |  76.2036148    26  2.93090826           R-squared     =  0.2921 

-------------+------------------------------           Adj R-squared =  0.2376 

       Total |  107.645457    28   3.8444806           Root MSE      =   1.712 

 

------------------------------------------------------------------------------ 

        var2 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 

-------------+---------------------------------------------------------------- 

        var5 |   .4407113   .1895693     2.32   0.028     .0510461    .8303766 

        var3 |   -.061527    .019863    -3.10   0.005     -.102356   -.0206981 

       _cons |  -7.558931   5.154209    -1.47   0.154    -18.15356    3.035697 

------------------------------------------------------------------------------ 

 

. regress var2 var5 var4 

 

      Source |       SS       df       MS              Number of obs =      29 

-------------+------------------------------           F(  2,    26) =    0.57 

       Model |  4.55541649     2  2.27770825           Prob > F      =  0.5700 

    Residual |   103.09004    26  3.96500155           R-squared     =  0.0423 

-------------+------------------------------           Adj R-squared = -0.0313 

       Total |  107.645457    28   3.8444806           Root MSE      =  1.9912 

 

------------------------------------------------------------------------------ 

        var2 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 

-------------+---------------------------------------------------------------- 

        var5 |   .2002921   .2007565     1.00   0.328    -.2123688     .612953 

        var4 |  -.0809489   .1450131    -0.56   0.581    -.3790276    .2171298 

       _cons |   .5582884   6.914219     0.08   0.936    -13.65409    14.77067 

------------------------------------------------------------------------------ 

 

. regress var2 var5 var3 var4 

 

      Source |       SS       df       MS              Number of obs =      29 

-------------+------------------------------           F(  3,    25) =    3.48 

       Model |  31.6854836     3  10.5618279           Prob > F      =  0.0309 

    Residual |  75.9599732    25  3.03839893           R-squared     =  0.2944 

-------------+------------------------------           Adj R-squared =  0.2097 

       Total |  107.645457    28   3.8444806           Root MSE      =  1.7431 
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------------------------------------------------------------------------------ 

        var2 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 

-------------+---------------------------------------------------------------- 

        var5 |   .4465115    .194098     2.30   0.030     .0467592    .8462638 

        var3 |  -.0608514   .0203642    -2.99   0.006    -.1027923   -.0189105 

        var4 |  -.0361962   .1278232    -0.28   0.779     -.299453    .2270606 

       _cons |  -6.475625    6.49425    -1.00   0.328    -19.85078    6.899534 

------------------------------------------------------------------------------ 

 

. regress var1 var5 var3  

 

      Source |       SS       df       MS              Number of obs =      29 

-------------+------------------------------           F(  2,    26) =   11.01 

       Model |  202.928341     2   101.46417           Prob > F      =  0.0003 

    Residual |  239.642331    26  9.21701272           R-squared     =  0.4585 

-------------+------------------------------           Adj R-squared =  0.4169 

       Total |  442.570671    28  15.8060954           Root MSE      =   3.036 

 

------------------------------------------------------------------------------ 

        var1 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 

-------------+---------------------------------------------------------------- 

        var5 |  -.8028086   .3361723    -2.39   0.024    -1.493821   -.1117965 

        var3 |   .1648045    .035224     4.68   0.000     .0924005    .2372084 

       _cons |   21.61075   9.140206     2.36   0.026     2.822792    40.39872 

------------------------------------------------------------------------------ 

 

. regress var1 var5 var4 

 

      Source |       SS       df       MS              Number of obs =      29 

-------------+------------------------------           F(  2,    26) =    0.79 

       Model |  25.4633433     2  12.7316716           Prob > F      =  0.4629 

    Residual |  417.107328    26  16.0425895           R-squared     =  0.0575 

-------------+------------------------------           Adj R-squared = -0.0150 

       Total |  442.570671    28  15.8060954           Root MSE      =  4.0053 

 

------------------------------------------------------------------------------ 

        var1 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 

-------------+---------------------------------------------------------------- 

        var5 |  -.1928193   .4038176    -0.48   0.637    -1.022878    .6372397 

        var4 |   .3590136   .2916909     1.23   0.229    -.2405656    .9585928 

       _cons |  -4.135404   13.90781    -0.30   0.769    -32.72331    24.45251 

------------------------------------------------------------------------------ 

 

. regress var1 var5 var3 var4 

 

      Source |       SS       df       MS              Number of obs =      29 
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-------------+------------------------------           F(  3,    25) =    7.78 

       Model |  213.739942     3  71.2466472           Prob > F      =  0.0008 

    Residual |   228.83073    25  9.15322919           R-squared     =  0.4830 

-------------+------------------------------           Adj R-squared =  0.4209 

       Total |  442.570671    28  15.8060954           Root MSE      =  3.0254 

 

------------------------------------------------------------------------------ 

        var1 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 

-------------+---------------------------------------------------------------- 

        var5 |  -.8414463   .3368882    -2.50   0.019     -1.53528   -.1476121 

        var3 |   .1603036   .0353453     4.54   0.000     .0875085    .2330987 

        var4 |   .2411195   .2218577     1.09   0.287     -.215805    .6980439 

       _cons |   14.39435   11.27181     1.28   0.213    -8.820381    37.60909 

------------------------------------------------------------------------------ 

 

*Economic structure and variations of social capital over time  

. regress var1 var3  

 

      Source |       SS       df       MS              Number of obs =      10 

-------------+------------------------------           F(  1,     8) =    0.06 

       Model |   .14478549     1   .14478549           Prob > F      =  0.8064 

    Residual |  18.0418533     8  2.25523167           R-squared     =  0.0080 

-------------+------------------------------           Adj R-squared = -0.1160 

       Total |  18.1866388     9  2.02073765           Root MSE      =  1.5017 

 

------------------------------------------------------------------------------ 

        var1 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 

-------------+---------------------------------------------------------------- 

        var3 |   .0108508   .0428246     0.25   0.806     -.087903    .1096045 

       _cons |    2.45574   .5138677     4.78   0.001     1.270759    3.640721 

------------------------------------------------------------------------------ 

 

. regress var1 var4 

 

      Source |       SS       df       MS              Number of obs =      10 

-------------+------------------------------           F(  1,     8) =    0.03 

       Model |  .073853636     1  .073853636           Prob > F      =  0.8612 

    Residual |  18.1127852     8  2.26409815           R-squared     =  0.0041 

-------------+------------------------------           Adj R-squared = -0.1204 

       Total |  18.1866388     9  2.02073765           Root MSE      =  1.5047 

 

------------------------------------------------------------------------------ 

        var1 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 

-------------+---------------------------------------------------------------- 

        var4 |  -.0413904   .2291716    -0.18   0.861    -.5698611    .4870803 

       _cons |   2.348136   .5736326     4.09   0.003     1.025337    3.670935 
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------------------------------------------------------------------------------ 

 

. regress var1 var3 var4 

 

      Source |       SS       df       MS              Number of obs =      10 

-------------+------------------------------           F(  2,     7) =    0.03 

       Model |  .154806998     2  .077403499           Prob > F      =  0.9705 

    Residual |  18.0318318     7  2.57597598           R-squared     =  0.0085 

-------------+------------------------------           Adj R-squared = -0.2748 

       Total |  18.1866388     9  2.02073765           Root MSE      =   1.605 

 

------------------------------------------------------------------------------ 

        var1 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 

-------------+---------------------------------------------------------------- 

        var3 |   .0092719   .0523025     0.18   0.864    -.1144038    .1329475 

        var4 |  -.0174234   .2793427    -0.06   0.952    -.6779639    .6431171 

       _cons |   2.424144   .7471386     3.24   0.014     .6574423    4.190847 

------------------------------------------------------------------------------ 

 

 

 

. regress var2 var3  

 

      Source |       SS       df       MS              Number of obs =      10 

-------------+------------------------------           F(  1,     8) =    3.69 

       Model |  13.2768184     1  13.2768184           Prob > F      =  0.0911 

    Residual |  28.8175438     8  3.60219297           R-squared     =  0.3154 

-------------+------------------------------           Adj R-squared =  0.2298 

       Total |  42.0943621     9  4.67715135           Root MSE      =  1.8979 

 

------------------------------------------------------------------------------ 

        var2 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 

-------------+---------------------------------------------------------------- 

        var3 |    .103907    .054123     1.92   0.091    -.0209007    .2287148 

       _cons |    2.24431   .6494403     3.46   0.009     .7466979    3.741922 

------------------------------------------------------------------------------ 

 

. regress var2 var4 

 

      Source |       SS       df       MS              Number of obs =      10 

-------------+------------------------------           F(  1,     8) =    0.87 

       Model |  4.11897798     1  4.11897798           Prob > F      =  0.3788 

    Residual |  37.9753842     8  4.74692302           R-squared     =  0.0979 

-------------+------------------------------           Adj R-squared = -0.0149 

       Total |  42.0943621     9  4.67715135           Root MSE      =  2.1787 
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------------------------------------------------------------------------------ 

        var2 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 

-------------+---------------------------------------------------------------- 

        var4 |   .3091064   .3318328     0.93   0.379    -.4561014    1.074314 

       _cons |   2.200131   .8306007     2.65   0.029      .284762    4.115499 

------------------------------------------------------------------------------ 

 

. regress var2 var3 var4 

 

      Source |       SS       df       MS              Number of obs =      10 

-------------+------------------------------           F(  2,     7) =   11.19 

       Model |  32.0647357     2  16.0323678           Prob > F      =  0.0066 

    Residual |  10.0296264     7  1.43280378           R-squared     =  0.7617 

-------------+------------------------------           Adj R-squared =  0.6937 

       Total |  42.0943621     9  4.67715135           Root MSE      =   1.197 

 

------------------------------------------------------------------------------ 

        var2 |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval] 

-------------+---------------------------------------------------------------- 

        var3 |   .1722698   .0390072     4.42   0.003     .0800325    .2645071 

        var4 |    .754407   .2083338     3.62   0.008     .2617758    1.247038 

       _cons |   3.612346   .5572161     6.48   0.000     2.294739    4.929952 

------------------------------------------------------------------------------ 
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Abstract: Considering data about data in survey research a potentially rich 

source of additional research information in theoretical part paper discusses 

definitions, categorizations, usefulness and dilemmas connected to data about 

data. In empirical part of paper we presented some metadata, auxiliary data 

and paradata gathered in two web surveys conducted on www.1ka.si.  

We analyzed potential differences between pre and post reminder 

respondents in which we included partially and fully completed questionnaires. 

We also analyzed time spent by respondent to answer full questionnaire or 

each page of questionnaire. In this case we analyzed only those questionnaires 

that were fully completed.  

Beside differences between type (size) of organization we were also 

interested if pre and post reminder participation in web survey and time 

needed to answer full questionnaire or each page depends on some control 

variables (age, work experience, education, gender). 

 

 

Keywords: paradata, data about data, reminder, online questionnaire, web 

survey 
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Introduction 

Researcher has to be aware that when conducting (social) survey or 

research she/he can reach far beyond survey product data or said in another 

way – just answers to his questions. Potentially useful tool are also byproduct 

data. We refer with this to data made in different aspects or phases of survey 

aŶd ǁhiĐh aƌe Ŷot ƌeseaƌĐheƌ͛s pƌiŵaƌǇ ĐoŶĐeƌŶ ďut Đould ďe useful iŶ fuƌtheƌ 
analysis. Most often used expression describing these data is paradata, 

although ǁe pƌefeƌ soŵeǁhat ďƌoadeƌ eǆpƌessioŶ ͚data aďout data͛. Detailed 
ĐategoƌizatioŶ diffeƌeŶt tǇpes of ͚data aďout data͛ ǁill ďe doŶe iŶ fuƌtheƌ teǆt, 
especially considering paradata, metadata and auxiliary data.  

Paradata is part of Couper's triple categorization of data, metadata, 

paradata (Kreuter, Coupery & Lybergz, 2010: 286) and could be regarded as by-

product of the (field, internet, phone) data collection process. Researchers use 

computer assisted methods to collect survey data and data about processes 

which allow statistical evaluation, monitoring and managing of survey process 

(Kreuter, Coupery & Lybergz, 2010: 282). 

Use of paradata focuses on management of some nowadays challenges 

such as declining response rates, increasing risk of non-response bias and 

measurement error, and escalating costs of survey data collection. The 

collection of survey paradata is not new but the range and detail of paradata 

being collected has increased due to the computerization of the survey process 

(Nicolaas, 2011: 4). 

The possibilities of use of paradata for research purposes are wide and 

not so good explored. It is needed better knowing which paradata can be 

useful (and in connection to what), so that they will be collected and treated 

intentionally not just as byproduct. Some steps in that direction we are making 

in this paper. 
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This paper is divided into two parts, theoretical in which we talk about 

data which are produced in survey process (data about data) and empirical, 

which is based on two surveys conducted by an online questionnaire on 

www.1ka.si. Main focus and main goals were two. Firstly, to identify if there 

are some differences between those respondents who answered the 

questionnaire before or after reminder so we could tackle some information 

on pre or post reminder responders to address potential units of survey in 

invitation more appropriately (to get more responses). And second, to find out 

if there were some differences between respondents on the basis of time they 

needed to answer questionnaire completely to see if there exists any 

statistically significant differences between respondents based on how long 

they need to answer questionnaire. 

Definition 

Maybe because there is currently no consensus over a standard 

definition for paradata (Nicolaas, 2011) there are quite a few, more or less 

similar operational definitions of paradata. For example: Paradata are data 

collected about the survey process and captured during computer assisted 

data ĐolleĐtioŶ ďǇ iŶteƌǀieǁeƌ͛s assistance or automatically. They include call 

records, interviewer observations, time stamps, keystroke data, travel and 

expense information, and other data (Kreuter, Coupery & Lybergz, 2010: 282) 

Other says that paradata are process data, or all the data collected 

during the response process and do not include the response itself and which 

exist in both interviewer-administered surveys and computer assisted self-

administered surveys (Horwitz et. al. 2012).  

Coupeƌ ǁas the fiƌst authoƌ to iŶtƌoduĐe the teƌŵ ͞paƌadata͟ to the 
field of survey methodology in terms of automatically generated process data. 

Now the term paradata covers all types of data about the process of collecting 

survey data such as interviewer call records, length of interview, interviewer 

characteristics, interviewer observations (Nicolaas, 2011: 3). Paradata are data 

captured throughout the entire survey process that are a result of collecting 
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the product data which could (or not) be used and intentionally collected 

(Frost & Duffey, 2010: 14)  

 

Categorization 

 

Four primary categories of survey data proposed by Frost Hubbard and 

Ben Duffey (2010: 15-16) and qute similar from Garry Nicolaas (2011: 3) are 

product data, paradata, metadata and auxiliary data. 

Product data answers to questions in surveys or survey questionnaire 

data (not paradata). Paradata (process data) measure keystroke files, Contact 

attempt data, Interviewer hours worked and miles traveled, ect. Metadata 

describes variables, description of survey purpose ect. Metadata are static 

descriptions of a data file or data system, for example variable and value 

labels, response rates. Auxiliary data give information on sampling frames, 

Census area, characteristics, administrative data ect. Auxiliary data are pre-

existing data that is used to support the survey process or the analysis of the 

substantive data. 

For interviewer-administered surveys, paradata can include response 

times, respondent utterances (pauses, hedges, stutters), respondent 

expressions, interviewer observations. In computer assisted self-administered 

surveys, such as Internet surveys we can collect information about location of 

break offs, changed answers, error messages, mouse clicks, response times 

(Horwitz et. al. 2012: 1).  

Paradata items that could be collected in computer-assisted personal 

interview surveys (Nicolaas, 2011: 7-12): Interviewer characteristics, call record 

data, interviewer observations about the area and dwelling, doorstep 

interaction, audit trails, audio recordings, other paradata items (data items 

which describe the process of asking and answering questions). 
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As we see some paradata are automatically collected (for ex. by 

softwer) and some are interrwiever assisted (for ex. their observations). 

Different type or data collecting and also different type of data (time needed 

to complete questionnaire vs. observation on willingness to participate in 

research) may produce different quality of data. Despite that, as Casas-

Cordero, Kreuter, Wang and Babey observed, the literature on the quality of, 

for example, neighbourhood observational data collected by interviewers is 

only now emerging. And due to moderate to low Cohen k statistics (which is 

used to score the agreement between observers in categorical rating tasks) 

they got in their research on neighborhood observations, we could argue that 

much of observed could have less relationship to the real characteristics of the 

areas than to characteristics of the interviewers (Casas-Cordero et. al., 2013: 

228, 236-240). 

The National Health Interview Survey (NHIS) uses following groups of 

paradata: response paradata, measures of time, measures of contactability, 

measures of cooperation, mode measures, survey-level Information (U.S. 

Department of Health and Human Services, 2012: 6-16).  

Another categorization of paradata is that paradata can be macro or 

micro. As author says macro paradata or summary process measures is 

common and widely used. Examples of these are overall process summaries, 

like coverage rates, item and unit nonresponse rates. On the other hand there 

are micro paradata or process details known on each case, like language in 

which each interview was taken in multilingual environment, how many times 

the household was called before interviewing, whether there was refusal at 

the beginning ect. Micro paradata are less familiar. This could be due to lack of 

interest in seeing possible added value of paradata (by researchers) and 

possible additional expenses (on clients side). Micro paradata are not about 

overall survey process (aggregated) but rather it describes survey process on 

individual records (Scheuren: 1-2). We can understand macro paradata as 

metadata in previously mentioned categorization and micro paradata as 

paradata in previously mentioned categorization. 



| 159 

 

Collecting paradata is, beside in interviewer-administered surveys or 

laboratory-based research accessible in web surveys also. It is possible to 

conduct large-scale self-administered surveys while collecting paradata 

(Heerwegh a: 2).  

Dirk Heerwegh, discussing mostly on audit trails, categorizes paradata 

in two subgroups: server side paradata and client side paradata. Mostly all web 

surveys gather some of server side paradata which are collected automatically 

without additional effort or consent of client (responder). If researcher is 

interested in deeper information on respondent behavior, like at the level of 

specific survey questions, author introduces term client side paradata. As 

author distinguishes, client side paradata are not collected at the level of the 

server, but at the level of the respoŶdeŶt͛s Đoŵputeƌ, ďǇ iŶĐoƌpoƌated sĐƌipt 
;ƌeseaƌĐheƌ deteĐts ƌespoŶdeŶt͛s ďehaǀioƌ suĐh as ĐliĐkiŶg ƌadio-buttons, drop-

boxes and hyperlinks) and are sent when responder submits the web page 

(Heerwegh a: 2-5). On this point we could argue that there are not client side 

paradata if there exists automatic collection, but on the other hand, some 

examples speak against it. For example, time needed for completing one page 

or all questionnaire, is on some survey software tools collected automatically 

when responder submits each page along with his/hers answers. Although 

suďŵittiŶg is Ŷeeded, it͛s ŵaiŶ puƌpose is to Đoŵplete oŶe ďloĐk of ƋuestioŶs 
and send answers. Submitting in this case does not mean that answers to 

survey questions are also paradata. But, never the less, we have to consider 

that author discusses about audit trail or audit log which is important for his 

categorization. 

An interesting categorization offers Frauke Kreuter (2010: 4) when 

speeking about what paradata are available throughout the survey process. 

For this purpose she devides paradata into: key strokes, for example response 

times, vocal characteristics, for example pitch of interviewer voice, 

disfluencies, contact data and interviewer observation, for example day and 

time. 
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Categorization is especially interesting because it underlines one part 

of interviewers nonverbal communication (vocalic cues) as important part of 

survey process. Vocalic cues appeared to be quite important in many cases of 

face to face communication and also in process of persuasion which in other 

package takes place in convicting possible responder to participate in survey. 

If we consider different categorizations properly we can make 

conclusion that to some degree there exist some overlapping between 

different categories. If we take categorization to product data, paradata 

(process data), metadata and auxiliary data, it must be said that there will be 

emphasis on all categories (without product data) for purposes of this paper, 

although primary interest lays in paradata. 

 

Usefulness of Paradata 

 

The possibilities of use of paradata in the spirit of statistical process 

control are wide. The first uses of paradata focused on exploration of 

measurement error in surveys. Paradata are also widely used to explore non-

response in surveys, to manage data collection and for use of paradata-driven 

responsive design (Couper & Kreuter, 2013: 271). 

Kreuter, Coupery and Lybergz differ between paradata and their post-

survey use and paradata used in monitoring and managing of ongoing surveys. 

Paradata and their post-survey use (Kreuter, Coupery & Lybergz, 2010: 283-

285) means post-survey assessments or post-survey corrections of errors 

common in the survey process. Paradata in monitoring and managing of 

ongoing surveys (Kreuter, Coupery & Lybergz, 2010: 286-288) means that 

measures about the process are taken along the way, so that error sources can 

be located and interventions can be targeted during the collection process.  
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Paradata can be used to gain reliable and replicable findings about 

survey methods and practice to minimize survey error (Nicolaas, 2011: 4). They 

can also be used as alternative to measure to survey data quality analysis. 

Some argue that merely response rates are not most suitable measure of 

quality of survey data. That why it is proposed to upgrade this approach with 

other paradata. Pros of that point of view is that it involves more data, uses 

complete data, data are reported at the survey level, it encourages the 

development of paradata and cases are differentiated in process of (para)data 

collection. Approach is promising also because it enables comparison of 

respondents and nonrespondents on some variables. Further upgrading of this 

approach means comparison of respondents by paradata and data about 

crucial variables that is examining correlations between paradata and survey 

variables like comparison of early and late responders (Wagner 2009). Or to 

identify potential problems with the survey instrument, understand the 

process the respondent uses to complete the survey, to assess the quality of 

the instrument design, to evaluate how well the instrument is working and 

whether there are modifications that need to be made prior to production 

(Horwitz et. al. 2012). 

Pro gathering and analyzing paradata reasons also arise from practice 

(Horwitz et. al., 2012). Among those reasons are identification of problematic 

screens or questions, testing usefulness of help option, identifying drop out 

points ect. 

Dirk Heerwegh (a: 6-15) also sees a few possible uses of client side 

paradata, which can be categorized with following goals: calibrating progress 

indicators, testing the effects of response formats, testing the effects of 

question, identifying attitude strength.  

Couper and Kreuter (2013) conducted exploratory study using 

paradata to explore item level response times in surveys on results of 

computer astisted survey from cycle 6 of the National Survey of FamilyGrowth 

(2002–2003). They found out that automatically derived indicators of item 

characteristics are found to vary systematically with response time and 
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interviewers also appear to contribute independently to the completion times 

(although it has to be stressed that measured demographic characteristics and 

experience of interviewers explain only a small part of variability) (Couper & 

Kreuter, 2013: 293-284). 

 

SOME DILEMAS ABOUT PARADATA 

 

Paradata capture can be viewed as collecting information about the 

process of completing a survey. No behavior outside the survey is captured, so 

it can be argued that no additional consent than to participate in survey is 

needed, although the question of whether and how to inform respondents 

about the capture of paradata remains. On the other hand respondents are 

usually not aware that such additional information is being collected and, if 

they were aware of it that might change their behavior or decide not to 

participate in the survey. Questions is how to provide information about the 

collection of paradata, linkage them to survey data while at the same time 

maintaining respondent cooperation with the survey (Couper & Singer, 2013: 

58-59). 

Social surveys mostly rely on the voluntary cooperation of respondents 

and protection of their personal information and identities, actually and 

perceived. Some authors argue that various paradata include information that 

Đould disĐlose ƌespoŶdeŶts͛ ideŶtities; foƌ eǆaŵple addƌess details, iŶteƌǀieǁeƌ 
remarks, audio recordings. Consequently paradata databases cannot be 

released without thorough processing and the removal of information that 

could be used to identify respondents. But this process is problematic and time 

consuming (Nicolaas, 2011: 16). 

Researchers must protect respondents from potential harm and assure 

their autonomy in deciding whether to participate in the research or not. This 
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means assuƌiŶg aŶd oďtaiŶiŶg ƌespoŶdeŶts͛ iŶfoƌŵed ĐoŶseŶt. To soŵe 
authors this means assuring that they are treated as autonomous individuals 

with the right to make informed, voluntary decisions about participation. That 

is connected with ethical and practical questions arising from the growing use 

of paradata – the data collected by computerized systems during data 

collection – in surveys, especially those conducted online (Couper & Singer, 

2013: 57). 

Couper and Singer conducted a web study of how information about 

disclosure risk might affect survey participation. Results were following. 63.4% 

of those respondents who received a note describing a hypothetical survey 

and were then asked whether they would be willing to participate in the 

survey; if yes, whether they were willing to permit use of their paradata, 

agreed to do the survey and consented to paradata use. Same consent gave 

59.2% respondents who received a note describing a hypothetical survey that 

they had already completed. Afterwards they were asked whether they would 

be willing to permit use of their paradata and 68.9% of them agreed. 

Differences between groups are statistically significant. Mentioning of 

paradata resulted in lower willingness to participate in the survey. Reasons 

respondents gave for refusing usage of their paradata were: concerns about 

aspects of paradata, with mentioning the tracking of browsing behavior, 

general privacy-related concerns. Many responses suggested confusion over 

the extent of paradata capture and additional explanation did not made things 

easier and more understandable (Couper & Singer, 2013: 63-65).  

As authors said presented experiment did not adequately inform 

respondents about methodology around paradata and to elicit their consent. 

But on the other hand respondents are probably not aware that paradata are 

unavoidably collected in the process of responding to a survey so the question 

really is whether respondents would consent to their use or not (Couper & 

Singer, 2013: 65-66).  

Heerwegh (a: 18) also opens the question about ethical concerns 

bonded to collection and analyzing paradata, because respondents may regard 
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it as a tool to invade their privacy. It could be understood that collecting client 

side paradata should occur only if it is the only way of answering a research 

question, and if it does not mean an invasion of privacy.  

The question is also whether the use of paradata collected in web 

surveys reaches the level needing explicit mention to respondents. For many 

this arises ethical and legal dilemmas. Recent EU online privacy legislation and 

US regulations go in direction of requiring informed consent for the collection 

of any data other than the responses to the survey (Couper & Singer, 2013: 

66).  

With implementing of new Law on Electronic Communications in 

Slovenia in 2013 (https://www.ip-rs.si/novice ...), were brought new rules 

regarding the use of cookies and similar technologies for storing information or 

access to information stored on a computer or users mobile device. The new 

legislation does not prohibit the use of cookies, but exacerbates rules on 

conditions of how cookies and similar technologies may be used. The stress is 

given to the requirement that the users are paired and that they should be 

offered a choice of whether they allow or not websites to use cookies. The 

new legislation is primarily aimed at better protect of users' online privacy. 

As can be seen from the Information Commissioner's guidelines on the 

use of cookies (https://www.ip-rs.si/fileadmin ...), that probable cookies 

originated in process of non-commercial research are not listed among the 

exceptions of cookies permitted for use without the prior consent nor among 

cookies which may not be used without previous consent of the user. 

However, it should be noted that the scope of usability of cookies is very 

vividly thus the guidance of the Information Commissioner will continue to be 

updated regularly. 

 

 

https://www.ip-rs.si/novice
https://www.ip-rs.si/fileadmin
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EMIRICAL PART: PARADATA IN TWO WEB SURVEYS 

 

The empirical part of this paper is based on two surveys conducted by 

an online questionnaire. The questionnaire was sent to Croatian small sized 

(up to 49 employees) and big sized (250 or more employees) organizations, 

with instructions to meet the person who is responsible for HRM and for the 

recruitment and employment of new staff in the organization. The target 

population (and sample in case of small organization) for questionnaire was 

determined with existing database in register of the Croatian Chamber of 

Commerce. Theme of the questionnaire (in both surveys identical) for the 

purpose of this paper was the impact of nonverbal factors on persuasiveness 

of individuals in business context. For purpose of this paper we are especially 

interested in paradata and some auxiliary data which were accessible on www. 

1ka.si and were gathered along with survey data. 

Two main goals were, first to identify if there are some differences 

between those respondents who answered the questionnaire before or after 

reminder (there was only one reminder, which was sent to all units regardless 

of previous participation). Fully and partly completed questionnaires were 

included. And second, find out if there was some differences between 

respondents on the basis of time needed to answer questionnaire completely 

(only fully completed questionnaires included). 
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Table 1: Samples. 

 

Type 

of org. 

% HRM 

manager 

(referent 

positions 

excluded) 

Age 

(mean

) 

Mean 

age of 

employ. 

(mean) 

Work 

exper. 

in 

years 

(mean

) 

Duration 

of 

educat. in 

years 

(mean) 

Number 

of 

employ. 

(mean) 

Gender 

small 

(up to 

49 

empl.) 

69% 40.9 37.6 20.4 16.0 64.1* 

M 42 or 

41% 

F 60 or 

59% 

big 

(from 

250 

empl.) 

69% 39.0 39.6 14.9 16.6 439.4 

M 34 or 

39% 

F 54 or 

61% 

* Number exceedes 49, this could be due to variability in in data which is 

corrected in databases only in year interval, so some organizations included in 

sample exceed 49 emploees. Also: not all respondents answered to question 

about organization. 
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DATA ABOUT DATA 

Table 2: Sample frame. 

 

Type of 

organization 

Population  Included in 

survey (sent 

invitation) 

Planned 

response 

Realized 

response 

(status 5 an 

6)
*
 

small (up to 

49 

employees) 

75.917 1.333 

Cca 10% eg. 

130 

7.88% eg. 

105 

big (from 250 

employee) 
449 414 

Cca 10% eg 

40 

21,50% eg. 

89 

* Partially full or completed questionaire. 
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Table 3: Basic data about questionnaire and survey 

 

Basic data about 

questionnaire and survey Big organization Small organization 

Number of questions 17 17 

Variables 91 91 

Items 214 277 

partially or completed 

questionnaires 89 105 

Language Hrvatski Hrvatski 

Estimated time for 

completion of q.  15min 0s  15min 0s 

Real time respondent 

spent on q. (partially or 

complete) 11min 54s 12min 43s 

Date of first item 6.1.2013 7.1.2013 

Date of last item 28.1.2013 1.2.2013 

Completed the survey (6) 69 89 

Partially completed (5) 20 16 

Total adequate (5+6) 89 105 

Total inadequate 125 172 

Total units 214 277 

https://www.1ka.si/admin/survey/index.php?anketa=21482&a=reporti&m=cas
https://www.1ka.si/admin/survey/index.php?anketa=22181&a=reporti&m=cas
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REMINDER AS STIMULUS TO PARTICIPATE 

Table 4: Participation in survey before and after reminder. 

 

Type of organization 

Invited to 

participate 

in survey Participated 

Participated 

before 

reminder 

Participated 

after 

reminder 

small (up to 49 

employees) 
1.333 105 32 (30,5 %) 73 (69,5 %) 

big (from 250 

employee) 
414 89 13 (14,6 %) 76 (85,4 %) 

Included: partially and fully completed questionnaires. 

It is slightly surprising that we can see in table 6 that in small 

organization, where time pressure is maybe more important factor than in big 

organization, proportion of answered questionnaires before reminder was 

bigger (30,5%) in comparison to big organization (14,6%). In both cases though, 

most questionnaires were answered after reminder. 

Table 5: Participation in survey before and after reminder - by gender. 

 

Type of organization   Male % (of male) Female % (of female) 

small (up to 49  before reminder 14 33,3% 16 26,7% 

employees) after reminder 28 66,7% 44 73,3% 

big (from 250  before reminder 4 11,8% 9 16,7% 

employee) after reminder 30 88,2% 45 83,3% 
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We see in table 5 that in small organizations male respondents in 

comparison to female respondents were slightly more willing to participate in 

survey before reminder. Right the opposite case was with respondents in big 

organizations. And in general, in both types of organization respondents of 

both genders were more willing to participate in survey after reminder. 

In further we calculated percent of before and after reminder 

respondents on basis of position in organization and field of education. Due to 

space limitation we would not display all data in tables.  

Analysis showed that in big organizations there exists the biggest 

percent of before reminder participants among respondents on owner position 

and smallest among respondents director of organization position. In small 

organizations there exists the biggest percent of before reminder participants 

among respondents on head of unit position and smallest among respondents 

director of district position. We have to note that the number of unit in some 

of groups is very small. 

Analysis also showed that in big organizations there exists the biggest 

percent of before reminder participants among respondents with education 

from natural sciences and smallest among respondents with education in 

technical field. In small organizations there exists the biggest percent of before 

reminder participants again among respondents with education from natural 

sciences (the only case with more than 50% respondents from group in before 

reminder participation) and smallest among respondents in technical field and 

other. Like previously said, we have to note that the number of unit in some of 

groups is very small. 

We also analyzed Pearson coefficient on duration of education, age 

and work experience in connection to size of organization to identify 

statistically significant differences. It showed that in our two surveys decision 

about participation in survey before one gets reminder does not depend 
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significantly on chosen demographic characteristics, with exception of age in 

case of respondents in small organization (in case of big organization no 

statistically significant differences showed). 

 

TIME NEEDED TO ANSWER QUESTIONNAIRE 

 

In this section there were analyzed only those questionnaires that 

were fully completed (partials are excluded). Excluded were also those 

questionnaires in which more than 45 minutes for completion were needed 

(more than 3 times exceeded estimated time). On that criterion 7 items from 

big organizations and 10 from small organizations were excluded. 

The questionnaire, which was used in both discussed online surveys 

are composed of the following sets of questions divided into 6 pages. 

Page 1 with demographic questions about the respondent, a set of 

seven statements about non-verbal communication of the respondent (5 Point 

Likert-type scales), a set of eleven statements about the factors of persuasion 

(5 Point Likert-type scales). Page 2 with set of 16 statements about factors of 

movement and touch (5 Point Likert-type scales). Page 3 and 4 with set of 30 

statements about factors of appearance and decoration (5 Point Likert-type 

scales). Page 5 with set of 10 statements covering the vocalic factors (5 Point 

Likert-type scales) and a set of 3 Statements time factors (5 Point Likert-type 

scales). And page 6 with questions about the company. 

From what we can see in Table 6 we have to argue that coefficients of 

Skewness and Kurtosis give us information about non-normal distribution in 

time needed to answer full or each page of questionnaire. That is why we also 

have to take into account medians which are in some cases very close to mean 

(2nd page about factors of movement and touch in both types of org., 3rd page 

about factors of appearance and decoration in small org., 4th page about 
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factors of appearance and decoration in both types, 5th page about vocalic and 

time factors in big org.) and quite different from mean in other cases (full 

questionnaire, 1st and 6th page in both types, 3rd page about factors of 

appearance and decoration in big org., 5th page about vocalic and time factors 

in small org.). Never the less we will in further analysis regard mean/average as 

appropriate measure of mean value (t-test, Pearson coefficients).  

We can see that mean/average time needed for answering full 

questionnaire in both types of organization (calculated as average the 

difference in starting and ending time, pauses are not recorded and thus not 

taken into account) exceeds estimated time needed just slightly and that, on 

the other hand median is in both cases slightly under estimated time. As we 

also see in table 6, estimated time is exceeded in both types of organization in 

average time needed for answering to most of pages in comparison to 

estimated time. This appears regardless to page topic (discussed above). 

Exceptions are 2nd page about factors of movement and touch for both types, 

3rd, 4th about factors of appearance and decoration and 5th covering the vocalic 

and time factors page in small organizations. We could argue that, due to 

longer time needed to really answer questions on each page in comparison to 

estimated time, that responder needed slightly more time to comprehend the 

topic of questions which was nonverbal communication cues based. These 

topics (especially for example appearance and touch) can be perceived as 

sensitive topics by many. That is why it is also useful information about median 

time needed for answering each page in comparison to estimated time. Due to 

non-normal distribution in time needed to answer each page of questionnaire. 

Median is slightly lower on almost all pages for both types of organizations 

than mean/average time (exception is 1st page for both types of organizations). 

This argues against some assumed difficulties in question comprehension 

mentioned above. 
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In further we calculated t-test for identifying possible statistically 

significant differences between two types of organization. It showed that there 

exists statistically significant difference only on average time needed to 

complete 5th page covering vocalic and time factors. On this page respondent 

in big organizations needed more time to complete the page than respondents 

in small organizations. In all other pages, including time needed to complete 

full questionnaire, existing real differences were not statistically significant 

(due to space limitation tables are not included in paper). We could argue that 

respondents from both types of organization had taken similar effort to 

answer questionnaire regardless to time pressure which is in small 

organizations is, presumed, to be higher. 

We were also interested if time needed to answer full questionnaire or 

each page was statistically significantly connected with some control variables 

(age, work experience, education), if there exists some statistically significant 

differences in time based on gender of respondents. Firstly we wanted to know 

if there are some statistically significant differences between two types of 

organization on basis of chosen control variables. Computed t-test showed 

none statistically significant difeerences between respondenst from big or 

small organizations on age, years of work experience and years of education 

(due to space limitation tables are not included in paper). Hi square test also 

showed no statistically significant differences between two types of 

organizations on gender of respondents (due to space limitation tables are not 

included in paper). Respondents from both types of organizations seems to be 

quite comparable due to chosen control variables. 

IŶ fuƌtheƌ ǁe ĐalĐulated PeaƌsoŶ͛s ĐoeffiĐieŶts of ĐoƌƌelatioŶ ďetǁeeŶ 
time needed to answer full questionnaire or each page in questionnaire and 

previously mentioned control variables in both types of organizations (due to 

space limitation tables are not displayed). Some statistically significant 

correlations do exists and correlations are not the same if we consider type 

(size) of organization. Exception is 1st and 6th page where no significant 

correlations were calculated regardless to type of organization. 
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On one hand time needed to answer full questionnaire is in big 

organization statistically significantly correlated with two of three control 

variables (positive with age and work experience). On the other hand none 

statistically significant differences exists in case of small organizations.  

If we consider each page separately, we see that in total more 

statistically significant correlations exists in case of big type of organization (8 

in big type and just 2 in small type of organization). Also interestingly, time 

needed to answer to 2nd page about factors of movement and touch is in case 

of big organization statistically significantly correlated to all three chosen 

control variable (positive with age and work experience and negative with 

education) on one hand. And on the other, in case of small organization just 

one statistically significant correlation exists (positive with work experience).  

Other statistically significant correlations are as follows. In small 

organizations: in time needed to answer to 3rd page about factors of 

appearance and decoration with work experience (positive). In big 

organization: in time needed to answer to 4th page about factors of 

appearance and decoration with education (negative) and in time needed to 

answer to 5th page covering vocalic and time factors with age (positive) and 

work experience (positive). 

We also calculated t-test for identifying possible statistically significant 

differences in time needed to answer full questionnaire or each page in 

questionnaire regarding to gender of respondents in each type of organization. 

It showed that there exist two statistically significant differences in case of 

small organizations and one in case of big type of organization. In case of big 

organization male respondents in comparison to female respondents needed 

more time to answer 1st page aďout ƌespoŶdeŶt͛s deŵogƌaphiĐs, ŶoŶ-verbal 

communication of the respondent and about the factors of persuasion. In 

small type of organization male respondents in comparison to female 

respondents needed more time to answer 2nd page about factors of 

movement and touch. Female respondents in comparison to male respondents 
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also needed more time to answer 5th page covering vocalic and time factors 

(due to space limitation tables are not included in paper). 

CONCLUSION 

In theoretical part of paper we first discussed definitions on metadata, 

auxiliary data and paradata – data about data. Main focus was given to data 

about data in case of web suveys where nowadays interesting area audit trail 

is. Beside potentially fruitful role of gathering and analyzing paradata in (web) 

surveys, some concerns also araises. There are open some ethical dilemas 

bonded to collection and analyzing paradata due to possible regarding 

paradata as a tool to invade responders privacy. But in opinion of some 

authors (and also ours), the real question one has to answer is whether the use 

of paradata collected in web surveys really reaches the confidentiality and 

other form of threat to respondents privacy to that point or level on which it is 

needed explicit mention. But on the other hand, with implementing of new 

Law on Electronic Communications in Slovenia in 2013 researcher have to be 

aware what legal and other connotation may be given also to area of paradata. 

In new law there were brought new rules regarding the use of cookies and 

similar technologies for storing information or access to information stored on 

a computer or users mobile device. 

In empirical part of paper we presented some metadata, auxiliary data 

and paradata gathered in two web surveys conducted on www.1ka.si. It is 

interesting to underline some results. In part where we were analyzing 

potential differences between pre and post reminder respondents in which we 

included partially and fully completed questionnaires, some results were quite 

interesting. In small organization, for example, where time pressure is maybe 

more important factor than in big organization, proportion of answered 

questionnaires before reminder was bigger in comparison to big organization. 

Although in both cases, most questionnaires were answered after reminder. It 

also seems that in our two surveys decision about participation in survey 

before one gets reminder does in some cases depend on chosen demographic 

http://www.1ka.si/
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characteristics. For example, in small organizations male respondents in 

comparison to female respondents were slightly more willing to participate in 

survey before reminder. Right the opposite case was with respondents in big 

organizations. In big and small organizations there exists the biggest percent of 

before reminder participants among respondents with education from natural 

sciences and smallest among respondents with education in technical field. In 

case of respondents in small organization before reminder respondents are 

older. 

In part in which we were interested in time spent by respondent to 

answer full questionnaire or each page of questionnaire were analyzed only 

those questionnaires that were fully completed (partials are excluded). 

Excluded were also those questionnaires in which more than 45 minutes for 

completion were needed (more than 3 times exceeded estimated time). 

Mean/average time needed for answering full questionnaire in both types of 

organization exceeds estimated time just slightly and that, on the other hand 

median is in both cases slightly under estimated time. Estimated time is 

exceeded in both types of organization in average time needed for answering 

to most of pages in comparison to estimated time (regardless to topic of page). 

We could argue that, due to longer time needed to answer questions on each 

page in comparison to estimated time, that responder needed slightly more 

time than it was assumed to comprehend the topic of questions which was 

nonverbal communication cues based. These topics (especially for example 

appearance and touch) can be perceived as sensitive topics by many. But in the 

other hand information about median time needed for answering each page in 

comparison to estimated time (which is slightly lower on almost all pages for 

both types of organizations) argues against assumed difficulties in question 

comprehension mentioned above. 

Calculated t-test for identifying possible statistically significant 

differences between two types of organization showed that just on one page 

(5th) respondent in big organizations needed more time to complete the page 

than respondents in small organizations. It could be argued that respondents 
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from both types of organization had taken similar effort to answer 

questionnaire regardless to time pressure which is in small organizations, 

presumed, to be higher. 

We were also interested if time needed to answer full questionnaire or 

each page was statistically significantly connected with some control variables 

(age, work experience, education) and if there exists some statistically 

significant differences in time based on gender of respondents. Firstly we 

wanted to know if there are some statistically significant differences between 

two types of organization on basis of chosen control variables. Analysis 

showed that respondents from both types of organizations seemed to be quite 

comparable due to chosen control variables. Due to ĐalĐulated PeaƌsoŶ͛s 
coefficients of correlation between times needed to answer full questionnaire 

or each page in questionnaire and previously mentioned control variables in 

both types of organizations some statistically significant correlations do exists. 

It is interesting that on one hand time needed to answer full questionnaire is in 

big organization statistically significantly and positively correlated with two of 

three control variables (age and work experience). On the other hand none 

statistically significant differences exists in case of small organizations. If we 

consider each page separately, we see that in total more statistically significant 

correlations exists in case of big type of organization (6 in big type and just 2 in 

small type of organization).  

Calculated t-test for identifying possible statistically significant 

differences in time needed to answer full questionnaire or each page in 

questionnaire regarding to gender of respondents in each type of organization 

showed some significant differences. In case of big organization male 

respondents in comparison to female respondents needed more time to 

answer 1st page ǁhiĐh Đoŵpƌised ;ďeside ƋuestioŶs aďout ƌespoŶdeŶt͛s 
demographics and about the factors of persuasion) some questions about self-

eǀaluatioŶ of ƌespoŶdeŶt͛s ŶoŶ-verbal communication. In small type of 

organization male respondents in comparison to female respondents needed 

more time to answer 2nd page about factors of movement and touch. Previous 
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researches about nonverbal communication showed, that in many cases man 

have more trouble excepting touch as appropriate way of communication than 

women. 

In case of presented two surveys we operated with limited number of 

paradata which showed to be potentially informative and useful although 

there are some limitations which will be noted in further. This goes hand in 

hand with examples of other authors who indicate that paradata seems to be 

very useful tool to evaluate several points in survey, survey data and survey 

process. As some authors say, more methodological research is required to 

identify the key paradata items to be collected and the best ways to use those 

(Nicolaas, 2011: 4). That is why the use of paradata is still in need for 

development. Many also argue that little is known about the quality of 

paradata and, consequently the usefulness of the data (Nicolaas, 2011: 17). 

There are also some dilemmas about problematic viewpoints of gathering and 

usage of paradata connected with confidentiality of respondent and also 

interviewer. In my opinion it has to be carefully identified where paradata 

opens real confidential and other ethical dilemmas and where it is simply too 

much emphasis giving to unreal threat.  

There exists some of limitations that we have to highlight. Samples in 

both surveys are rather small to make definite conclusions in some cases. 

Although reminder was just one it was sent in two waves (1/2 respondents in 

first wave, 2/2 in second), so there could be some differences between first 

and second wave which were not analyzed (even though every respondent was 

sent just one reminder). 

Data base for contacts of units invited to survey may not be updated 

completely (differences in number of employees, actual existence of 

organization due to economic crisis, accessibility of e-mail – not for all, ect.) 

due to one year interval for updating information, freedom of organizations to 

give some information, like e-mail ect.  
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It would be very useful to have more detailed paradata referring on 

each question of questionnaire. This could give more in-depth information 

about those questions which caused most difficulties for answering (e.g. Most 

time needed to answer, most corrections of initial answer ect.). But that 

assumes additional considerations mentioned in connection to the new Law on 

Electronic Communications in Slovenia excepted in 2013. 

Theoretical base is drawn down mainly from foreign sources so the 

question is whether the assumptions of foreign literature can be directly 

tested in (for discussed online survey) chosen environment (the study is 

limited to Croatian organizations). But on the other hand this is also one of the 

main contribution of this paper due to lack of researcher and paper on topic of 

data about data in survey research in non-English speaking environment (in 

our case Croatian). 

Although Couper (1998) originally coined the term paradata as a 

general notion for by-product process data which sticks to data about data 

(not just paradata) despite development of area, we could argue that in 

further researches of all types of data about data the set of data called now 

considered as by-products will decrease. Why? With further much needed 

research it will be more clear which concrete paradata are useful and 

appropriate for use in connection with what (with which product data or 

survey variables). That means it is needed better knowing which and where in 

terms of content paradata can be useful, so that they will be collected and 

treated intentionally not just as byproduct. For example, which paradata could 

be potentially useful in order to examine whether the observations in the case 

of sensitive issues really reflects respondents actual opinion or is it merely the 

result of answering on quickly and superficially read question without a clearly 

articulated views on the subject at which the question asks. With knowing the 

possiďle usefulŶess of ĐoŶĐƌete paƌadata the set of ͚ďǇ-pƌoduĐt paƌadata͛ ǁill 
be smaller. There will be only those paradata for which we will not know what 

their specific usable value and another important group of paradata, the one 

that will eventually be used to respond to the behavior of the respondent 
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when answering survey. For example paratada which will be used to 

encourage the respondent to participate till the end of questionnaire. If we 

draw a line, we can find necessary to conduct additional research on concrete 

applications of concrete paradata in connection to survey variables or primarily 

survey product data. Firmer link of paradata with content analysis is essential 

issue of testing the degree to which paradata are useful. Additional research is 

also needed to identify possible usefulness of paradata do activate and address 

some kind of motivational respond to the behavior of the respondent during 

participation in survey in light of problematic area of dropouts and decreasing 

response rates.  
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FIGURES AND TABLES 

Table 6 Time needed to answer full questionnaire or each page. 

    

Full 

questionnaire 1st page 2nd page 3rd page 4th page 5th page 6th page 

Type of 

organization Big Small Big Small Big Small Big Small Big Small Big Small Big Small 

N 62 79 62 79 62 79 62 79 62 79 62 79 62 79 

Estimated time 

(min) 

15,00 15,00 2,80 2,80 3,00 3,00 3,00 3,00 1,80 1,80 2,10 2,10 0,61 0,61 

Mean time needed 15,127

4 

15,746

6 

4,6207 4,3608 2,7065 2,8152 3,0696 2,6835 1,8167 1,4620 1,534

7 

2,5443 1,3793 1,8808 

Std. Error of Mean ,87565 ,76659 ,42282 ,21315 ,29536 ,14712 ,49509 ,16522 ,21264 ,11368 ,0895

6 

,43613 ,15210 ,31882 

Median 13,408

3 

14,583

3 

3,5333 3,8000 2,2250 2,5833 2,5167 2,3000 1,1750 1,2500 1,400

0 

1,5333 ,9083 ,9167 

Mode 12,93
a
 16,37 2,65

a
 2,20

a
 2,23 2,40

a
 1,58 1,62 ,85 1,48 1,13

a
 1,32

a
 ,63 ,67 

Std. Deviation 6,8948

8 

6,8136

3 

3,3292

9 

1,8945

2 

2,3256

7 

1,3076

6 

3,8983

5 

1,4685

0 

1,6743

0 

1,0104

0 

,7051

9 

3,8764

2 

1,1976

4 

2,8337

4 

Variance 47,539 46,426 11,084 3,589 5,409 1,710 15,197 2,156 2,803 1,021 ,497 15,027 1,434 8,030 

Skewness 1,923 1,152 2,880 1,262 5,531 1,668 6,808 1,499 2,585 2,718 2,385 4,438 1,704 2,806 
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Std. Error of 

Skewness 

,304 ,271 ,304 ,271 ,304 ,271 ,304 ,271 ,304 ,271 ,304 ,271 ,304 ,271 

Kurtosis 4,551 1,379 9,573 1,911 36,746 5,317 50,397 2,091 7,108 9,279 7,847 21,123 2,190 7,013 

Std. Error of 

Kurtosis 

,599 ,535 ,599 ,535 ,599 ,535 ,599 ,535 ,599 ,535 ,599 ,535 ,599 ,535 

Minimum 6,13 5,65 1,32 1,68 ,82 ,70 1,12 ,15 ,43 ,32 ,47 ,07 ,30 ,05 

Maximum 42,55 39,13 18,97 11,35 18,62 8,97 31,82 7,73 9,15 6,12 4,45 25,37 5,25 12,70 

a. Multiple modes exist. The smallest value is 

shown 
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