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Flexible job shop scheduling using zero‐suppressed binary 
decision diagrams 

Meolic, R.a, Brezočnik, Z.a,* 
aUniversity of Maribor, Faculty of Electrical Engineering and Computer Science, Maribor, Slovenia 

A B S T R A C T A R T I C L E   I N F O	

A	 flexible	 job	 shop	 scheduling	 problem	 (FJSP)	 is	 a	 widely	 studied	 NP‐hard	
combinatorial	problem.	Its	goal	is	to	optimise	the	production	plans	for	simul‐
taneously	produced	parts,	where	each	part	production	consists	of	 executing	
various	 operations.	 Each	 operation	 can	 be	 executed	 on	 several,	 or	 even	 all,
available	machines.	 A	 distinctive	 subproblem	of	 FJSP	 is	 the	 identification	 of	
feasible	solutions.	A	feasible	solution	is	an	allocation	plan	(i.e.	assignment	of	a	
machine	to	a	particular	operation	of	a	part	to	be	produced)	yielding	an	execu‐
tion	 schedule	 satisfying	 the	 given	 resource	 constraints.	 FJSP	 is	 applied
primarily	 in	manufacturing	 systems,	 but	 it	 can	be	used	 to	optimise	 Internet	
traffic,	cloud	computing,	and	other	resource	scheduling	problems	as	well.	So	
far,	 the	exact	methods	 for	 solving	FJSP	have	not	been	considered	attractive,	
since	 they	 seemed	 incapable	 of	 coping	 with	 real‐size	 problems.	 This	 paper	
proposes	a	novel	exact	approach	to	solving	FJSP	which	can	find	and	count	out	
all	schedules	of	relatively	large	systems.	The	approach	is	successful	due	to	the	
power	 of	 a	 special	 data	 structure	 called	 zero‐suppressed	 binary	 decision	
diagrams	 to	 represent	 and	 manipulate	 the	 set	 of	 all	 feasible	 solutions	 effi‐
ciently.	All	the	algorithms	are	implemented	and	tested	by	using	our	free	Bina‐
ry	Decision	Diagram	package	called	Biddy.	

©	2018	CPE,	University	of	Maribor.	All	rights	reserved.	
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1. Introduction

Manufacturing	sites	have	 to	plan	 their	production	 to	ensure	 the	profitability	of	manufacturing	
products,	 resource	 utilization,	 and	 product	 delivery	 time.	 Production	 planning	 involves	many	
attributes	that	can	be	categorised	into	different	domains	[1,	2].	Process	planning	and	scheduling	
are	 the	 two	most	essential	 tasks	 in	 a	manufacturing	 company	 [3].	From	 the	 computer	 science	
perspective,	 they	 are	 formulated	 together	 as	 a	 job	 shop	 scheduling	 problem.	 The	 job	 shop	
scheduling	problem	is	about	the	optimization	of	the	production	of	several	parts	which	are	pro‐
duced	simultaneously.	Each	part	can	be	produced	by	one	or	more	sequences	of	operations.	Op‐
erations	are	executed	using	a	given	set	of	machines.	 In	a	 flexible	 job	shop	scheduling	problem	
(FJSP),	all	machines	can	perform	all	operations	(total	flexibility),	or	each	machine	can	execute	a	
subset	of	operations	(partial	flexibility).	The	processing	time	for	operations	varies	on	different	
machines.	The	following	assumptions	are	also	very	common:	parts	are	produced	independently	
of	 each	other,	 sequences	of	 operations	and	processing	 times	are	 fixed	 and	known	 in	 advance,	
setup	 time	 and	 transport	 time	 are	 either	 negligible,	 or	 included	 in	 the	 processing	 time,	 all	
machines	are	available	all	the	time,	the	operation	execution	cannot	be	interrupted.	
	 Methods	 for	 FJSP	 can	 be	 categorised	 either	 as	 exact	 or	 approximation.	 Exact	methods	 can	
obtain	an	exact	optimal	 solution.	However,	 they	do	not	 scale	well	 for	 solving	 large	FJSP	prob‐

http://apem-journal.org/Archives/2018/VOL13-ISSUE04.html
http://apem-journal.org/
http://apem-journal.org/
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lems.	Therefore,	most	of	the	approaches	to	FJSP	resort	to	approximation	methods	such	as	genet‐
ic	and	evolutionary	algorithms.	Such	methods	can	solve	 large‐scale	problems,	but	may	 lack	ei‐
ther	 local	 or	 global	 search	ability.	Our	method	of	 process	planning	and	 scheduling	 is	 oriented	
towards	 the	generation	of	 the	exact	solution,	and	 is	based	on	 the	efficient	 realization	of	unate	
cube	set	algebra	with	Zero‐suppressed	Binary	Decision	Diagrams	(ZBDDs)	[4,	5].	The	previous	
work	that	has	influenced	the	proposed	method	the	most	are	[1]	and	[6].	Takahashi	et	al.	[1]	used	
ZBDDs	to	represent	solution	candidates	that	satisfy	the	constraints	in	process	planning.	Jensen	
et	al.	[6]	implemented	the	task	graph	scheduling	problem	with	uniform	processors	and	arbitrary	
task	execution	 times	as	 a	 state	 space	exploration	problem,	 and	 solved	 it	with	Binary	Decision	
Diagrams	(BDDs)	[7],	but	they	did	not	use	the	unate	cube	set	algebra	and	ZBDDs.	
	 The	remainder	of	this	paper	has	the	following	structure.	The	framework	for	FJSP	is	specified	
in	 Section	 2.	 Generating	 of	 feasible	 solutions	 is	 discussed	 in	 Section	 3.	 The	 novel	 scheduling	
algorithm	 is	 introduced	 in	 Section	 4.	 Section	 5	 gives	 the	 necessary	 background	 on	 ZBDDs,	
operations	 in	 unate	 cube	 set	 algebra,	 and	 gives	 complete	 algorithms	 for	 feasible	 solutions’	
generation	and	scheduling.	Results	of	experimental	studies	are	reported	in	Section	6.	Section	7	
describes	the	conclusions	and	challenges	of	future	work.	

2. Specification of a FJSP test case 

For	 specifying	 the	 framework	 for	 FJSP	we	 use	 the	 approach	 from	 [1].	 The	 factory	 production	
programme	that	will	be	observed	in	this	paper	is	given	in	Fig.	1.	It	contains	eight	different	parts,	
denoted	as	 ௦ܲ,	 ݏ ൌ 1, …,	8.	Each	part	 can	be	produced	 in	 several	different	ways,	 called	process	
sequences.	An	operation	type	ܱ௪	is	performed	at	each	step	of	a	process	sequence.	The	number	of	
operations	is	15.	The	order	of	operations	within	a	process	sequence	is	important.	Operations	are	
denoted	with	 squared	 nodes,	 and	 the	 precedence	 relation	 between	 the	 nodes	with	 an	 arrow.	
Moreover,	 the	 graphical	 representation	 includes	 two	 types	 of	 brackets.	 The	 vertical	 bars	 »||«	
enclosing	nodes	 indicate	alternative	sequences	of	 the	enclosed	nodes,	and	the	square	brackets	
»[]«	mean	the	arbitrary	order	of	the	bracketed	nodes.	For	example,	in	the	manufacturing	of	 ଵܲ,	
there	 are	 three	 selectable	 alternative	 process	 sequences:	 ଵܱ → ܱଶ → ܱଷ,	 ܱଷ → ܱହ → ସܱ,	 or	
ܱଷ → ଵܱ → ସܱ.	On	the	other	hand,	 for	example,	any	process	sequence	 in	 ଷܲ	begins	with	 ସܱ	 fol‐
lowed	by	ܱ଻	or	with	ܱ଻	 followed	by	 ସܱ.	Thus,	 the	process	sequences	 for	 ଷܲ	are	 ସܱ → ܱ଻ → ଼ܱ,	
ସܱ → ܱ଻ → ܱଽ,	 ܱ଻ → ସܱ → ଼ܱ,	 or	 ܱ଻ → ସܱ → ܱଽ.	 Finding	 process	 sequences	 for	 other	 parts	 is	
straightforward.	
	

	 	
	

Fig.	1	Process	sequences	for	a	factory	producing	eight	parts		
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In	the	factory,	the	production	of	parts	is	performed	by	a	set	of	machine	instances	of	different	
machine	types	ܯ௜, ݅ ൌ 1,… , 8.	Each	machine	type	has	a	given	number	of	instances	with	the	same	
performance.	Table	1	shows	information	on	the	available	machine	types,	operations,	number	of	
machine	instances	of	each	machine	type,	and	the	processing	time	for	operation	ܱ௪	on	machine	
type	ܯ௜.	For	example,	 ଵܱcan	be	processed	on	an	instance	of	the	machine	type	ܯଵ,	ܯଶ,	or	ܯ଻.	The	
processing	time	of	 ଵܱ	on	the	machine	type	ܯଵ,	ܯଶ,	or	ܯ଻	is	6,	5,	or	3	time	units,	respectively.	All	
the	values	in	Table	1	are	taken	from	[2].	

A	set	of	machine	instances	installed	in	a	factory	is	called	the	factory	configuration.	We	assume	
that	the	maximum	number	of	installable	machine	instances	in	the	factory	is	equal	to	or	less	than	
the	 factor	 capacity.	 For	 example,	 if	 the	 factory	 capacity	 is	 3,	 then	 the	 set	 of	 valid	 factory	
configurations	includes	the	following	ones:	one	instance	of	ܯଵ,ܯଶ,	and	ܯଷ,	two	instances	of	ܯଵ	
and	one	instance	of	ܯଶ	and	also	one	instance	of	ܯଶ	and	one	instance	of	ܯଷ	as	well,	because	the	
number	of	installed	machines	can	be	smaller	than	the	factory	capacity.	
	

Table	1	Information	on	operations,	machine	types,	number	of	machine	type	instances,	and	processing	time		

	 Operations
Machine	type	
(#instances)	 ଵܱ	 ܱଶ	 ܱଷ	 ସܱ	 ܱହ	 ܱ଺	 ܱ଻	 ଼ܱ	 ܱଽ	 ଵܱ଴	 ଵܱଵ	 ଵܱଶ	 ଵܱଷ	 ଵܱସ	 ଵܱହ	

(3)	1ܯ 6	 ‐ ‐	 6	 9 ‐ 2 ‐ ‐ ‐ ‐ ‐	 3	 ‐	 ‐
(1)	2ܯ 5	 8 ‐	 ‐	 ‐ 5 4 ‐ ‐ ‐ ‐ 4	 ‐	 ‐	 ‐
(1)	3ܯ ‐	 ‐ 10	 ‐	 8 ‐ ‐ 6 ‐ ‐ 8 ‐	 ‐	 ‐	 ‐
(2)	4ܯ ‐	 ‐ 8	 4	 ‐ 6 ‐ ‐ 3 ‐ ‐ ‐	 ‐	 10	 ‐
(1)	5ܯ ‐	 ‐ ‐	 ‐	 7 5 ‐ ‐ ‐ ‐ 5 ‐	 ‐	 ‐	 8
(1)	6ܯ ‐	 4 ‐	 ‐	 ‐ ‐ 1 ‐ ‐ 5 ‐ 2	 2	 ‐	 ‐
(2)	7ܯ 3	 ‐ ‐	 ‐	 ‐ ‐ ‐ ‐ ‐ 2 ‐ 1	 ‐	 ‐	 12
(1)	8ܯ ‐	 ‐ ‐	 ‐	 ‐ ‐ ‐ ‐ 5 ‐ 3 ‐	 4	 14	 ‐

3. Generating feasible solutions for process and resource planning with limits 

A	 feasible	 solution	 is	 a	 combination	 of	 process	 sequences,	 machine	 types,	 and	 valid	 factory	
configuration	which	can	be	used	to	produce	all	required	parts.	For	example,	if	a	factory	produces		
only	part	 ଵܲ	and	 factory	capacity	 is	3,	 then	one	of	 the	 feasible	 solutions	 is	a	process	sequence	
ܱଷ → ଵܱ → ସܱ,	combined	with	the	 information	that	 two	 instances	of	machine	type	ܯଵ	and	one	
instance	of	machine	type	ܯଷ	are	 installed,	and	operation	ܱଷ	 is	processed	on	the	machine	type	
	operation	ଷ,ܯ ଵܱ	is	processed	on	the	first	instance	of	the	machine	type	ܯଵ,	and	operation	 ସܱ	is	
processed	on	the	second	instance	of	the	machine	type	ܯଵ.	Another	feasible	solution	is	a	similar	
one,	 where	 both	 ଵܱ	 and	 ସܱ	 are	 processed	 in	 the	 first	 instance	 of	 the	 machine	 type	 	.ଵܯ It	 is	
expected	that	the	first	mentioned	feasible	solution	would	be	preferred,	due	to	the	fact	that	the	
part	will	be	completed	earlier,	since	operations	ܱଵ	and	 ସܱ	can	be	carried	out	in	parallel.	

3.1 Encoding the process planning problem with unate cube set algebra 

Unate	cube	set	algebra	is	a	mathematical	theory	about	manipulation	of	combination	sets	[4,	5].	
For	the	given	universal	set	of	elements,	a	combination	set	(or	a	cube	set)	is	a	set	of	its	subsets	also	
called	cubes.	For	example,	if	the	universal	set	is	{a,b,c,d},	then	some	of	the	possible	combination	
sets	are	{},	{{}},	{{a},{b,d}},	and	{{},{b,c},{b,c,d}}.	The	first	one	from	this	list	is	an	empty	set.	The	
second	one,	which	consists	of	the	empty	cube	only,	is	called	a	base	set	(in	some	publications	it	is	
called	a	unit	set).	We	shorten	 the	notation	of	 combination	sets	 such	 that	 {{},{a},{b,c},{b,c,d}}	 is	
written	as	{1;a;bc;bcd}.	
	 In	encoding	the	process	planning	problem,	the	elements	of	a	universal	set	are	as	follows:	

 one	ܱ௪,௥௦ 	element	(called	the	ܱ‐variable)	for	each	possible	combination	of	values	ݏ, 	ݎ	and	ݓ
denoting	operation	ܱ௪,	performed	on	the	r‐th	place	of	a	process	sequence	for	part	 ௦ܲ.		

 one	ܯ ௜ܺ,௝	element	(called	the	ܺܯ‐variable)	for	each	possible	combination	of	values	݅	and	݆,	
denoting	an	instance	݆	for	machine	type	ܯ௜.	
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 one	ܯ௜
௦,௪,௥	element	(called	the	ܯ‐variable)	for	each	possible	combination	of	values		ݏ, ,ݓ 	ݎ

and	i,	denoting	a	machine	type	ܯ௜	for	operation	ܱ௪,	performed	on	the	r‐th	place	of	a	pro‐
cess	sequence	for	part	 ௦ܲ.	

	 For	compatibility	with	[1]	and	[2],	from	now	on,	we	write	ܺܯ‐variables	without	the	letter	X.	
Thus,	ܯ‐variables	and	ܺܯ‐variables	differ	only	in	the	number	of	indices;	the	former	ones	have	4	
and	the	latter	2	indices,	respectively.	

3.2 Algorithms for process and resource planning 

There	 are	 several	 algorithms	 involved	 in	 the	 calculation	 of	 feasible	 solutions	 for	 process	 and	
resource	 planning,	 which	 are	 applied	 consecutively.	 To	 illustrate	 the	 ideas	 of	 the	 algorithms	
involved,	we	use	a	manageable	small	example,	consisting	only	of	part	 ଷܲ	from	Fig.	1	and	machine	
types	ܯଵ,	ܯଶ,	and	ܯଷ	from	Table	1.	For	the	sake	of	simplicity,	let	us	set	the	factory	capacity	to	3.	
	 The	calculation	starts	by	generating	all	possible	process	sequences	 for	 the	production	of	 ଷܲ.	
Process	 sequences	 are	 encoded	 with	 cubes.	 According	 to	 the	 semantics	 of	 the	 graphical	
representation	explained	in	Subsection	2.1,	part	 ଷܲ	is	described	with	a	set	ܺଷ	consisting	of	four	
cubes:	

ܺଷ ൌ ሼ ସܱ,ଵ
ଷ ܱ଻,ଶ

ଷ ଼ܱ,ଷ
ଷ ; ସܱ,ଵ

ଷ ܱ଻,ଶ
ଷ ܱଽ,ଷ

ଷ ; ܱ଻,ଵ
ଷ

ସܱ,ଶ
ଷ ଼ܱ,ଷ

ଷ ; ܱ଻,ଵ
ଷ

ସܱ,ଶ
ଷ ܱଽ,ଷ

ଷ ሽ  (1)	

	 In	 the	 second	 step,	 a	 process	plan	 is	 generated	 for	 each	part.	A	process	 plan	 is	 a	 set	 of	 all	
possible	process	sequences,	extended	with	the	information	about	the	suitable	machine	types	for	
processing	each	operation.	Because	there	are	many	possibilities	to	complete	an	operation	(e.g.,	
operation	ܱ଻	 can	be	 completed	either	on	machine	 type	ܯଵ	or	ܯଶ),	we	get	more	combinations	
than	after	the	initial	step.	For	our	simple	example,	we	get	four	combinations:	

ܺଷ ൌ ቊ ସܱ,ଵ
ଷ ଵܯ

ଷ,ସ,ଵܱ଻,ଶ
ଷ ଵܯ

ଷ,଻,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷ; ସܱ,ଵ
ଷ ଵܯ

ଷ,ସ,ଵܱ଻,ଶ
ଷ ଶܯ

ଷ,଻,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷ;

ܱ଻,ଵ
ଷ ଵܯ

ଷ,଻,ଵ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷ; ܱ଻,ଵ
ଷ ଶܯ

ଷ,଻,ଵ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷ ቋ  (2)

	 Please	note	that	by	assigning	machine	types	to	the	process	sequences,	we	also	cut	sequences	
that	are	not	realisable.	For	example,	operation	ܱଽ	is	not	used	in	any	cube	because	it	cannot	be	
completed	using	the	available	set	of	machine	types.		
	 The	third	step	is	the	construction	of	a	comprehensive	process	plan	ܺ	by	computing	a	Cartesian	
product	of	all	parts’	process	plans	under	the	assumption	that	parts	can	be	produced	in	parallel.	
They	are	not	completely	 independent	of	each	other,	because	 they	share	 the	available	machine	
types.	However,	 in	our	small	example,	which	 illustrates	 the	step‐by‐step	evolving	of	 the	set	of	
feasible	solutions,	the	factory	produces	only	one	part,	therefore,	the	comprehensive	process	plan	
is	the	same	as	the	obtained	process	plan	in	the	previous	step	(ܺ ൌ ܺଷ).	In	general,	the	number	of	
cubes	in	the	comprehensive	process	plan	is	a	product	of	cube	numbers	of	all	the	produced	parts.	
	 In	the	 fourth	step,	a	set	of	ܺܯ‐variables	 is	added	to	each	cube.	The	resulting	set	of	 feasible	
solutions	 is	 called	 a	 process	 and	 resource	 plan.	 All	 possible	 factory	 configurations	 should	 be	
considered	up	to	three	installed	machine	type	instances.	A	process	and	resource	plan	is	a	huge	
set	for	any	non‐trivial	problem.	For	our	small	example,	we	get	a	set	of	12	cubes:	

ܺ ൌ

ە
ۖ
ۖ
۔

ۖ
ۖ
ۓ ସܱ,ଵ

ଷ ଵܯ
ଷ,ସ,ଵܱ଻,ଶ

ଷ ଵܯ
ଷ,଻,ଶ଼ܱ,ଷ

ଷ ଷܯ
ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܯଵ,ଶܯଵ,ଷ; ସܱ,ଵ

ଷ ଵܯ
ଷ,ସ,ଵܱ଻,ଶ

ଷ ଵܯ
ଷ,଻,ଶ଼ܱ,ଷ

ଷ ଷܯ
ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܯଵ,ଶ;

ସܱ,ଵ
ଷ ଵܯ

ଷ,ସ,ଵܱ଻,ଶ
ଷ ଵܯ

ଷ,଻,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵ; ସܱ,ଵ
ଷ ଵܯ

ଷ,ସ,ଵܱ଻,ଶ
ଷ ଶܯ

ଷ,଻,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଶ,ଵܯଷ,ଵܯଵ,ଶܯଵ,ଷ;

ସܱ,ଵ
ଷ ଵܯ

ଷ,ସ,ଵܱ଻,ଶ
ଷ ଶܯ

ଷ,଻,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଶ,ଵܯଷ,ଵܯଵ,ଶ; ସܱ,ଵ
ଷ ଵܯ

ଷ,ସ,ଵܱ଻,ଶ
ଷ ଶܯ

ଷ,଻,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଶ,ଵܯଷ,ଵ;

ܱ଻,ଵ
ଷ ଵܯ

ଷ,଻,ଵ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܯଵ,ଶܯଵ,ଷ; ܱ଻,ଵ
ଷ ଵܯ

ଷ,଻,ଵ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܯଵ,ଶ;

ܱ଻,ଵ
ଷ ଵܯ

ଷ,଻,ଵ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵ; ܱ଻,ଵ
ଷ ଶܯ

ଷ,଻,ଵ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଶ,ଵܯଷ,ଵܯଵ,ଶܯଵ,ଷ;

ܱ଻,ଵ
ଷ ଶܯ

ଷ,଻,ଵ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଶ,ଵܯଷ,ଵܯଵ,ଶ; ܱ଻,ଵ
ଷ ଶܯ

ଷ,଻,ଵ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଶ,ଵܯଷ,ଵ ۙ
ۖ
ۖ
ۘ

ۖ
ۖ
ۗ

	 (3)

	 	 In	 the	 presented	 result	we	 have	 taken	 into	 account	 the	 fact	 that	 configurations	 of	 the	
same	length	consisting	of	the	same	machine	types	(e.g.	൛ܯଵ,ଵ,ܯଵ,ଶൟ, ሼܯଵ,ଵ,ܯଵ,ଷሽ,	and	ሼܯଵ,ଶ,ܯଵ,ଷሽ),	
yield	symmetric	results	and,	thus,	it	is	enough	to	keep	only	one	of	them.	We	keep	a	configuration	
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consisting	of	variables	that	are	declared	earlier	(in	this	case	൛ܯଵ,ଵ,ܯଵ,ଶൟ),	and	remove	the	others.	
A	less	effective	approach	is	used	in	[1]	and	[2].	There,	the	authors	first	generate	a	process	and	
resource	 plan	 without	 considering	 the	 mentioned	 redundancy,	 and	 then	 have	 to	 restrict	 the	
result	by	an	extra	algorithm.	
	 In	 the	 last	 step,	 the	 result	 is	 limited	 to	 the	 factory	 capacity.	 Only	 six	 cubes	 meet	 the	
requirement	that	the	maximum	number	of	the	installed	machine	types	instances	in	the	factory	is	
three.	This	last	step	gives	us	the	set	of	all	feasible	solutions:	

ܺ ൌ ൞
ସܱ,ଵ
ଷ ଵܯ

ଷ,ସ,ଵܱ଻,ଶ
ଷ ଵܯ

ଷ,଻,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܯଵ,ଶ; ସܱ,ଵ
ଷ ଵܯ

ଷ,ସ,ଵܱ଻,ଶ
ଷ ଵܯ

ଷ,଻,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵ;

ସܱ,ଵ
ଷ ଵܯ

ଷ,ସ,ଵܱ଻,ଶ
ଷ ଶܯ

ଷ,଻,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଶ,ଵܯଷ,ଵ; ܱ଻,ଵ
ଷ ଵܯ

ଷ,଻,ଵ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܯଵ,ଶ;

ܱ଻,ଵ
ଷ ଵܯ

ଷ,଻,ଵ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵ; ܱ଻,ଵ
ଷ ଶܯ

ଷ,଻,ଵ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଶ,ଵܯଷ,ଵ

ൢ	 (4)

4. Job shop scheduling algorithm  

In	general,	the	job	shop	scheduling	problem	consists	of	two	subproblems:	determining	the	best	
feasible	solution,	and	determining	the	best	schedule	for	this	solution.	After	creating	the	set	of	all	
feasible	solutions,	we	solve	these	subproblems	jointly.	The	state	space	is	examined	step	by	step	
until	we	 find	 the	 first	 set	 of	 feasible	 solutions	 (containing	 either	 one	 single	 solution	 or	more	
solutions)	 that	 completes	 the	 production	 of	 all	 parts.	 Alternatively,	 the	 computation	 may	
continue	until	all	feasible	solutions	are	examined.	
	 The	straightforward	criterion	for	job	shop	scheduling	is	the	amount	of	time,	called	makespan,	
needed	to	produce	all	parts.	Other	criteria	can	be	observed	as	well,	such	as	the	total	workload	
(the	sum	of	working	times	of	all	machines),	and	the	workload	of	the	critical	machine	(the	work‐
ing	time	of	the	most	loaded	machine).	

4.1 Extending the universal set 

The	 proposed	 scheduling	 algorithm	 is	 an	 extension	 of	 the	 approach	 to	 generate	 feasible	
solutions.	A	similar	scheduling	algorithm	was	introduced	in	[6],	but	it	is	not	based	on	unate	cube	
set	algebra.	
	 For	scheduling,	we	extend	the	universal	set	with	the	following	elements:	

 one	ܹ௦,௥	element	(called	the	ܹ‐variable)	for	each	possible	combination	of	values	ݏ	and	ݎ,	
denoting	that	processing	of	the	part	type	 ௦ܲ	is	waiting	to	start	the	ݎ‐th	operation,	

 one	ܴ௦,௥	element	(called	the	ܴ‐variable)	 for	each	possible	combination	of	values	ݏ	and	ݎ,	
denoting	that	production	of	the	part	type	 ௦ܲ	is	running	the	ݎ‐th	operation,	

 one	ܤ௜,௝	 element	 (called	 the	ܤ‐variable)	 for	each	possible	 combination	of	 values	 ݅	 and	 ݆,	
denoting	that	the	݆‐th	instance	of	machine	type	ܯ௜	is	busy,	

 several	 ௡ܶ
௦	elements	(called	ܶ‐variables)	for	each	possible	combination	of	values	ݏ	and	݊,	

denoting	that	processing	of	the	part	type	 ௦ܲ	needs	݊	time	units	to	complete,	
 one	 ௜ܵ,௝

௦,௥	element	(called	the	ܵ‐variable)	for	each	possible	combination	of	values	ݏ, ,ݎ ݅,	and	
݆,	denoting	that	the	ݎ‐th	operation	of	a	process	sequence	of	the	part	type	 ௦ܲ	is	scheduled	to	
a	݆‐th	instance	of	machine	type	ܯ௜,	

 one	 	௡ܵܨ element	 (called	 the	 	ܵܨ variable)	 for	 each	 possible	 value	 of	 ݊,	 denoting	 that	 ݊	
different	machines	type	instances	(not	݊	different	machines	types)	are	needed,	and	

 some	 ௧ܩ
௦,௥	 elements	 (called	 	ܩ variables),	 denoting	 that	 the	 	th‐ݎ operation	 of	 a	 process	

sequence	of	the	part	type	 ௦ܲ	started	after	ݐ	time	units	from	the	beginning	of	the	scheduling.		

4.2 Scheduling algorithm 

Let	 us	 continue	 the	 example	 from	 Subsection	 3.2,	 where	 six	 feasible	 solutions	 were	 found.	
Before	 the	 scheduling	 begins,	 the	 initialization	 is	 carried	 out.	 It	 transforms	 the	 set	 of	 feasible	
solutions	into	a	working	set	of	cubes	in	the	following	way:	
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1. The	size	of	factory	configuration	is	added	to	each	cube	by	appending	the	appropriate	ܵܨ‐
variable.	 These	 variables	 help	 sorting	 the	 obtained	 solutions	 at	 the	 end,	 and	 also	make	
scheduling	algorithm	more	efficient.		

2. Each	part	is	marked	with	“waiting	to	start	the	first	operation”	by	adding	the	appropriate	
ܹ‐variable.	

	

	 In	our	 small	 example	 that	 illustrates	 the	production	of	 a	 single	part	 ଷܲ,	 all	 cubes	 require	 a	
factory	 with	 either	 two	 or	 three	 machine	 instances.	 The	 working	 set	 of	 cubes	 ܺ	 is	 obtained	
immediately	after	the	initialization	by	transforming	the	set	of	feasible	solution	(Eq.	4):	

ܺ ൌ

ە
ۖ
ۖ
۔

ۖ
ۖ
ܹۓ

ଷ,ଵ
ସܱ,ଵ
ଷ ଵܯ

ଷ,ସ,ଵܱ଻,ଶ
ଷ ଵܯ

ଷ,଻,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܯଵ,ଶܵܨଷ;

ܹଷ,ଵ
ସܱ,ଵ
ଷ ଵܯ

ଷ,ସ,ଵܱ଻,ଶ
ଷ ଵܯ

ଷ,଻,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܵܨଶ;

ܹଷ,ଵ
ସܱ,ଵ
ଷ ଵܯ

ଷ,ସ,ଵܱ଻,ଶ
ଷ ଶܯ

ଷ,଻,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଶ,ଵܯଷ,ଵܵܨଷ;

ܹଷ,ଵܱ଻,ଵ
ଷ ଵܯ

ଷ,଻,ଵ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܯଵ,ଶܵܨଷ;

ܹଷ,ଵܱ଻,ଵ
ଷ ଵܯ

ଷ,଻,ଵ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܵܨଶ;

ܹଷ,ଵܱ଻,ଵ
ଷ ଶܯ

ଷ,଻,ଵ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଶ,ଵܯଷ,ଵܵܨଷ ۙ
ۖ
ۖ
ۘ

ۖ
ۖ
ۗ

	 (5)

	 Scheduling	 consists	 of	 three	 phases.	 In	 the	 first	 phase,	 every	 cube	 in	 the	 working	 set	 is	
checked	whether	it	includes	a	part	waiting	to	start	the	next	operation.	If	such	a	part	exists,	then	
it	is	scheduled	for	all	appropriate	free	machine	instances.	Indeed,	if	there	is	more	than	one	such	
instance,	 the	 number	 of	 cubes	 in	 the	 working	 set	 is	 increased.	 All	 of	 the	 waiting	 parts	 are	
scheduled	simultaneously.	All	parts	that	can	be	scheduled	are	scheduled	(see	Subsection	5.4	for	
notes	about	omitting	this	requirement).	In	any	case,	two	parts	cannot	both	be	scheduled	to	the	
same	machine	instance.	More	formally,	the	transformation	is	described	by	Rule	TR1.	
	

Rule	TR1:	 If	a	cube	includes	ܹ௦,௥,	ܯ௜
௦,௪,௥,	ܯ௜,௝,	and	does	not	include	ܴ௦,௥	and	ܤ௜,௝,	then	remove	

௜ܯ
௦,௪,௥and	ܹ௦,௥	and	add	ܴ௦,௥,	ܤ௜,௝,	 ௜ܵ,௝

௦,௥,	 ௡ܶ
௦,	and	ܩ௧

௦,௥,	where	݊	is	the	number	of	time	units	needed	
to	 complete	 operation	 ܱ௪	 on	 machine	 type	 	,௜ܯ and	 	ݐ is	 the	 number	 of	 time	 units	 from	 the	
beginning	of	the	scheduling	(determined	by	the	number	of	repetitions	of	a	scheduling	loop).	
	

	 Rule	TR1	is	applied	maximally,	i.e.	each	cube	is	transformed	in	the	form	for	which	the	rule	is	
no	longer	applicable.	To	get	rid	of	different	but	equally	efficient	solutions	if	more	instances	of	the	
same	machine	 type	 are	 free,	we	 create	 only	 a	 cube	where	 the	 operation	 is	 scheduled	 for	 the	
instance	 with	 the	 smallest	 index	 ݆.	We	 get	 the	 following	 working	 set	 of	 cubes	 (variables	 are	
ordered	using	the	ordering	that	turns	out	to	be	the	most	efficient	for	the	ZBDD	representation,	
as	explained	in	Subsection	5.6):	

ܺ ൌ

ە
ۖ
ۖ
۔

ۖ
ۖ
଴ܩۓ

ଷ,ଵܤଵ,ଵ ଶܶ
ଷܴଷ,ଵ ଵܵ,ଵ

ଷ,ଵܱ଻,ଵ
ଷ

ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܯଵ,ଶܵܨଷ;

଴ܩ
ଷ,ଵܤଵ,ଵ ଶܶ

ଷܴଷ,ଵ ଵܵ,ଵ
ଷ,ଵܱ଻,ଵ

ଷ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܵܨଶ;

଴ܩ
ଷ,ଵܤଵ,ଵ ଺ܶ

ଷܴଷ,ଵ ଵܵ,ଵ
ଷ,ଵ

ସܱ,ଵ
ଷ ܱ଻,ଶ

ଷ ଵܯ
ଷ,଻,ଶ଼ܱ,ଷ

ଷ ଷܯ
ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܯଵ,ଶܵܨଷ;

଴ܩ
ଷ,ଵܤଵ,ଵ ଺ܶ

ଷܴଷ,ଵ ଵܵ,ଵ
ଷ,ଵ

ସܱ,ଵ
ଷ ܱ଻,ଶ

ଷ ଵܯ
ଷ,଻,ଶ଼ܱ,ଷ

ଷ ଷܯ
ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܵܨଶ;

଴ܩ
ଷ,ଵܤଵ,ଵ ଺ܶ

ଷܴଷ,ଵ ଵܵ,ଵ
ଷ,ଵ

ସܱ,ଵ
ଷ ܱ଻,ଶ

ଷ ଶܯ
ଷ,଻,ଶ଼ܱ,ଷ

ଷ ଷܯ
ଷ,଼,ଷܯଵ,ଵܯଶ,ଵܯଷ,ଵܵܨଷ;

଴ܩ
ଷ,ଵܤଶ,ଵ ସܶ

ଷܴଷ,ଵܵଶ,ଵ
ଷ,ଵܱ଻,ଵ

ଷ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଶ,ଵܯଷ,ଵܵܨଷۙ
ۖ
ۖ
ۘ

ۖ
ۖ
ۗ

	 (6)

	 As	 said	 above,	we	 decided	 to	 explain	 the	 scheduling	 algorithm	 for	 a	 small	 example	with	 a	
single	part	 ଷܲ	 to	 keep	 the	number	 of	 cubes	 in	 the	 evolving	working	 sets	 as	 small	 as	possible.	
Therefore,	 only	 one	 operation	 (the	 first	 one	 in	 each	 process	 sequence)	 is	 scheduled	 in	 every	
cube	of	Eq.	6.	In	general,	if	the	factory	produces	several	different	part	types,	many	operations	are	
scheduled	simultaneously.	
	 In	the	second	scheduling	phase,	each	cube	in	the	working	set	is	checked	whether	it	includes	
an	 active	part.	 If	 such	 a	part	 exists,	 its	 “time	 to	 finish”	 is	decreased	by	one.	This	procedure	 is	
realised	by	adapting	all	ܶ‐variables	and	can	be	described	formally	by	Rule	TR2.	
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Rule	TR2:	If	the	cube	includes	 ௡ܶ௦	and	݊ ൐ 0,	then	remove	 ௡ܶ௦	and	add	 ௡ܶିଵ
௦ .	

	 As	before,	the	rule	is	applied	maximally.	For	our	example,	the	result	of	the	second	scheduling	
phase	is	the	same	as	given	before,	only	all	variables	 ௡ܶଷ	are	replaced	with	variables	 ௡ܶିଵ

ଷ .	
	 In	the	third	scheduling	phase,	every	cube	in	the	working	set	is	checked	whether	it	includes	a	
part	 that	 has	 completed	 the	 operation.	 If	 such	 a	 part	 exists,	 the	 busy	 machine	 instance	 is	
released,	and	the	part	is	moved	forward	into	the	“waiting	to	start	the	next	operation”	state.	This	
procedure	is	expressed	formally	by	Rule	TR3:	
	

Rule	TR3:	If	the	cube	includes	ܴ௦,௥,	 ௜ܵ,௝
௦,௥,	and	 ଴ܶ

௦,	then	remove	ܴ௦,௥,	 ଴ܶ
௦,	and	ܤ௜,௝,	and	add	ܹ௦,௥ାଵ.	

	

	 In	the	obtained	working	set	of	cubes,	none	of	the	parts	has	completed	an	operation.	Thus,	the	
third	scheduling	phase	does	not	change	anything.	All	three	scheduling	phases	are	then	repeated,	
and	the	following	working	set	of	cubes	is	obtained	after	applying	Rule	TR2	for	the	second	time:	

ܺ ൌ

ە
ۖ
ۖ
۔

ۖ
ۖ
଴ܩۓ

ଷ,ଵܤଵ,ଵ ଴ܶ
ଷܴଷ,ଵ ଵܵ,ଵ

ଷ,ଵܱ଻,ଵ
ଷ

ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܯଵ,ଶܵܨଷ ;

଴ܩ
ଷ,ଵܤଵ,ଵ ଴ܶ

ଷܴଷ,ଵ ଵܵ,ଵ
ଷ,ଵܱ଻,ଵ

ଷ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܵܨଶ ;

଴ܩ
ଷ,ଵܤଵ,ଵ ସܶ

ଷܴଷ,ଵ ଵܵ,ଵ
ଷ,ଵ

ସܱ,ଵ
ଷ ܱ଻,ଶ

ଷ ଵܯ
ଷ,଻,ଶ଼ܱ,ଷ

ଷ ଷܯ
ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܯଵ,ଶܵܨଷ	;

଴ܩ
ଷ,ଵܤଵ,ଵ ସܶ

ଷܴଷ,ଵ ଵܵ,ଵ
ଷ,ଵ

ସܱ,ଵ
ଷ ܱ଻,ଶ

ଷ ଵܯ
ଷ,଻,ଶ଼ܱ,ଷ

ଷ ଷܯ
ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܵܨଶ	;

଴ܩ
ଷ,ଵܤଵ,ଵ ସܶ

ଷܴଷ,ଵ ଵܵ,ଵ
ଷ,ଵ

ସܱ,ଵ
ଷ ܱ଻,ଶ

ଷ ଶܯ
ଷ,଻,ଶ଼ܱ,ଷ

ଷ ଷܯ
ଷ,଼,ଷܯଵ,ଵܯଶ,ଵܯଷ,ଵܵܨଷ ;

଴ܩ
ଷ,ଵܤଶ,ଵ ଶܶ

ଷܴଷ,ଵܵଶ,ଵ
ଷ,ଵܱ଻,ଵ

ଷ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଶ,ଵܯଷ,ଵܵܨଷ ۙ
ۖ
ۖ
ۘ

ۖ
ۖ
ۗ

	 (7)

	 Now,	the	last	two	cubes	include	the	completed	operations.	Thus,	Rule	TR3	is	applied:	

ܺ ൌ

ە
ۖ
ۖ
۔

ۖ
ۖ
଴ܩۓ

ଷ,ଵܤଵ,ଵ ସܶ
ଷܴଷ,ଵ ଵܵ,ଵ

ଷ,ଵ
ସܱ,ଵ
ଷ ܱ଻,ଶ

ଷ ଵܯ
ଷ,଻,ଶ଼ܱ,ଷ

ଷ ଷܯ
ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܯଵ,ଶܵܨଷ ;

଴ܩ
ଷ,ଵܤଵ,ଵ ସܶ

ଷܴଷ,ଵ ଵܵ,ଵ
ଷ,ଵ

ସܱ,ଵ
ଷ ܱ଻,ଶ

ଷ ଵܯ
ଷ,଻,ଶ଼ܱ,ଷ

ଷ ଷܯ
ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܵܨଶ ;

଴ܩ
ଷ,ଵܤଵ,ଵ ସܶ

ଷܴଷ,ଵ ଵܵ,ଵ
ଷ,ଵ

ସܱ,ଵ
ଷ ܱ଻,ଶ

ଷ ଶܯ
ଷ,଻,ଶ଼ܱ,ଷ

ଷ ଷܯ
ଷ,଼,ଷܯଵ,ଵܯଶ,ଵܯଷ,ଵܵܨଷ	;

଴ܩ
ଷ,ଵܤଶ,ଵ ଶܶ

ଷܴଷ,ଵܵଶ,ଵ
ଷ,ଵܱ଻,ଵ

ଷ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଶ,ଵܯଷ,ଵܵܨଷ	;

଴ܩ
ଷ,ଵ

ଵܵ,ଵ
ଷ,ଵܱ଻,ଵ

ଷ ܹଷ,ଶ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܯଵ,ଶܵܨଷ ;

଴ܩ
ଷ,ଵ

ଵܵ,ଵ
ଷ,ଵܱ଻,ଵ

ଷ ܹଷ,ଶ
ସܱ,ଶ
ଷ ଵܯ

ଷ,ସ,ଶ଼ܱ,ଷ
ଷ ଷܯ

ଷ,଼,ଷܯଵ,ଵܯଷ,ଵܵܨଶ ۙ
ۖ
ۖ
ۘ

ۖ
ۖ
ۗ

	 (8)

	 Scheduling	is	continued	by	repeating	all	 three	phases.	 If	a	cube	without	ܯ‐variables	and	ܴ‐
variables	appears	in	the	working	set,	it	represents	a	solution	to	the	scheduling	problem.	For		the	
example	under	consideration,	this	happens	after	14	time	units,	when	we	get	the	following	result:	

ܺ ൌ

ە
ۖ
ۖ
۔

ۖ
ۖ
ଵ଴ܩۓ

ଷ,ଷܩ଺
ଷ,ଶܩ଴

ଷ,ଵܤଷ,ଵ ଶܶ
ଷ

ଵܵ,ଵ
ଷ,ଵ

ସܱ,ଵ
ଷ ܵଶ,ଵ

ଷ,ଶܱ଻,ଶ
ଷ ܴଷ,ଷܵଷ,ଵ

ଷ,ଷ଼ܱ,ଷ
ଷ ଷܵܨଷ,ଵܯଶ,ଵܯଵ,ଵܯ ;

ଵ଴ܩ
ଷ,ଷܩସ

ଷ,ଶܩ଴
ଷ,ଵܤଷ,ଵ ଶܶ

ଷܵଶ,ଵ
ଷ,ଵܱ଻,ଵ

ଷ
ଵܵ,ଵ
ଷ,ଶ

ସܱ,ଶ
ଷ ܴଷ,ଷܵଷ,ଵ

ଷ,ଷ଼ܱ,ଷ
ଷ ଷܵܨଷ,ଵܯଶ,ଵܯଵ,ଵܯ ;

଼ܩ
ଷ,ଷܩ଺

ଷ,ଶܩ଴
ଷ,ଵ

ଵܵ,ଵ
ଷ,ଵ

ସܱ,ଵ
ଷ

ଵܵ,ଵ
ଷ,ଶܱ଻,ଶ

ଷ ܵଷ,ଵ
ଷ,ଷ଼ܱ,ଷ

ଷ ܹଷ,ସܯଵ,ଵܯଷ,ଵܯଵ,ଶܵܨଷ	;

଼ܩ
ଷ,ଷܩ଺

ଷ,ଶܩ଴
ଷ,ଵ

ଵܵ,ଵ
ଷ,ଵ

ସܱ,ଵ
ଷ

ଵܵ,ଵ
ଷ,ଶܱ଻,ଶ

ଷ ܵଷ,ଵ
ଷ,ଷ଼ܱ,ଷ

ଷ ܹଷ,ସܯଵ,ଵܯଷ,ଵܵܨଶ	;

଼ܩ
ଷ,ଷܩଶ

ଷ,ଶܩ଴
ଷ,ଵ

ଵܵ,ଵ
ଷ,ଵܱ଻,ଵ

ଷ
ଵܵ,ଵ
ଷ,ଶ

ସܱ,ଶ
ଷ ܵଷ,ଵ

ଷ,ଷ଼ܱ,ଷ
ଷ ܹଷ,ସܯଵ,ଵܯଷ,ଵܯଵ,ଶܵܨଷ ;

଼ܩ
ଷ,ଷܩଶ

ଷ,ଶܩ଴
ଷ,ଵ

ଵܵ,ଵ
ଷ,ଵܱ଻,ଵ

ଷ
ଵܵ,ଵ
ଷ,ଶ

ସܱ,ଶ
ଷ ܵଷ,ଵ

ଷ,ଷ଼ܱ,ଷ
ଷ ܹଷ,ସܯଵ,ଵܯଷ,ଵܵܨଶ ۙ

ۖ
ۖ
ۘ

ۖ
ۖ
ۗ

	 (9)

	 The	last	 four	cubes	are	solutions.	Now,	the	algorithm	either	stops	and	reports	one	solution,	
reports	 all	 solutions,	 or	merely	 removes	 all	 solutions	 and	 continues	with	 scheduling	 until	 the	
working	set	of	cubes	is	not	empty.	The	remaining	ܹ‐variable	in	every	solution	is	not	significant,	
it	was	only	added	to	mark	that	the	process	sequence	is	finished	(no	process	sequence	for	part	 ଷܲ	
has	the	fourth	operation).	
	 In	 the	observed	small	example,	 the	 factory	 is	producing	only	one	part	 ( ଷܲ),	and	 there	 is	no	
competition	for	resources.	Thus,	every	feasible	solution	has	one	schedule.	In	general,	there	may	
be	 several	 different	 schedules	 for	 the	 same	 feasible	 solution.	 Let	 us	 observe	 another	 problem	
where	parts	 ଵܲ,	 ଶܲ,	and	 ଷܲ	 from	Fig.	1	have	to	be	produced	by	using	machine	types	ܯଵ,	ܯଶ,	ܯଷ,	
and	ܯସ	 from	Table	 1,	while	 the	 factory	 capacity	 is	 2.	 This	 problem	has	 56	 feasible	 solutions.	
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After	27	 time	units,	 the	 scheduling	algorithm	generates	 a	working	 set	with	763	 cubes,	 among	
which	there	are	three	solutions:	

ଶସܩ
ଷ,ଷܩଶ଴

ଷ,ଶܩଵ଺
ଶ,ଷܩଵ଺

ଵ,ଷܩଽ
ଵ,ଶ଼ܩ

ଶ,ଶܩହ
ଷ,ଵܩ଴

ଶ,ଵܩ଴
ଵ,ଵܵସ,ଵ

ଵ,ଵܱଷ,ଵ
ଵ ܵଶ,ଵ

ଵ,ଶ
ଵܱ,ଶ
ଵ ܵସ,ଵ

ଵ,ଷ
ସܱ,ଷ
ଵ ܵଶ,ଵ

ଶ,ଵܱ଺,ଵ
ଶ ܵସ,ଵ

ଶ,ଶܱଷ,ଶ
ଶ ܵଶ,ଵ

ଶ,ଷܱଶ,ଷ
ଶ ܵଶ,ଵ

ଷ,ଵܱ଻,ଵ
ଷ ܵସ,ଵ

ଷ,ଶ
ସܱ,ଶ
ଷ ܵସ,ଵ

ଷ,ଷܱଽ,ଷ
ଷ ;ଶܥܨସ,ଵܯଶ,ଵܯ

ଶସܩ
ଷ,ଷܩଶ଴

ଵ,ଷܩଵ଺
ଷ,ଶܩଵ଺

ଶ,ଷܩଽ
ଵ,ଶ଼ܩ

ଶ,ଶܩହ
ଷ,ଵܩ଴

ଶ,ଵܩ଴
ଵ,ଵܵସ,ଵ

ଵ,ଵܱଷ,ଵ
ଵ ܵଶ,ଵ

ଵ,ଶ
ଵܱ,ଶ
ଵ ܵସ,ଵ

ଵ,ଷ
ସܱ,ଷ
ଵ ܵଶ,ଵ

ଶ,ଵܱ଺,ଵ
ଶ ܵସ,ଵ

ଶ,ଶܱଷ,ଶ
ଶ ܵଶ,ଵ

ଶ,ଷܱଶ,ଷ
ଶ ܵଶ,ଵ

ଷ,ଵܱ଻,ଵ
ଷ ܵସ,ଵ

ଷ,ଶ
ସܱ,ଶ
ଷ ܵସ,ଵ

ଷ,ଷܱଽ,ଷ
ଷ ;ଶܥܨସ,ଵܯଶ,ଵܯ

ଶଷܩ
ଵ,ଷܩଶ଴

ଷ,ଷܩଵ଺
ଷ,ଶܩଵ଺

ଶ,ଷܩଽ
ଵ,ଶ଼ܩ

ଶ,ଶܩହ
ଷ,ଵܩ଴

ଶ,ଵܩ଴
ଵ,ଵܵସ,ଵ

ଵ,ଵܱଷ,ଵ
ଵ ܵଶ,ଵ

ଵ,ଶ
ଵܱ,ଶ
ଵ ܵସ,ଵ

ଵ,ଷ
ସܱ,ଷ
ଵ ܵଶ,ଵ

ଶ,ଵܱ଺,ଵ
ଶ ܵସ,ଵ

ଶ,ଶܱଷ,ଶ
ଶ ܵଶ,ଵ

ଶ,ଷܱଶ,ଷ
ଶ ܵଶ,ଵ

ଷ,ଵܱ଻,ଵ
ଷ ܵସ,ଵ

ଷ,ଶ
ସܱ,ଶ
ଷ ܵସ,ଵ

ଷ,ଷܱଽ,ଷ
ଷ ଶܥܨସ,ଵܯଶ,ଵܯ

	

	
	 All	three	reported	schedules	are	based	on	the	same	feasible	solution,	because	they	have	the	
same	ܱ‐variables,	ܵ‐variables,	and	ܺܯ‐variables.		

5. Implementation using zero‐suppressed binary decision diagrams  

Unate	cube	set	algebra	can	be	realised	very	efficiently	using	ZBDDs.	These	are	one	of	many	vari‐
ants	of	BDDs,	a	relatively	new	computer	data	structure	studied	intensively	in	the	1990s	[4,	7].	A	
computer	library	that	implements	manipulation	of	BDDs	is	called	a	BDD	package.	Only	some	of	
the	available	BDD	packages	support	ZBDDs.	This	section	gives	the	basic	idea,	describes	the	nec‐
essary	operations,	and	gives	algorithms	used	in	Section	4.	The	implementation	details	of	a	BDD	
package	are	out	of	the	scope	of	this	paper.	The	interested	readers	should	see	[4,	5,	7],	and	the	
source	code	of	the	Biddy	BDD	package	(available	from	biddy.meolic.com),	which	is	free	software	
used	to	implement	all	the	presented	algorithms	[8].	

5.1 Zero‐suppressed binary decision diagrams 

A	ZBDD	is	a	rooted	binary	directed	acyclic	graph.	Every	node	except	the	leaves	is	called	an	inter‐
nal	node	and	has	two	descendants,	called	‘else’	and	‘then’	successors,	respectively.	The	ZBDD	has	
an	edge	to	the	root,	which	is	called	the	top	edge.	Each	node	is	associated	with	a	label.	The	ZBDD	
evaluates	 so	 that	 labels	 in	 internal	 nodes	 are	 treated	 as	 elements,	 and	 combination	 sets	 are	
associated	with	the	edges.	The	leaves	are	labelled	with	0	or	1,	and	are	called	terminal	nodes.	The	
label	in	the	root	is	called	the	top	label.	The	efficiency	of	ZBDDs	is	enhanced	by	fixing	the	order	of	
elements	along	every	path	from	the	root	to	a	leaf	and	minimising	the	graph.	
	 The	combination	set	can	be	determined	precisely	 from	a	ZBDD	by	 finding	all	paths	starting	
with	 the	 top	 edge	 and	 leading	 to	 a	 terminal	 node	 1.	 Each	 such	 path	 represents	 a	 cube.	 An	
element	is	included	in	the	cube	if,	and	only	if,	such	a	path	goes	through	its	‘then’	successor.	The	
resulting	combination	set	 is	a	union	of	the	obtained	cubes.	Examples	of	some	simple	combina‐
tion	sets	are	given	in	Fig.	2.	

While	in	the	worst	case,	the	size	of	ZBDDs	grows	exponentially	with	the	number	of	elements,	
in	many	 practical	 examples	 they	 are	 a	 very	 efficient	 data	 structure	 for	 the	 representation	 of	
combination	 sets.	They	are	especially	 suitable	 for	 representing	 sets	of	 sparse	 cubes,	 i.e.,	 if	 the	
universal	set	has	many	elements	but	the	cubes	include	only	a	few	of	them.	For	example,	a	ZBDD	
representing	an	enormous	combination	set	including	about	32 ൈ 10ଵଶ	cubes	is	represented	with	
only	195	ZBDD	nodes	(see	Section	6).	The	element	order	has	a	huge	 impact	on	the	size	of	 the	
ZBDD.	 To	 represent	 the	 same	 combination	 set	with	 less	 optimal	 element	 order	 could	 require	
millions	of	ZBDD	nodes.	

	
	

Fig.	2	ZBDDs	representing	different	combination	sets	for	a	universal	set	{a,b,c}.	From	left	to	right,	there	are	an	
						empty	set	{},	a	base	set	{{}},	set	{{a}},	and	set	{{a},{a,b},{a,c}}	
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Fig.	3	A	ZBDD	representing	a	combination	set	(Eq.	2)	with	four	cubes	
	

We	conclude	this	brief	introduction	of	ZBDDs	with	Fig.	3,	which	gives	a	ZBDD	representing	a	
process	plan	for	production	of	product	P3.	The	universal	set	includes	five	O‐variables	and	seven	
M‐variables.	The	combination	set	in	Fig.	3	has	four	cubes,	as	described	in	Subsection	3.2.	

5.2 Operations in unate cube set algebra 

In	unate	cube	set	algebra	there	are	all	standard	set	operations	and	many	special	operations	on	
cubes.	 We	 define	 here	 only	 those	 used	 further	 in	 the	 paper.	 In	 the	 rest	 of	 this	 section,	 a	
lowercase	 letter	 denotes	 an	 element,	 and	 an	 uppercase	 letter	 denotes	 a	 combination	 set.	
Moreover,	we	use	the	short	notation	of	combination	set	introduced	in	Subsection	3.1.	

 Addition,	 Subtraction,	 and	 Intersection:	 These	 are	 standard	 set	 operations.	 ܨ ൅ 	ܩ is	 the	
union	of	ܨ	and	.ܩ	ܨ	 ൅ ܨ	.ሽݒሼ	and	ܨ	of	union	the	is	ݒ	 െ 	.ܩ	and	ܨ	between	difference	the	is	ܩ
ܨ ∙ ܨ	when	E.g.,	.ܩ	and	ܨ	between	intersection	the	is	ܩ ൌ 	 ሼܽ; ܾ; ܾܿሽ,	ܩ ൌ ሼܾ; ܿሽ,	and	ݒ	 ൌ ܽ,	
ܨ ൅ ܩ ൌ ሼܽ; ܾ; ܿ; ܾܿሽ	and	ܩ ൅ ݒ ൌ ሼܽ; ܾ; ܿሽ,	ܨ െ ܩ ൌ ሼܽ; ܾܿሽ,	and	ܨ ∙ ܩ ൌ ሼܾሽ.	

 Multiplication:	ܨ ൈ 	.ܩ	and	ܨ	in	cubes	two	of	concatenations	possible	all	of	result	a	is	ܩ
	 E.g.,	 when	 ܨ ൌ ሼܽ; ܾ; ܽܿሽ	 and	 ܩ ൌ ሼܾܽ; ܽܿ݀ሽ,	 ܨ ൈ ܩ ൌ ሼܽሽ ൈ ሼܾܽሽ ൅ ሼܾሽ ൈ ሼܾܽሽ ൅ ሼܽܿሽ ൈ

ሼܾܽሽ ൅ ሼܽሽ ൈ ሼܽܿ݀ሽ ൅ ሼܾሽ ൈ ሼܽܿ݀ሽ ൅ ሼܽܿሽ ൈ ሼܽܿ݀ሽ ൌ ሼܾܽሽ ൅ ሼܾܽሽ ൅ ሼܾܽܿሽ ൅ ሼܽܿ݀ሽ ൅
ሼܾܽܿ݀ሽ ൅ ሼܽܿ݀ሽ ൌ ሼܾܽ; ܾܽܿ; ܽܿ݀; ܾܽܿ݀ሽ.	

 Division	 and	Modulo:	Quotient	ݒ/ܨ	 is	 obtained	by	 extraction	of	 those	 cubes	 from	ܨ	 that	
include	variable	ݒ,	and	removal	of	ݒ	from	the	extracted	cubes.	Remainder	ݒ%ܨ	is	obtained	
by	extraction	of	those	cubes	from	ܨ	that	do	not	include	variable	ݒ.	

	 E.g.,	when	ܨ ൌ ሼܾܽ; ܾܿ; ܿሽ	and	ݒ ൌ ݒ/ܨ	,ܾ ൌ ሼܽ; ܿሽ	and	ݒ%ܨ ൌ ሼܿሽ.	
 Subset0	and	Subset1:	ܵ0ݐ݁ݏܾݑሺܨ, ,ܨ1ሺݐ݁ݏܾݑܵ	.Modulo	as	operation	same	the	exactly	is	(ݒ 	(ݒ

is	obtained	by	extraction	of	those	cubes	from	ܨ	that	include	variable	ݒ.	
	 E.g.,	when	ܨ ൌ ሼܾܽ; ܾܿ; ܿሽ	and	ݒ ൌ ,ܨ0ሺݐ݁ݏܾݑܵ	,ܾ ሻݒ ൌ ሼܿሽ	and	ܵ1ݐ݁ݏܾݑሺܨ, ሻݒ ൌ ሼܾܽ, ܾܿሽ.	
 Restriction:	ܴ݁ݐܿ݅ݎݐݏሺܨ, 	at	of	superset	a	is	cube	the	that	such	ܨ	from	cubes	the	extracts	ሻܩ

least	one	cube	in	ܩ.	
	 E.g.,	when	ܨ ൌ ሼܾܽ; ܾܽܿ; ܾܿ݀; ݀ሽ	and	ܩ ൌ ሼܾܽܿ; ܾܿሽ, ,ܨሺݐܿ݅ݎݐݏܴ݁ ሻܩ ൌ ሼܾܽܿ; ܾܿ݀ሽ.	
 Change	operation:	݄݁݃݊ܽܥሺܨ, 	from	ݒ	removes	it	that	such	ܨ	from	cubes	the	all	changes	ሻݒ

the	 cubes	 including	 it	 and	 adds	 	ݒ to	 the	 cubes	 not	 including	 it.	 E.g.,	 when	
ܨ ൌ ሼܾܽ; ܾܽܿ; ܾܿ݀; ݀ሽ	and	ݒ ൌ ܾ, ,ܨሺ݄݁݃݊ܽܥ ሻݒ ൌ ሼܽ; ܽܿ; ܿ݀; ܾ݀ሽ.	

 Stretch	operation:	݄ܵܿݐ݁ݎݐሺܨሻ	extracts	the	cubes	from	ܨ	such	that	a	proper	superset	of	the	
cube	is	not	in	F.	E.g.,	when	ܨ ൌ ሼܾܽ; ܾܽܿ; ܾܿ݀; ݀ሽ, ሻܨሺ݄ܿݐ݁ݎݐܵ ൌ ሼܾܽܿ; ܾܿ݀ሽ.	

 Permitsym	 operation:	 ,ܨሺ݉ݕݏݐ݅݉ݎ݁ܲ ݊ሻ	 extracts	 the	 cubes	 from	 	ܨ such	 that	 the	 cube	
consists	 of	 less	 than	 or	 equal	 to	 ݊	 elements.	 E.g.,	 when	 ܨ ൌ ሼܾܽ; ܾܽܿ; ܾܿ݀; ݀ሽ	 and	
݊ ൌ 2, ,ܨሺ݉ݕݏݐ݅݉ݎ݁ܲ ݊ሻ ൌ ሼܾܽ; ݀ሽ.	
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 Selective	multiplication:	ܨ ൈ௉ே 	at	that	such	ܩ	and	ܨ	in	cubes	two	of	concatenations	all	are	ܩ
least	 one	 element	 from	 set	 ܲ	 is	 included	 in	 a	 cube	 from	G,	 all	 elements	 from	 set	 ܲ	 are	
included	in	a	cube	from	F	if	they	are	included	in	a	cube	from	G,	and	also	no	element	from	N	
is	included	in	a	cube	from	F	if	it	is	included	in	a	cube	from	G.	E.g.,	when	ܨ ൌ ሼܽ; ܾ; ܽܿሽ	and	
ܩ ൌ ሼܾܽ; ܽܿ݀ሽ,	F	ൈ	ሼ௔ሽ

ሼ௖ሽܩ ൌ ሼܽሽ ൈሼ௔ሽ
ሼ௖ሽ ሼܾܽሽ ൅ ሼܾሽ ൈሼ௔ሽ

ሼ௖ሽ ሼܾܽሽ ൅ ሼܽܿሽ ൈሼ௔ሽ
ሼ௖ሽ ሼܾܽሽ ൅ ሼܽሽ ൈሼ௔ሽ

ሼ௖ሽ ሼܽܿ݀ሽ ൅

ሼܾሽ ൈሼ௔ሽ
ሼ௖ሽ ሼܽܿ݀ሽ ൅ ሼܽܿሽ ൈሼ௔ሽ

ሼ௖ሽ ሼܽܿ݀ሽ ൌ ሼܾܽሽ ൅ ሼ	ሽ ൅ ሼܾܽܿሽ ൅ ሼܽܿ݀ሽ ൅ ሼ	ሽ ൅ ሼ	ሽ ൌ ሼܾܽ; ܾܽܿ; ܽܿ݀ሽ.		
	

	 The	result	of	multiplication	and	selective	multiplication	with	an	empty	set	is	an	empty	set	for	
both	cases	when	F	or	G	is	an	empty	set.	Selective	multiplication	is	not	commutative.	

5.3 Implementation of feasible solutions generation 

To	generate	the	set	of	all	feasible	solutions	we	follow	mainly	the	approach	from	[1].	Algorithms	
are	given	in	Fig.	4.		
	

	
	

Fig.	4	The	functions	involved	in	generating	feasible	solutions	
	
	 In	Fig.	4,	S	denotes	the	number	of	all	part	types,	W	denotes	the	number	of	all	operation	types,	
I	denotes	the	number	of	all	machine	types,	max(s)	is	the	length	of	the	longest	sequence	of	opera‐
tions	to	produce	part	 ௦ܲ,	and	instances(i)	is	the	number	of	instances	of	machine	type	ܯ௜.	We	use	
Python‐style	pseudocode,	where	the	line	with	a	different	indent	than	the	previous	one	starts	a	
new	block.	Function	getSequences(s)	returns	a	set	of	cubes	such	that	every	cube	corresponds	to	
a	 sequence	 of	 operations	 encoded	 with	 ܱ‐variables.	 Function	 createElements()	 creates	 only	
those	elements	that	are	included	into	a	system.	Functions	findO(),	findM(),	and	findMX()	return	
an	element	with	the	given	indices,	or	0	if	such	an	element	does	not	exist.	For	specifying	the	set	of	
serial	numbers,	we	disobey	the	Python	syntax	and	write	1. . ܵ	for	the	set	of	numbers	ሼ1,2, . . . , ܵሽ.		
	 Function	createProcessPlans()	creates	process	plans	 for	all	parts	(as	Eq.	2	 for	 ଷܲ	 in	Subsec‐
tion	3.2).	The	algorithm	iterates	over	all	values	of	,ݏ	ݓ,	and	ݎ.	If	ܱ௪	is	not	the	ݎ‐th	operation	in	
part	 ௦ܲ,	this	combination	of	indices	is	skipped	for	the	sake	of	efficiency	(line	7).	Othewise,	a	cube	
is	 added	 for	each	machine	ܯ௜	 that	 can	be	used	 to	 complete	operation	ܱ௪.	This	 is	 achieved	by	
creating	a	union	of	adequate	machines	first	(lines	9‐11)	and	then	calculating	a	product	with	the	
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subset	of	those	cubes	from	the	partial	result	ݖ	which	include	the	particular	operation	(line	13).	
Cubes	from	ݖ	which	do	not	include	ܱ௪,௥௦ 	are	kept	unchanged.	Please	note	that	if	operation	Sub‐
set1	were	used	instead	of	Division,	 line	12	would	be	removed.	Because	efficiency	would	not	in‐
crease	significantly,	we	use	mathematically	more	elegant	solution	with	Division	and	Modulo	[1].	
	 Function	 createComprehensivePlan()	 implements	 a	 simple	 product	 of	 process	 plans	 for	 all	
parts.	This	is	the	point	where	ZBDD	shows	its	strength:	while	the	number	of	cubes	in	the	result	
is	a	product	of	cube	numbers	of	the	individual	process	plans,	the	size	of	resulting	ZBDD	(i.e.	the	
number	of	nodes)	is	about	a	sum	of	sizes	of	involved	ZBDDs	(it	can	be	even	less	than	the	sum!).		
	 Function	createMachineInstances()	creates	viable	factory	configurations	for	each	machine	as	
described	in	Subsection	3.2.	For	example,	if	machine	ܯଵ	has	instances	ܯଵ,ଵ,	ܯଵ,ଶ,	and	ܯଵ,ଷ	then	
viable	 factory	 configurations	 are	 ൛ܯଵ,ଵൟ,	 ൛ܯଵ,ଵ,ܯଵ,ଶൟ,	 and	 ൛ܯଵ,ଵ,ܯଵ,ଶ,ܯଵ,ଷൟ.	 Functions	 createPR‐
plan()	and	restrictToFactoryCapacity()	are	the	same	as	given	and	explained	in	[1].	

5.4 Implementation of scheduling 

As	 described	 in	 Section	 4,	 the	 proposed	 scheduling	 approach	 is	 an	 extension	 of	 a	method	 for	
generation	 of	 feasible	 solutions.	 Its	 implementation	 is	 described	 formally	with	 the	 algorithms	
given	in	Fig.	5.	There,	functions	findW(),	findR(),	findB(),	findS(),	and	findT()	return	an	element	
with	the	given	indices,	or	0	if	such	an	element	does	not	exist.	
	 The	input	to	the	scheduling	is	a	global	variable	ܺ,	which	is	a	single	ZBDD	representing	the	set	
of	 all	 feasible	 solutions.	 Function	 schedulingInit()	 creates	 sets	 tr,	 setP,	 and	 setN	 (lines	 9‐17),	
which	 are	 stored	 in	 global	 variables	 and	 used	 later	 in	 schedulingPhase	 1.	 Furthermore,	 it	
initialises	scheduling	procedure	by	adding	“waiting	to	start	 the	 first	operation”	 tag	 to	all	parts	
(lines	18‐21).	
	 Function	schedulingPhase1()	utilises	the	Selective	multiplication	operation	for	generating	all	
possible	schedules.	The	result	of	a	single	call	to	selective	multiplication	is	a	set	of	all	cubes	such	
that	one	of	 the	parts	 included	in	the	cube	 is	scheduled	to	start	an	operation.	Sometimes,	more	
than	 one	 part	 can	 start	 an	 operation	 simultaneously,	 and,	 thus,	 there	 is	 a	 loop	 (lines	 27‐29).	
Please	 note	 that	 selective	multiplication	 does	 not	 remove	 anything	 from	 cubes,	 elements	 are	
only	added,	and	thus	operation	Stretch	removes	all	schedules	where	Rule	TR1	is	not	maximally	
applied	 elegantly.	 Searching	 the	 full	 state	 space	 where	 a	 part	 that	 can	 be	 scheduled	 is	 not	
required	to	be	scheduled,	can	be	achieved	by	merely	omitting	the	Stretch	operation	 in	 line	30.	
However,	 this	 yields	 a	 problem	 which	 is	 harder	 to	 calculate,	 while	 rarely	 bringing	 a	 better	
solution.	The	next	action	made	in	scheduling	phase	1	is	removing	schedules	where	an	instance	
with	index	݆	is	occupied	instead	of	a	free	instance	with	a	lower	index	(lines	31‐36).	Finally,	for	
cubes	containing	both	ܴ‐variable	and	ܹ‐variable	with	the	same	indices	(these	denote	processes	
which	 have	 just	 started	 an	 operation),	 the	 corresponding	 ܹ‐variable	 and	 	variable‐ܯ are	
removed,	 and	 also	 an	 appropriate	 	variable‐ܩ is	 added	 (lines	 37‐52).	 Adding	 	variables‐ܩ is	
optional.	 By	 omitting	 line	 45,	 the	 algorithm	 will	 be	 much	 more	 efficient,	 but	 the	 result	 of	
scheduling	 will	 be	 the	 set	 of	 different	 feasible	 solutions	 instead	 of	 a	 number	 of	 different	
schedules	(if	more	than	one	instance	of	some	machines	are	allowed,	then	the	result	may	include	
several	cubes	for	a	single	feasible	solution).	
	 Function	schedulingPhase2()	is	simpler,	since	it	only	decrements	the	second	index	of	every	ܶ‐
variable.	 Function	 schedulingPhase3()	 looks	 for	 cubes	 with	 ܶ‐variables	 that	 have	 the	 second	
index	equal	to	zero	(this	denotes	that	an	operation	has	been	completed).	For	such	cubes,	 it	re‐
moves	the	appropriate	ܶ‐variable,	ܴ‐variable,	and	ܤ‐variable,	and	marks	the	corresponding	part	
with	the	“waiting	to	start	the	next	operation”	tag	(line	85).	Function	removeSolutions	checks	for	
cubes	without	any	ܴ‐variable	and	ܯ‐variable.	They	are	solutions,	and	the	function	reports	and	
then	removes	them	from	the	working	set	of	cubes	(lines	97‐98).	Scheduling	is	running	until	the	
working	set	of	cubes	is	not	empty	(lines	103‐108).	Indeed,	the	algorithm	can	be	modified	in	such	
a	way	that	the	scheduling	is	stopped	after	the	first	solution	set	is	found.	
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Fig.	5	Implementation	of	scheduling	
 
5.5 Heuristic approach 

Even	if	the	resulting	ZBDD	representing	a	huge	combination	set	is	small,	a	problem	may	appear	
to	 create	 or	 manipulate	 it	 efficiently.	 Thus,	 a	 heuristic	 is	 needed	 to	 restrict	 the	 state	 space.	
Luckily,	ZBDDs	are	very	suitable	for	such	an	approach.	Here,	we	outline	two	possible	heuristics,	
the	other	ones,	and	especially	the	multi‐objective	optimization,	are	left	for	further	work.	
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	 The	heuristic	which	we	can	 introduce	 the	easiest	 is	 an	upper	bound	 for	 the	 total	workload	
(i.e.	total	machine	time).	A	weight	is	assigned	to	ܯ‐variables	such	that	the	weight	of	an	element	
௜ܯ
௦,௪,௥	 represents	 the	 time	 needed	 to	 finish	 the	 operation	 ܱ௪	 on	 machine	 type	 	.௜ܯ All	 other	

variables	 have	 zero	 weights.	 Then,	 the	 sum	 of	 weights	 of	 all	 elements	 in	 a	 cube	 is	 the	 total	
workload	for	the	solution	corresponding	to	this	cube.	In	the	presented	algorithms,	a	single	ZBDD	
is	used	to	represent	the	set	of	all	viable	solutions	and,	thus,	a	single	pass	over	its	nodes	is	enough	
to	bound	the	total	workload	for	all	solutions	simultaneously.	The	algorithm	is	given	in	Fig.	6.	It	
extracts	those	cubes	from	the	given	set	of	solutions	that	have	a	total	workload	less	than	or	equal	
to	the	given	bound.	The	presented	algorithm	uses	C‐syntax,	and	is	a	typical	recursive	algorithm	
for	manipulation	of	BDDs.	Basic	knowledge	about	BDDs	 is	 required	 in	order	 to	understand	 it.	
Please	 compare	 it	with	 the	 algorithms	 given	 in	 [7]	 and	 [4].	 The	 total	workload	 bound	 is	 best	
used	 during	 a	 generation	 of	 feasible	 solutions.	 It	 should	 be	 added	 to	 the	 algorithm	 for	
construction	of	a	comprehensive	process	plan	(i.e.	immediately	after	line	18	in	Fig.	4).	
	

	
	

Fig.	6	A	ZBDD‐based	algorithm	for	bounding	total	workload	
	
	 Another	 interesting	heuristic	 is	a	makespan	 limit.	 It	 can	be	 implemented	by	using	 the	same	
weights	assigned	to	ܯ‐variables	as	already	described.	A	sum	of	weights	is	calculated	separately	
for	each	part	and	each	machine	type.	 If	any	part	or	machine	type	requires	more	time	than	the	
makespan	 limit	 to	 complete,	 the	 corresponding	 cube	 is	 removed	 from	 the	 set	 of	 solutions.	
Indeed,	if	more	than	one	instance	of	a	particular	machine	type	is	allowed,	then	the	limit	for	this	
machine	type	should	be	multiplied	with	the	number	of	instances.	Again,	a	single	pass	recursive	
algorithm	on	the	ZBDD	representing	the	set	of	solutions	is	an	efficient	way	to	consider	the	given	
limit	 for	 makespan.	 We	 refer	 the	 interested	 reader	 to	 check	 the	 available	 source	 code.	 In	
contrast	to	the	total	workload	bound,	applying	the	makespan	limit	is	not	reasonable	during	the	
generation	of	 feasible	solutions.	 It	 is	the	most	beneficial	 if	 this	operation	is	taken	before	every	
scheduling	step	(i.e.	immediately	after	line	103	in	Fig.	5).	

5.6 The element order in the ZBDD 

The	elements	in	ZBDD	are	ordered,	and	the	order	has	a	critical	impact	on	its	size.	Therefore,	we	
report	here	the	order	used	 in	our	 implementation,	which	has	been	determined	experimentally	
(the	element	in	a	node	is	considered	smaller	than	the	elements	in	its	successors):	
	
	>	...	>	ଶ,௝ܤ	>	ଵ,௝ܤ ௡ܶଵ	<	ܹଵ,ଵ	<	ܴଵ,ଵ	<	 ௜ܵ,௝

ଵ,ଵ	<	ܱ௪,ଵ
ଵ 	and	ܯ௜

ଵ,௪,ଵ	(interleaved)	<	ܹଵ,ଶ	<	ܴଵ,ଶ	<	 ௜ܵ,௝
ଵ,ଶ	<	ܱ௪,ଶ

ଵ 	

and	ܯ௜
ଵ,௪,ଶ	(interleaved)	<	...	<	 ௡ܶଶ	<	ܹଶ,ଵ	<	ܴଶ,ଵ	<	 ௜ܵ,௝

ଶ,ଵ	<	ܱ௪,ଵ
ଶ 	and	ܯ௜

ଶ,௪,ଵ	(interleaved)	<	...	<	ܯ ௜ܺ,ଵ	
ܯ	> ௜ܺ,ଶ	<	...	<	ܵܨ௡	<	1	
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6. Results and discussion 

First,	the	generation	of	all	feasible	solutions	is	observed.	In	Table	2	and	Table	3,	we	report	some	
details	 for	 the	 factory	 in	Fig.	1	 that	produces	eight	different	part	 types	and	has	eight	machine	
types	specified.	The	production	system	involves	15	types	of	operations.	The	comprehensive	pro‐
cess	plan	for	this	system	contains	32,878,483,200,000	cubes,	and	is	represented	by	our	imple‐
mentation	with	 only	 195	 ZBDD	 nodes.	 These	 results	 can	 be	 compared	with	 results	 from	 [1].	
There,	 for	the	factory	with	capacity	8	and	no	restrictions	to	total	workload,	the	authors	report	
exactly	 the	 same	 number	 of	 cubes	 in	 a	 comprehensive	 process	 plan	 and	 the	 process	 and	 re‐
source	 plan,	 but	 they	 needed	 280	 ZBDD	nodes	 and	 19,443	 ZBDD	 nodes	 (our	 result	 is	 13,072	
ZBDD	nodes)	to	represent	them,	respectively.	Without	restrictions,	all	the	results	are	computed	
in	 less	 than	 a	 second,	 and,	with	 a	 restriction	 on	 the	maximal	 total	workload,	 in	 just	 over	 two	
seconds.	Thus,	 the	exact	computation	times	are	 irrelevant	and	not	shown.	When	bounding	the	
total	workload	to	100,	the	comprehensive	process	plan	contains	245,837,448	cubes	and	is	rep‐
resented	by	our	implementation	with	1,744	ZBDD	nodes.	All	the	results	have	been	obtained	on	a	
3.40	GHz	Intel	Core	i7‐4770	processor	with	32	GB	of	RAM	memory.	
	

Table	2	Size	of	a	set	of	cubes	representing	the	process	and	resource	plans	for	the	factory	from	Fig.	1	

	
Process	and	resource	plan

(without	restrictions	to	total	workload)	
Process	and	resource	plan	
(max.	total	workload	=	100)	

Factory	
capacity	

Number	of	cubes	 ZBDD	nodes		 Number	of	cubes	 ZBDD	nodes	

3	 169,984	 274 0 1	
4	 284,701,184	 3,000 18488 695
5	 41,207,077,120	 8,193 1,526,572 5,965
6	 1,365,249,188,224	 11,729 26,001,900 16,898
7	 14,411,349,910,656	 12,925 180,702,952 24,620
8	 65,501,043,610,240	 13,072 642,479,776 26,190
9	 164,241,617,343,104	 13,041 1,398,613,308	 26,181
10	 272,777,626,896,512	 13,011 2,158,556,924	 26,162
11	 343,383,824,875,136	 12,994 2,620,121,648	 26,145
12	 364,877,105,061,888	 12,985 2,747,814,784	 26,136

	
	 With	the	help	of	the	heuristic,	we	were	able	to	count	all	the	solutions	for	all	the	systems.	The	
optimal	 lower	 bounds	 for	 total	 workload	 and	makespan	 were	 determined	 experimentally	 by	
repeating	 the	calculation	with	different	parameters.	Table	3	reports	 the	number	of	all	 feasible	
solutions	with	the	given	maximal	total	workload,	of	 feasible	solutions	yielding	to	the	adequate	
schedules,	and	of	adequate	schedules	for	different	combinations	of	parameters,	respectively.	For	
this	 system,	 there	exist	65,501,043,610,240	 feasible	 solutions	 if	 no	 restrictions	on	 total	work‐
load	 and	 factory	 size	 are	 used.	 For	 scheduling,	 the	 algorithm	without	 examining	 the	 full	 state	
space	was	used	(see	Subsection	5.4).	If	full	state	space	is	examined,	the	calculation	takes	much	
longer,	 and	 we	 are	 not	 able	 to	 complete	 it	 in	 most	 cases.	 However,	 in	 the	 case	 when	 the	
makespan	is	fixed	to	15,	and	the	total	workload	is	fixed	to	95,	examining	the	full	state	space	is	
feasible,	and	it	brings	an	interesting	result:	two	feasible	solutions	out	of	9,262,892	possible	ones	
yield	 to	704	adequate	schedules,	none	of	which	can	be	 found	without	examining	 the	 full	 state	
space.	
	

Table	3	Results	for	the	factory	with	eight	parts	and	eight	machine	types	(factory	size	is	required	to	be	exactly	eight	
machine	instances;	the	algorithm	without	examining	full	state	space	is	used)	

	

Total	workload
87	 88	 90 91 95 96	

Number	of	feasible	solutions	restricted	to	the	total	workload	
24	 672	 28,112 116,376 9,262,892	 22,474,516

Makespan	 Number	of	feasible	solutions	yielding	adequate	schedules/Number	of	adequate	schedules
15	 0/0	 0/0	 0/0 0/0 0/0 2/36
16	 0/0	 0/0	 0/0 1/4 236/3,120	 451/5,151
17	 0/0	 0/0	 4/78 30/422 3,350/44,181	 6,525/91,419
18	 0/0	 7/158	 180/5,047 674/14,965 27,658/412,204	 52,895/721,713
24	 4/54	 104/4,074	 3,220/135,960 12,665/	517,086 out	of	memory	 out	of	memory
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Fig.	7	Solution	with	makespan	15	and	total	workload	95	

	

Determining	 the	 optimal	 solution	 depends	 on	 the	 selected	 goals,	 i.e.	 it	 is	 better	 to	 have	 a	
schedule	with	 a	 shorter	makespan,	 with	 a	 smaller	 total	 workload,	 or	we	want	 to	minimise	 a	
function	combining	these	and	other	objectives	as	well.	Fig.	7	gives	a	Gantt	chart	 for	a	solution	
with	makespan	15	and	total	workload	95,	which	is	quite	hard	to	find	and	is	optimal	in	many	as‐
pects.	

To	 evaluate	 the	 potential	 of	 the	 presented	method,	we	 implemented	 benchmarks	 from	 [9]	
and	[10]	which	have	been	used	recently	to	compare	different	genetic	and	swarm	algorithms	[11,	
12].	Without	examining	the	full	state	space,	we	have	been	able	to	count	adequate	feasible	solu‐
tions	and	schedules	for	all	systems	(see	Table	4).	We	confirm	that	the	most	interesting	solutions	
to	 these	 problems	 have	 been	 already	 found	 and	 reported.	 Still,	we	 can	 present	 some	 original	
schedules.	 For	 example,	 the	 problem	4×5	 can	be	 solved	 equally	well	with	 only	 four	machines	
(Fig.	8),	and	the	problem	10×7	can	be	solved	with	makespan	equal	to	11	and	total	workload	61	
(Fig.	9).	
	

Table	4	Number	of	feasible	solutions	and	schedules	for	benchmarks	from	[9]	and	[10]	found	without	the	full	state	
space	examination;	to	optimise	the	workload	of	the	critical	machine,	maximal	possible	factory	size	was	required		

Problem	 Makespan	 Total	workload	
Number	of

feasible	solutions	
Number	of	
schedules	

Time	to	find	all	
schedules	(s)	

4×5	 11	 32 4 4 0.36

8×8	
14	 77 3 4 3.14
16	 73 1 9 2.17

10×7	
11	 61 138 19,176	 77.34
11	 62 441 44,480	 205.38
12	 60 46 26,576	 74.71

10×10	
7	 42 692 81,953	 152.87
8	 41 704 818,568	 630,35

15×10	 11	 91 60 907,570	 9,003,50

	

	
	

Fig.	8	There	exist	4	schedules	(18	in	the	case	of	the	full	state	space	exploration)	based	on	two	different	feasible	solu‐
tions	to	solve	problem	4×5	with	only	4	machines	such	that	makespan	is	11	and	the	total	workload	is	32	

	

	
	

Fig.	9	Solution	for	problem	10×7	with	makespan	11	and	total	workload	61	
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7. Conclusion 
This paper proposes a novel method for generating and counting solutions of a flexible job shop 
scheduling problem. Feasible solutions are represented as cubes of a combination set, and the 
algorithm is implemented as a sequence of operations in unate cube set algebra. The efficiency of 
the approach is achieved by representing combination sets with ZBDDs, a data structure used 
typically in various methods for formal verification of systems. 
 In the proposed algorithm, process planning and scheduling are two sequential steps like in a 
typical non-linear process planning. However, in contrast to all other existing methods, the huge 
set of all feasible solutions is created in the first step. Although this looks like an unreasonable 
and awkward solution, ZBDDs somehow help to complete even the relatively large problems 
successfully. Moreover, in comparison to genetic algorithms, particle swarm optimization algo-
rithms, and other evolutionary approaches, the obtained results are very comprehensive. For 
example, we have found out that the result reported in [13] is simply wrong, because for bench-
mark 8×8 no solution with makespan equal to 15 and total workload equal to 73 exists! 
 In further work, the presented algorithms can be adapted to handle additional constraints, 
such as the production of parts in a required order, production of several instances of each part 
type, and the last acceptable part delivery time. Moreover, dynamic rescheduling can be intro-
duced to take care of eventual machine breakdowns or urgent new orders. 

Acknowledgement 
This work was supported in part by the Slovenian Research Agency through the Research Program Advanced Methods 
of Interaction in Telecommunication under Grant P2-0069. 

References 
[1] Takahashi, K., Onosato, M., Tanaka, F. (2014). Comprehensive representation of feasible combinations of alterna-

tives for dynamic production planning using zero-suppressed binary decision diagram, Journal of Advanced Me-
chanical Design, Systems, and Manufacturing, Vol. 8, No. 4, JAMDSM0061, doi: 10.1299/jamdsm.2014jamdsm 
0061. 

[2] Takahashi, K., Onosato, M., Tanaka, F. (2015). A solution method for comprehensive solution candidates in 
dynamic production planning by zero-suppressed binary decision diagrams, Transactions of the Institute of Sys-
tems, Control and Information Engineers, Vol. 28, No. 3, 107-115, doi: 10.5687/iscie.28.107. 

[3] Phanden, R.K., Jain, A., Verma, R. (2011). Review on integration of process planning and scheduling, In: Katalinic, 
B., (ed.), DAAAM International Scientific Book 2011, DAAAM International, Vienna, Austria, 593-618, doi: 
10.2507/daaam.scibook.2011.49. 

[4] Minato, S.-I. (1993). Zero-suppressed BDDs for set manipulation in combinatorial problems, In: Proceedings of 
30th ACM/IEEE Design Automation Conference, Dallas, Texas, USA, 272-277. 

[5] Minato, S.-I. (2001). Zero-suppressed BDDs and their applications, International Journal on Software Tools for 
Technology Transfer, Vol. 3, No. 2, 156-170. 

[6] Jensen, R.A., Lauritzen, B.L., Laursen, O. (2004). Optimal task graph scheduling with binary decision diagrams, 
from https://pdfs.semanticscholar.org/0fe3/36b2e5e77df4ececfa749d28752694976636.pdf?_ga=2.231505503. 
177204796.1540581701-1029763941.1533058815, accessed May 5 2018. 

[7] Brace, K.S., Rudell, R.L., Bryant, R.E. (1990). Efficient implementation of a BDD package. In Proceedings of the 
27th ACM/IEEE Design Automation Conference (DAC '90), New York, USA, 40-45. doi: 10.1145/123186.123222. 

[8] Meolic, R., (2012). Biddy – A multi-platform academic BDD package, Journal of Software, Vol. 7, No. 6, 1358-1366, 
doi: 10.4304/jsw.7.6.1358-1366. 

[9] Kacem, I., Hammadi, S., Borne, P. (2002). Pareto-optimality approach for flexible job-shop scheduling problems: 
Hybridization of evolutionary algorithms and fuzzy logic, Mathematics and Computers in Simulation, Vol. 60, No. 
3-5, 245-276, doi: 10.1016/S0378-4754(02)00019-8. 

[10] Kacem, I., Hammadi, S., Borne, P. (2002). Approach by localization and multiobjective evolutionary optimization 
for flexible job-shop scheduling problems, IEEE Transactions on Systems, Man, and Cybernetics, Part C (Applica-
tions and Reviews), Vol. 32, No. 1, 1-13, doi: 10.1109/TSMCC.2002.1009117. 

[11] Chaudry, I.A., Khan, A.M., Khan, A.A. (2013). A genetic algorithm for flexible job shop scheduling, In: Proceedings 
of the World Congress on Engineering Vol. I, London, U.K., 703-708. 

[12] Yu, M.R., Yang, B., Chen, Y. (2018). Dynamic integration of process planning and scheduling using a discrete par-
ticle swarm optimization algorithm, Advances in Production Engineering & Management, Vol. 13, No. 3, 279-296, 
doi: 10.14743/apem2018.3.290. 

[13] Zhang, H., Gen, M. (2005). Multistage-based genetic algorithm for flexible job-shop scheduling problem, Journal 
of Complexity International, Vol. 11, 223-232. 

388 Advances in Production Engineering & Management 13(4) 2018 
 

https://doi.org/10.1299/jamdsm.2014jamdsm0061
https://doi.org/10.1299/jamdsm.2014jamdsm0061
https://doi.org/10.5687/iscie.28.107
http://www.daaam.info/Downloads/Pdfs/science_books_pdfs/2011/Sc_Book_2011-049.pdf
http://www.daaam.info/Downloads/Pdfs/science_books_pdfs/2011/Sc_Book_2011-049.pdf
https://pdfs.semanticscholar.org/0fe3/36b2e5e77df4ececfa749d28752694976636.pdf?_ga=2.231505503.%20177204796.1540581701-1029763941.1533058815
https://pdfs.semanticscholar.org/0fe3/36b2e5e77df4ececfa749d28752694976636.pdf?_ga=2.231505503.%20177204796.1540581701-1029763941.1533058815
https://doi.org/10.1145/123186.123222
http://www.jsoftware.us/index.php?m=content&c=index&a=show&catid=103&id=1578
https://doi.org/10.1016/S0378-4754(02)00019-8
https://doi.org/10.1109/TSMCC.2002.1009117
https://doi.org/10.14743/apem2018.3.290


 

 

 

   

389 
 

	

Advances	in	Production	Engineering	&	Management	 ISSN	1854‐6250	

Volume	13	|	Number	4	|	December	2018	|	pp	389–404	 Journal	home:	apem‐journal.org	

https://doi.org/10.14743/apem2018.4.298 Original	scientific	paper	

 
 

Functional objectives decision‐making of discrete 
manufacturing system based on integrated ant colony 
optimization and particle swarm optimization approach 

Xu, W.a, Yin, Y.b,* 

aSchool of Management, Shenyang University of Technology, Shenyang, P.R. China 
bANU College of Business and Economics, The Australian National University, Australia 

 
 

A B S T R A C T	   A R T I C L E   I N F O	

In	order	to	obtain	a	decision	model	with	universality,	the	manufacturing	unit	
was	 regarded	 as	 the	most	 basic	 carrier	 for	 the	 functional	 objectives	 of	 the	
manufacturing	 system.	 This	 paper	 has	 established	 the	 functional	 objective	
decision	model	of	discrete	manufacturing	system	by	characterizing	the	manu‐
facturing	objectives	of	cost,	efficiency,	quality,	time,	agility	and	greenness,	and	
has	 introduced	 the	 concept	 of	 coordination	 degree	 between	manufacturing	
units.	 In	weight	 calculation,	 the	model	 could	 balance	 the	 importance	 of	 the	
functional	objectives	 required	by	 the	customer	and	 the	producer.	Moreover,	
according	 to	 the	NP‐hard	 characteristics	 of	 the	model,	 ant	 colony	 algorithm	
and	particle	swarm	optimization	(ACO‐PSO)	algorithm	was	designed	to	solve	
the	 problem.	 The	 feasibility	 and	 validity	 of	 the	 algorithm	 were	 verified	 by	
simulation	 examples,	 which	 could	 promise	 the	 experimental	 results	 more	
satisfactory	than	the	traditional	genetic	algorithm.	In	addition,	the	model	can	
provide	more	choices	for	decision‐making	of	functional	objectives	in	discrete	
manufacturing	systems	by	adjusting	the	fitness	value.	
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1. Introduction 

Manufacturing	system	 is	 the	core	subsystem	of	enterprises	and	 the	 fundamental	driving	 force	
for	 sustainable	 development	 of	 enterprises	 [1].	 Its	 competitiveness	 directly	 determines	 the	
competitiveness	of	product	market,	so	enterprises	have	to	improve	the	manufacturing	system	to	
meet	the	fluctuation	of	market	and	customer	demand.	The	companies	can	ensure	their	competi‐
tive	advantages	and	their	continued	effectiveness	in	a	complex	market	environment	through	this	
method	[2].	 In	previous	investigations,	the	manufacturing,	 in	which	only	5	%	of	the	total	man‐
hour	cost	was	invested,	was	used	in	enterprises,	but	the	total	cost	of	the	product	was	increased	
by	 12	 times	 [3‐4].	 Therefore,	 good	 adaptability	 and	 competitiveness	 of	 enterprises	 cannot	 do	
without	flexible	adjustment	of	the	manufacturing	system	[5].	Besides,	practice	has	proved	that,	
the	main	way	to	improve	the	flexible	adaptability	and	competitiveness	of	enterprises	is	to	build	
a	manufacturing	system,	and	it	could	meet	market	demands	[6‐7].	Furthermore,	in	order	to	en‐
sure	the	realization	of	environmental	needs,	enterprises	should	constantly	adjust	their	manufac‐
turing	systems	with	the	competition	environment	changing	[8].	

Objective	decision‐making	function	of	the	manufacturing	system	is	to	obtain	the	ideal	prod‐
ucts	for	users	through	a	good	manufacturing	system,	fundamentally	provide	strategic	competi‐
tiveness,	 leverage	manufacturing	system	functions,	meet	multiple	technical	and	economic	indi‐
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cators,	and	 identify	 the	best	comprehensive	solution	among	series	of	scenarios	 [9].	And	at	 the	
core	stage	of	 forming	enterprise	competitiveness,	 the	objective	of	manufacturing	system	func‐
tion	is	the	ultimate	source	of	ensuring	product	and	service	quality,	because	its	advantages	and	
disadvantages	directly	determine	the	intrinsic	quality	of	products	and	the	external	level	of	ser‐
vice,	which	mainly	manifested	in	manufacturing,	use	and	maintenance	process,	simultaneously,	
its	 advantages	and	disadvantages	affect	 the	production	and	service	 capabilities	of	products	as	
well	as	follow‐up	behaviours	[10‐11].	In	recent	years,	industrial	technology	has	flourished,	and	
users	 had	 higher	 requirements	 for	 products	 and	 equipment,	 which	 include	 quality,	 function,	
structure,	etc.	 [12].	So,	enterprises	have	been	 inseparable	 from	the	objective	of	manufacturing	
system	functions	during	operation	[13].	

2. Problem descriptions and hypothesis 

2.1 Problem descriptions 

It	 can	be	 concluded	 that	 the	main	 functional	 objectives	 of	 discrete	manufacturing	 systems	 in‐
clude	 cost,	 efficiency,	quality,	 time,	 agility	 and	green	 attributes,	 furthermore,	 in	order	 to	meet	
customer	 demand	 and	 corporate	 competitive	 strategies,	 these	may	 also	 be	 expanded	 in	 real‐
world	builds	[6].	Therefore,	the	decision‐making	factors	are	complicated.	And	on	the	other	hand,	
in	 the	 case	 of	 limited	 enterprise	 resources,	 various	 functional	 objectives	may	 be	modified	 ac‐
cording	to	certain	principles	to	meet	the	focus	shifts	 in	the	production	process,	and	there	may	
even	be	serious	conflicts	between	functional	objectives.	Therefore,	enterprises	must	make	scien‐
tific	and	effective	decisions.	When	companies	pursue	the	following	objectives	that	include	high	
efficiency,	 low	 cost,	 good	 quality,	 prompt	 delivery,	 high	 agility,	 greenness	 and	 coordination	
among	the	above	objectives,	for	any	of	the	manufacturing	subtasks	in	the	manufacturing	unit	of	
Fig.	1,	each	candidate	unit	is	equivalent	to	a	selection	in	D.	That	is,	the	manufacturing	unit	has	to	
select	a	certain	direction	in	each	two‐way	arc	in	D.	and	if	it	is	directed	acyclic,	it	corresponds	to	
an	optimal	service	configuration	that	belongs	to	the	k‐th	manufacturing	subtask;	Similarly,	when	
the	service	execution	nodes	are	all	determined	which	correspond	to	the	subtasks	in	the	manu‐
facturing	task	chain,	a	complete	directed	acyclic	graph	called	Hamilton	loop	can	be	obtained.	

There	are	four	structures	in	the	model	which	include	series,	parallel,	selection	and	cycle,	as	
shown	in	Fig.	2.	
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Fig.	1	Disjunctive	graph	of	function	decision	making	for	discrete	manufacturing	system	
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(a)	Sequential	structure	
	

	
(b)	Parallel	structure	

	
																										(c)	Branch	structure	

	

	
	
	

																												(d)	Cyclic	structure	
	

Fig.	2	Four	kinds	of	subtask	combination	structures	

There	is	a	cyclic	structure	in	sub‐task	2	and	3	which	cannot	meet	Hamilton	loop	requirements,	
while	in	order	to	meet	the	requirements,	three	cycles	need	to	be	converted	into	three	series.	In	
fact,	both	branch	selection	structure	and	parallel	 structure	can	be	converted	 into	series	struc‐
ture.	And	it	was	expressed	as	ሼݐݏଵ → ଶݐݏ ଷݐݏ →⁄ ସݐݏ → 3ሾݐݏହ → ଺ሿݐݏ ∪ ଻ݐݏ → 		.	ሽ଼ݐݏ

2.2 Problem hypothesis 

The	manufacturing	 unit	 could	 optimize	 the	 functional	 objective	 direction	 and	 strength	 of	 the	
decomposable	task	in	a	certain	predictable	time,	and	which	is	called	discrete	manufacturing	sys‐
tem	 function	 objective	 decision.	However,	 the	manufacturing	 unit	may	 also	 be	 self‐interested,	
exclusive,	and	competitive	in	the	actual	operation	process,	which	may	cause	damage	to	the	or‐
ganic	whole	of	the	functional	objectives	of	the	manufacturing	system.	So	in	order	to	construct	a	
functional	objective	decision	model	with	certain	universality,	we	give	such	simplifications	and	
assumptions:	

 Each	sub‐task	in	the	manufacturing	task	chain	could	be	realized	by	the	same	type	of	manu‐
facturing	 unit,	 but	 the	 premise	 is	 that	 it	 has	 the	 same	 processing	 capability,	 processing	
technology	and	processing	method.	However,	each	manufacturing	unit	has	its	own	charac‐
teristics,	which	are	mainly	reflected	in	the	functional	objectives	not	in	manufacturing	pro‐
cess.	Besides,	a	sub	task	could	only	be	finished	by	one	of	the	best	manufacturing	units.	

 The	manufacturing	unit	has	differences	in	time,	quality,	cost,	agility,	efficiency,	and	green	
functionality,	each	of	which	can	be	 independently	measured	within	 the	optimal	range	of	
objectives.	Moreover,	we	can	comprehensively	measure	the	functional	objectives	of	manu‐
facturing	units	by	using	the	relevant	duplicate	weights,	which	called	comprehensive	eval‐
uation,	 and	 it	 could	 provide	 quantitative	 support	 for	 the	 final	 multi‐objective	 decision‐
making.	

 The	calculation	of	transportation	costs	and	transfer	time	between	manufacturing	units	is	
defined	by	a	coordination	 factor,	and	 it	 could	be	obtained	by	experts	or	engineering	de‐
signers	with	reference	to	transportation	costs	and	transfer	times.	

 There	are	four	kinds	of	interconnection	among	manufacturing	units:	serial,	parallel,	selec‐
tive	and	cyclic,	and	all	of	them	can	be	expressed	in	series.	

 The	 manufacturing	 unit	 function	 has	 certain	 robustness,	 and	 which	 indicates	 that	 the	
manufacturing	system	has	sufficient	resources	and	capabilities	within	a	certain	range,	and	
it	can	avoid	time	conflicts	for	multiple	manufacturing	subtasks	in	the	use	of	manufacturing	
units.	
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3. Model establishment 

3.1 Objective functions 

Cost	objective	function	

For	discrete	manufacturing	enterprises,	manufacturing	is	the	creative	process	of	enterprise	val‐
ue,	and	the	cost	of	manufacturing	directly	affects	the	profit	and	core	competitiveness	of	discrete	
manufacturing	 enterprises.	 Therefore,	 the	 cost	 factor	 most	 concerned	 is	 manufacturing	 cost	
generated	by	production	activities	 in	workshops.	Thus	 the	 total	 cost	objective	 function	of	dis‐
crete	manufacturing	system	is	defined	as:	
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(1)

	

௜௝ܪ ൌ ቊ
	1					 The	݅‐ th	sub	task is made by the manufacturing unit	݉ݏ௝		

							0					 The	݅‐ th	sub	task is not made by the manufacturing	unit	݉ݏ௝
	 	

	

In	Eq.	1,	ܿ௜௝	is	the	manufacturing	cost	of	the	j‐th	manufacturing	unit	in	the	i‐th	subtask	in	the	
manufacturing	system,	ܽ	is	the	number	of	serial	tasks	in	the	manufacturing	unit,	ܾ	is	the	number	
of	 parallel	 manufacturing	 units	 in	 a	 manufacturing	 system,	ܿ	is	 the	 number	 of	manufacturing	
units	 in	 the	 manufacturing	 system,	݀	is	 the	 number	 of	 circulating	 manufacturing	 units	 in	 the	
manufacturing	system,	݇௣	is	the	number	of	manufacturing	unit	subtasks	in	the	four	manufactur‐
ing	categories,	݌௜	is	selection	probability,	ߣ	is	the	number	of	cycles	for	manufacturing	subtasks.	

Manufacturing	efficiency	objective	function	

Manufacturing	efficiency	generally	refers	to	the	quantity	of	qualified	products	produced	per	unit	
of	time	(such	as	one	hour,	one	day	and	night),	per	unit	of	capacity	of	a	manufacturing	unit	(such	
as	a	machine	tool	or	an	automated	production	 line)	or	equipment	(such	as	per	cubic	meter	of	
blast	furnace	volume).	So	the	increase	in	manufacturing	efficiency	showed	that	the	manufactur‐
ing	 system	makes	 full	 use	 of	 resources.	 Thus	 the	 efficiency	 objective	 function	 in	 the	 function	
objective	of	discrete	manufacturing	system	is	defined	as：	
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௜௝ܪ ൌ ቊ
1				The	݅‐ th	sub	task is made by the manufacturing unit 		௝ݏ݉

					0				The	݅‐ th	sub	task is not made by the manufacturing unit	݉ݏ௝
	

	

In	Eq.	2,	݁௜௝	is	the	manufacturing	efficiency	of	the	j‐th	manufacturing	unit	in	the	i‐th	sub‐task	
in	the	discrete	manufacturing	system.	

Manufacturing	quality	objective	function	

Manufacturing	quality	index	is	mainly	used	to	evaluate	the	production	capacity	of	machine	tools	
equipment	and	the	level	of	machining	accuracy,	such	as	production	processing	accuracy,	product	
qualification	rate,	 surface	roughness	and	so	on.	Manufacturing	quality	of	a	manufacturing	unit	
should	be	the	product	of	the	qualified	rate	of	each	process	within	the	unit,	that	is,	the	manufac‐
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turing	quality	should	be	optimized	as	far	as	possible.	Thus	the	objective	function	of	manufactur‐
ing	quality	of	discrete	manufacturing	system	is	defined	as:	
	

ܳ ൌෑෑܪ௜௝ݍ௜௝

௞ೕ

௝ୀଵ

൅ ݉݅݊ෑቌෑܪ௜௝ݍ௜௝

௞ೕ

௝ୀଵ

,ෑܪሺ௜ାଵሻ௝ݍሺ௜ାଵሻ௝

௞ೕ

௝ୀଵ

ቍ

௕

௜ୀଵ

௔

௜ୀଵ

൅ ௜௝ݍ௜௝ܪ௜ෑෑ݌

௞ೕ

௝ୀଵ

൅ ቌෑෑܪ௜௝ݍ௜௝

௞ೕ

௝ୀଵ

ௗ

௜ୀଵ

ቍ

௖

௜ୀଵ

	

(3)

௜௝ܪ ൌ ቊ
1				 The	݅‐ th	sub	task is made by the manufacturing unit	݉ݏ௝	

						0				 The	݅‐ th	sub	task is not made by the manufacturing unit	݉ݏ௝
	 	

In	Eq.	3,	ݍ௜௝	is	the	quality	pass	rate	of	the	j‐th	manufacturing	unit	in	the	i‐th	subtask	of	a	dis‐
crete	manufacturing	system.	

Time	objective	function	

The	technological	process	for	each	order	is	fixed.	The	raw	materials	have	gone	through	several	
processes	in	the	workshop	before	becoming	end	products.	And	the	processing	cycle	is	sum	of	the	
process	 time	 of	 each	manufacturing,	 in	which	 involves	 handling	 time,	 waiting	 time,	 and	 pro‐
cessing	time.	Thus	the	total	running	time	objective	function	of	the	discrete	manufacturing	sys‐
tem	functional	objective	is	defined	as:	
	

ܶ ൌ෍෍ܪ௜௝ݐ௜௝ ൅

௞ೕ

௝ୀଵ

௔

௜ୀଵ

෍݉ܽݔ ቌ෍ܪ௜௝ݐ௜௝

௞ೕ

௝ୀଵ

,෍ܪሺ௜ାଵሻ௝ݐሺ௜ାଵሻ௝

௞ೕ

௝ୀଵ

ቍ

௕

௟ୀଵ

൅ ௜௝ݐ௜௝ܪ௜෍෍݌

௞ೕ

௝ୀଵ

௖

௜ୀଵ

൅ ௜௝ݐ௜௝ܪ෍෍ߣ

௞ೕ

௝ୀଵ

ௗ

௜ୀଵ

	

(4)

	

௜௝ܪ					 ൌ ቊ
1					 		The	݅‐ th	service node selects service ௝ݏ݉ to provide	services	

													0					 		The	݅‐ th	service node doesn′t select service ௝ݏ݉ to	provide	services
	

In	Eq.	4,	ݐ௜௝	is	the	execution	time	of	the	j‐th	manufacturing	unit	of	the	i‐th	subtask	in	the	dis‐
crete	manufacturing	system.	

Manufacturing	agility	objective	function	

The	manufacturing	agility	of	discrete	manufacturing	systems	is	primarily	measured	by	the	aver‐
age	level	of	agility	of	each	manufacturing	unit,	which	is	to	make	the	overall	agility	of	the	manu‐
facturing	system	optimal	as	far	as	possible.	So	the	objective	function	of	manufacturing	agility	of	
discrete	manufacturing	system	is	defined	as:	

ܣ ൌ ቌෑෑܪ௜௝ܽ௜௝ᇱ
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ௗ
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ఒ

ଵ
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(6)

	

௜௝ܪ ൌ ቊ
	1			 The	݅‐ th	sub	task is made by the manufacturing unit	݉ݏ௝

								0			 The	݅‐ th	sub	task is not made by the manufacturing	unit	݉ݏ௝
	 	

In	Eq.	5,	ܽ௜௝
ᇱ 	is	the	agility	of	the	j‐th	manufacturing	unit	in	the	i‐th	subtask	in	a	discrete	manu‐

facturing	system.	
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Green	function	

The	greenness	of	the	manufacturing	unit	refers	to	the	evaluation	of	environmental	indicators	in	
the	manufacturing	 process	 under	 current	 environmental	 requirements,	 such	 as	 carbon	 emis‐
sions	and	material	 loss.	So	the	objective	function	of	manufacturing	agility	of	discrete	manufac‐
turing	system	is	defined	as:	

ܶ ൌ
1
ܽ
෍෍ܪ௜௝݃௜௝ ൅
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௜ୀଵ
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෍෍ܪ௜௝݃௜௝
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௝ୀଵ

ௗ

௜ୀଵ

ఒ

ଵ

	

(6)

	

௜௝ܪ ൌ ቊ
	1			 The	݅‐ th	sub	task is made by the manufacturing unit	݉ݏ௝		

							0			 The	݅‐ th	sub	task is not made by the manufacturing unit	݉ݏ௝
	 	

	

In	Eq.	6,	݁௜௝
ᇱ 	is	the	greenness	of	the	j‐th	manufacturing	unit	in	the	i‐th	subtask	in	the	discrete	

manufacturing	system.	

Manufacturing	unit	function	objective	total	objective	function	

In	actual	production	and	operation,	enterprise	pursued	such	objectives	which	include	low	cost,	
high	efficiency,	perfect	quality,	 short	 time,	 agility	and	strong	green.	However,	 these	objectives	
are	 often	 interrelated	 and	 conflict	with	 each	 other.	When	 a	manufacturing	 unit	was	 selected,	
each	sub‐objective	has	its	own	optimization	criteria,	and	they	could	also	restrict	each	other,	so	it	
is	almost	impossible	to	find	a	group	of	manufacturing	units	that	can	satisfy	these	requirements	
simultaneously,	which	includes	Min	T,	Max	Q,	Min	C,	Max	F,	Max	E,	Max	G.	Thus	the	correspond‐
ing	weights	should	be	assigned	according	to	the	relative	importance	of	each	sub	objective.	

ܼ݉݅݊ ൌ ܶ	ଵݓ ൅ ܥ	ଶݓ ൅ ሺ1	ଷݓ െ ܳሻ ൅ ସݓ ሺ1 െ ሻܣ ൅ ହݓ ሺ1 െ ሻܧ ൅ ଺ሺ1ݓ െ 	ሻܩ (7)

Coordination	function	between	manufacturing	units	

ܴ ൌ ෍෍෍ܪ௜௝

௞ೕశభ

௤ୀଵ

௞ೕ

௝ୀଵ

௡ିଵ

௜ୀଵ

௜௝,ሺ௜ାଵሻ௤ݎሺ௜ାଵሻ௚ܪ 	

	

(8)

௜௝ܪ ൌ ቊ
	1			 The	݅‐ th	sub	task is made by the manufacturing unit	݉ݏ௝		

							0			 The	݅‐ th	sub	task is not made by the manufacturing unit	݉ݏ௝
	 	

	

In	Eq.	8,	ݎ௜௝,ሺ௜ାଵሻ௤	is	the	coordination	relationship	between	the	j‐th	manufacturing	unit	in	the	
i‐th	subtask	in	the	discrete	manufacturing	system	and	the	q‐th	manufacturing	unit	in	the	(i+1)‐th	
subtask,	and	the	value	range	is	ሾ0,1ሿ,	and	the	greater	the	figure,	the	higher	the	coordination.	

Functional	objective	decision	model	of	discrete	manufacturing	system	

Discrete	manufacturing	system	function	objective	decision	model	is	equivalent	to	the	sum	of	the	
coordination	values	between	the	manufacturing	unit	functional	objective	and	the	manufacturing	
unit,	as	shown	in	Eq.	9.	

ܼ݉݅݊ᇱ ൌ ܶ	ଵݓ ൅ ܥ	ଶݓ ൅ ሺ1	ଷݓ െ ܳሻ ൅ ସݓ ሺ1 െ ሻܣ ൅ ହݓ ሺ1 െ ሻܧ ൅ ଺ሺ1ݓ െ ሻܩ ൅ ଻ሺ1ݓ െ ܴሻ (9)

In	Eq.	9,	W	is	used	as	a	weight	vector,	determined	by	both	customers	and	producers.	
The	importance	of	cost	(C),	efficiency	(E),	quality	(Q),	time	(T),	agility	(A),	greenness	(G)	and	

coordination	(R)	has	different	dimensions	and	scales,	so	it	is	impossible	to	compare	these	indica‐
tors	directly.	Therefore,	 it	 is	necessary	 to	normalize	 them	to	eliminate	 the	dimensional	differ‐
ences	and	obtain	comparable	scales.	And	T	and	C	are	the	cost	indicators	z,	and	Q,	A,	E	and	R	are	
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benefit	 indicators	 y.	 Besides,	 different	 indicators	 are	 treated	 differently	 in	 the	 normalization	
process,	as	follows:	

ܼ௜௝ ൌ
௜ܸ௝ െ min

ଵஸ௝ஸ௞
൛ ௜ܸ௝ൟ

max
ଵஸ௝ஸ௞

൛ ௜ܸ௝ൟ െ min
ଵஸ௝ஸ௞

൛ ௜ܸ௝ൟ
	 (10)

ܼ௜௝ ൌ
max
ଵஸ௝ஸ௞

൛ ௜ܸ௝ൟ െ ௜ܸ௝

max
ଵஸ௝ஸ௞

൛ ௜ܸ௝ൟ െ min
ଵஸ௝ஸ௞

൛ ௜ܸ௝ൟ
	 (11)

	

After	normalizing	the	time	(T),	quality	(Q),	cost,	(C),	agility	(A),	efficiency	(E),	green	(G)	and	
coordinated	 (R),	 the	general	objective	 function	of	discrete	manufacturing	 system	 is	defined	as	
follows	in	Eq.	12:	

ܼ݉݅݊ᇱᇱ ൌ ܶ	ଵݓ ൅ ᇱܥ	ଶݓ ൅ ሺ1	ଷݓ െ ܳᇱሻ ൅ ସݓ ሺ1 െ ᇱሻܣ ൅ ହݓ ሺ1 െ ᇱሻܧ ൅ ଺ሺ1ݓ െ ᇱሻܩ
൅ ଻ሺ1ݓ െ ܴᇱሻ	

(12)

ଵݓ 	൅ ଶݓ 	൅ ଷݓ ൅ ସݓ ൅ ହݓ ൅ ଺ݓ ൅ ଻ݓ ൌ 1	 	

Weights	ݓଵ, ,ଶݓ ,ଷݓ ,ସݓ ,ହݓ ,଺ݓ and	ݓ଻	are	the	importance	of	cost	(C),	efficiency	(E),	quality	(Q),	
time	(T),	agility	(A),	greenness	(G),	and	coordination	(R),	respectively.	

3.2 Constraints and decision variables 

The	 decision‐making	 process	 is	 that	 each	 manufacturing	 unit	 provides	 a	 functional	 objective	
carrier	 and	 integrates	 the	discrete	manufacturing	 system,	which	has	 the	most	 coordination	of	
manufacturing	units.	Therefore,	the	decision	has	the	following	corresponding	constraints:	

Manufacturing	time	constraint	

The	total	manufacturing	time	of	the	manufacturing	system	cannot	be	greater	than	the	latest	de‐
livery	time,	which	is:	

௠ܶ௔௫ ൒	T	

௠ܶ௔௫	is	the	latest	delivery	time	in	the	manufacturing	system.	

Manufacturing	quality	constraint	

The	manufacturing	quality	of	the	manufacturing	system	cannot	be	less	than	the	minimum	quali‐
ty	requirement:	

ܳ௠௔௫ ൑	Q	

ܳ௠௔௫	is	the	minimum	manufacturing	quality	acceptable	to	the	manufacturing	system.		

Manufacturing	cost	constraint	

The	manufacturing	 quality	 of	 the	manufacturing	 system	 cannot	 be	 higher	 than	 the	maximum	
cost	requirement.	

௠௔௫ܥ ൒	C	

	.afford	can	system	manufacturing	a	that	cost	highest	the	is	௠௔௫ܥ

Manufacturing	agility	constraint	

The	agility	of	manufacturing	system	must	be	higher	than	the	minimum	system	agile	requirement,	
as	follows:	

௠௜௡ܣ ൑	A	

ܴ௠௜௡	is	the	minimum	system	agility	acceptable	to	a	manufacturing	system	

Manufacturing	efficiency	constraint	

The	manufacturing	 efficiency	 of	 the	manufacturing	 system	 cannot	 be	 less	 than	 the	minimum	
efficiency,	as	follows:	
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௠௜௡ܧ ൑	E	

	.system	manufacturing	the	to	acceptable	efficiency	minimum	the	is	௠௜௡ܧ

Green	constraint	

The	greenness	of	the	manufacturing	system	cannot	be	less	than	the	minimum	greenness,	as	fol‐
lows:	

௠௜௡ܩ ൑	G	

	system	manufacturing	the	to	acceptable	requirements	greenness	minimum	the	is	௠௜௡ܩ

Decision	variable	constraint	

The	decision	variable	constraint	is	represented	by	a	manufacturing	sub	task,	and	which	can	only	
be	completed	by	one	type	of	manufacturing	unit,	one	has	the	following	expression:	

∀௜∈ ሼ1,2,⋯ , ݊ሽ, ݆ ∈ ൛1,2,⋯ , ݃௝ൟ	
	

௜௝ܪ ൌ ቊ
	1				The	݅‐ th	sub	task	is	made	by	the	manufacturing	unit	݉ݏ௝		

							0				The	݅‐ th	sub	task	is	not	made	by	the	manufacturing	unit	݉ݏ௝
	

4. Solution of model 

4.1 Part of ACO 

We	set	the	number	of	manufacturing	units	to	N,	the	total	number	of	ants	to	N,	and	the	degree	of	
coordination	between	unit	i	and	unit	j	is	ܴ௜௝ሺ݅ ് ݆ሻ.	The	objective	function	can	be	described	that		
the	sum	of	the	functional	objectives	of	each	unit	and	the	degree	of	coordination	between	differ‐
ent	units,	such	as	Eq.	9.	The	bigger	the	value,	the	better.	Where	the	manufacturing	system	task	
sequence	is	expressed	as	{st1,	st2,	…,	stn},	which	gives	a	full	array	of	all	tasks.	

The	basic	idea	of	ant	colony	algorithm:	ants	find	the	path	randomly	at	first	time,	and	release	
the	same	amount	of	pheromone	on	 the	path.	We	define	߬௜௝ሺݐሻ	to	represent	 the	residual	phero‐
mone	content	on	the	line	unit	i	and	unit	j	at	time	t.	The	pheromone	content	of	each	path	at	the	
initial	moment	is	߬௜௝ሺ0ሻ ൌ ߬଴.	During	the	crawling	process,	ant	ܽ݊ݐ௞ሺ݇ ൌ 1, 2, … , ܰሻ	uses	the	Ta‐
bu	Table	 tabuk	 to	 record	 the	 currently	 traversed	unit,	 and	uses	 the	 set	allowedk	 to	 record	 the	
next	alternative	unit,	i.e.	allowedk	=	{C	–	tabuk}.	

௜௝݌	
௞ ሺݐሻ	represents	 the	 state	 transition	probability	 that	 ant	antk	 is	 transferred	 from	unit	 i	 to	

unit	 j	 at	 time	 t,	 where	ߟ௜௝	indicates	 the	 heuristic	 information	 from	 unit	 i	 to	 unit	 j	(generally,	
௜௝ߟ ൌ 1/ܴ௜௝.	The	parameter		 represents	 the	relative	 importance	of	 the	amount	of	 residual	 in‐
formation	on	the	path	from	i	to	j,	and	the	parameter		is	the	relative	importance	of	the	heuristic	
information,	as	shown	by	the	Eq.	13.	

௜௝݌
௞ ሺݐሻ ൌ ൞

ൣ߬௜௝ሺݐሻ൧
ఈ
௜௝൧ߟൣ

ఉ

∑ ሾ߬௜௦ሺݐሻሿఈሾߟ௜௦ሿఉ௦∈௔௟௟௢௪௘ௗೖ
, if ݆ ∈ ௞݀݁ݓ݋݈݈ܽ

0	,							 ݆ ∈ ௞ݑܾܽݐ

	  (13)

Eq.	14	represents	the	pheromone	volatilization	rate	over	time	N;	∆߬௜௝	represents	the	sum	of	the	
pheromone	increments	on	path	from	i	to	j	in	this	iteration,	as	shown	in	Eq.	15;	Q	represents	the	
total	pheromone	content	released	by	the	ant	cycle;	Lk	 indicates	the	length	of	the	path	taken	by	
∆߬௜௝	tour;	this	in	௞ݐ݊ܽ

௞ 	represents	the	pheromone	content	left	by	ܽ݊ݐ௞	on	path	in	this	iteration,	as	
shown	in	Eq.	16.	

߬௜௝ሺݐ ൅ ݊ሻ ൌ ߩ ∙ ߬௜௝ሺݐሻ ൅ ∆߬௜௝ 	 (14)
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∆߬௜௝ ෍∆߬௜௝
௞

௠

௞ୀଵ

	 (15)

∆߬௜௝
௞ ൌ ൝

ܳ
ܮ
, 																						if ௞ݐ݊ܽ pass path ݅ to ݆ from time ݐ to ݐ ൅ 1

			0, 																										 others 									
	 (16)

4.2 Part of PSO 

Particle	swarm	optimization	is	a	swarm	intelligence	algorithm	that	simulates	the	predation	be‐
havior	of	flocks.	In	the	process	of	optimization,	each	potential	best	solution	is	related	to	the	ve‐
locity	of	particle	motion.	According	 to	 the	historical	experience	of	 the	particle	and	 the	experi‐
ence	of	neighbors,	the	velocity	and	direction	are	adjusted	to	approach	the	best	solution.	

We	set	 the	position	and	velocity	of	 the	 i‐th	particle	 in	the	particle	group	are	ݔ௜ሺݔ௜ଵ, 	and	௜ଶሻݔ
,௜ଵݒ௜ሺݒ ,௜ଵ݌௜ሺݐݏܾ݁݌	.respectively	௜ଶሻݒ 	.particle	i‐th	the	by	searched	position	best	the	represents	௜ଶሻ݌
,௜ଵ݌௜ሺݐݏܾ݁݃ 	,18	and	17	Eqs.	to	according	searched.	particles	all	of	position	best	the	represents	௜ଶሻ݌
we	can	update	the	velocity	and	position	of	the	particles:	

௜ାଵݒ ൌ ߱ ∗ ௜ݒ ൅ ܿଵ ∗ ௜ݐݏܾ݁݌ଵሺߞ െ ௜ሻݔ ൅ ܿଶ ∗ ௜ݐݏଶሺܾ݃݁ߞ െ 	௜ሻݔ (17)

௜ାଵݔ ൌ ௜ݔ ൅ ௜ାଵݒ 	 (18)

where	the	learning	factors	ܿଵ	and	ܿଶ,	respectively,	indicate	that	the	particles	have	self‐optimizing	
ability	and	swarm	intelligence	ability	to	approximate	the	individual	and	group	optimal	solutions.	
	are	ଶߞ	and	ଵߞ the	 random	 numbers	 between	 [0,	 1].	 Particle	 velocity	 needs	 to	 be	 limited,	 if	
|௜ݒ| ൐ 	,	௠௔௫ݒ then	|ݒ௜| ൌ 	is	߱	௠௔௫.ݒ the	 inertia	 weight,	 which	 indicates	 how	much	 the	 particle	
continues	the	current	velocity,	and	its	value	is	reasonably	selected	so	that	the	particle	has	bal‐
anced	local	and	global	search	ability.		

4.3 Algorithm flow 

The	ACO‐PSO	hybrid	algorithm	model	overcomes	the	shortcomings	of	both	Ant	Colony	Optimi‐
zation	(ACO)	and	Particle	Swarm	Optimization	(PSO)	algorithms,	and	it	combines	the	advantages	
of	the	two	algorithms.	Furthermore,	its	basic	construction	ideas	are	as	follows:	The	first	step	is	
to	generate	an	initial	solution	set	of	the	problem	by	the	strong	global	search	ability	of	the	parti‐
cle	swarm	algorithm	and	its	randomness.	And	then	according	to	the	primary	selection	result,	the	
initial	pheromone	matrix	of	the	ant	colony	algorithm	is	constructed.	Next,	it	is	to	find	the	optimal	
solution	of	the	problem,	which	applies	the	strong	optimization	ability	and	positive	feedback	of	
the	ant	colony	algorithm.	Moreover,	in	the	optimal	configuration	model,	in	order	to	alleviate	the	
occurrence	 of	 ant	 colony	 and	 stagnation,	 limited	 ant	 resources	 should	be	 allocated	 to	popula‐
tions,	and	it	has	higher	search	rates.	The	algorithm	structure	is	shown	in	Fig.	3.	

4.4 The steps of algorithm 

Step	1:	 Set	 the	particle	 swarm	parameters	and	 initialize	 the	particle	 swarm,	 that	 is,	 randomly	
generate	 ௣ܰ	particle	velocities	and	positions.	

Step	2:	Initialize	the	pheromone	and	parameters	of	each	ant;	randomly	place	 ௦ܰ௔	ants	on	N	units.	
Step	3:	Set	each	ant	traverse	all	the	units.	The	ant	selects	the	passing	unit	by	the	concept	of	(13),	

updates	the	path	length	of	 ௦ܰ௔	ants,	and	calculates	the	optimal	path	of	each	ant	as	the	fit‐
ness	value	of	 ௣ܰ	particles.	

Step	4:	According	to	the	fitness	value	of	the	particle,	we	update	each	particle's	individual	optimal	
solution	and	group	optimal	solution	according	to	Eqs.	17	and	18,	and	obtain	the	velocity	
and	position	of	the	particle.	

Step	5:	Apply	the	global	pheromone	update	rule.	
Step	6:	If	the	maximum	number	of	iterations	is	reached,	then	the	process	ends.	Otherwise,	return	

to	step	4.	
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Fig.	3	Hybrid	PSO‐ACO	algorithm	flow	

5. Results and discussion 

5.1 The initial data 

The	 process	 of	 functional	 objective	 decision	making	 for	 discrete	manufacturing	 systems	 is	 as	
follows:	 Starting	 from	 the	 upstream	 sub‐task	 st1,	 each	 sub‐task	 st1	 passes	 through	 the	 down‐
stream	sub‐task	st1	in	the	direction	of	directed	connection	arc,	input	and	output	connection	arc	
rij.	We	 select	 variable	 function	 allocate	 (msij)	 respectively	 according	 to	 the	 rules	 of	 adjacency	
combination	 from	 the	 corresponding	manufacturing	units.	A	manufacturing	unit	 is	 selected	 to	
participate	in	the	formation	of	a	discrete	manufacturing	system,	which	has	formed	satisfactory	
functional	objectives,	as	shown	in	Fig	4. The	result	of	discrete	manufacturing	system	decision	is	
that,	 the	 preferred	manufacturing	 units	 has	 been	 selected	 from	 each	 sub‐task,	 and	 then	 com‐
bined	them	to	form	a	complete	organic	whole	E*,	which	can	be	formally	expressed	as:	

∗ܧ ൌ ൛ തܲ൫݉ݏ௜௝൯，݉ݏ௜௝， ഥܰ൫݉ݏ௜௝൯ൟ	

According	 to	Fig.	4,	 an	optimal	decision‐making	scheme	can	be	established,	and	 it	 is	 corre‐
sponded	to	the	task	chain	which	consists	of	manufacturing	unit,	as	shown	in	Table	1.	

Functional	 objective	 decision‐making	 of	 manufacturing	 system	 is	 the	 process	 of	 screening	
and	integrating	manufacturing	units	for	each	manufacturing	sub‐task	in	the	manufacturing	task	
chain.	Besides	it	can	make	full	use	of	manufacturing	units	based	on	the	specific	manufacturing	
system	 construction	 scheme,	 meanwhile	 it	 could	 optimize	 the	 allocation	 of	 resources	 within	
enterprises,	 and	 then	 achieve	 the	 organic	 combination	 of	 various	manufacturing	 units	 under	
different	manufacturing	modes which	can	help	 form	the	dynamic	core	competitiveness,	and	at	
last	maximize	the	functional	objectives	of	manufacturing	resources	utility.	
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Fig.	4	Sketch	map	of	function	decision	of	discrete	manufacturing	system	
	

Table	1	Functional	components	of	discrete	manufacturing	system	
Subtask	 Manufacturing	unit	 C E T Q A	 G

ts1	
ms11

	
23.4 10 13.4 17.5 8.9	 7.1

ms12
	

25.6 12.5 16.5 11.5 8.9	 14.1
ms13

	
24.5 9.8 21.5 8.7 14.5	 6.8

ts2	

ms21
	

25.4 18.5 9.8 15.2 9.8	 13.8
ms22

	
22.4 11.1 9.8 10.2 9.7	 9.2

ms23
	

20.4 11.5 10.5 12.2 10.1	 7.8
ms24

	
26.5 13.4 9.8 14.5 9.8	 14.5

ts3	
ms31

	
19.4 15.6 15.2 12.1 10.9	 8.6

ms32
	

24.8 9.6 15.2 9.4 10.3	 8.7
ms33

	
27.5 14.5 6.7 18.4 9.2	 9.5

ts4	
ms41

	
26.5 13.6 16.5 7.5 14.2	 6.4

ms42
	

25.3 18.5 14.5 10.2 11.2	 9.8

ts5	

ms51
	

35 15.3 7.1 11.2 16.5	 9.8
ms52

	
25.5 14.2 12.3 14.2 12.2	 9.8

ms53
	

27.8 15.8 10.7 13 9.9	 11
ms54

	
25.6 10.2 17.8 9.8 16.3	 7.5

ts6	
ms61

	
26.4 12.1 14.2 9.4 13.4	 9.8

ms62
	

32.1 10.3 10.2 15.2 14.5	 7.8
ms63

	
22.6 9.2 15.4 18.2 10.2	 7.8

ts7	
ms71	 24.5 10.5 14.4 9.4 11.2	 10.5
ms72	 28 9.8 15.4 16.4 9.2	 9.6

ts8	

ms81	 22.2 13.4 18.8 12.3 11.8	 9.6
ms82	 27.7 7.4 13.1 16.3 13.8	 6.4
ms83	 22.4 6.9 22.3 7.8 14.8	 6.5
ms84	 27.6 16.6 14.8 16.5 7.9	 11.2

	
The	coordination	data	among	manufacturing	units	were	generated	through	random	digits,	as	

shown	 in	 Table	 2.	 Then	 the	 disjunction	 graph	 model	 becomes	 a	 combinatorial	 optimization	
model,	and	it	has	met	the	coordination	degree	of	the	connection	arc	of	each	manufacturing	unit.	
Besides,	 the	manufacturing	unit	 is	 selected	by	 the	 following	method,	 that	 is,	One	 of	 the	 three	
designs	in	the	manufacturing	unit	set	1	is	selected,	one	of	the	four	designs	in	the	manufacturing	
unit	set	1	is	selected,	and	one	of	the	three	designs	in	the	manufacturing	unit	set	3	is	selected,	one	
of	the	two	designs	in	the	manufacturing	unit	set	4	is	selected,	one	of	the	four	designs	in	the	man‐
ufacturing	unit	set	5	is	selected,	and	one	of	the	three	designs	in	the	manufacturing	unit	set	6	is	
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selected,	One	of	the	two	designs	in	the	manufacturing	unit	set	7	is	selected,	and	one	of	the	four	
designs	in	the	manufacturing	unit	set	8	is	selected.	Furthermore,	each	manufacturing	unit	has	its	
own	characteristics,	and	which	has	reflected	in	cost,	efficiency,	quality,	time,	agility,	and	green‐
ness,	besides,	its	degree	of	coordination	between	units	is	different	as	well.	

	
Table	2	Degree	of	coordination	between	units	

	 ms21	 ms22 ms23	 ms24	 ms41 ms42 ms31	 ms32	 ms33
ms11	 0.81	 0.8 0.79	 0.91	 ms11 0.45 0.56 ms21	 0.91	 0.68	 0.73
ms12	 0.65	 0.85 0.65	 0.56	 ms12 0.64 0.65 ms22	 0.89	 0.75	 0.64
ms13	 0.65	 0.45 0.83	 0.81	 ms13 0.53 0.68 ms23	 0.79	 0.72	 0.86
	 	 	 	 	 ms24	 0.95	 0.86	 0.56
	 ms51	 ms52 ms53	 ms54	 ms51 ms52 ms53 ms54 	 	

ms31	 0.88	 0.76 0.87	 0.89	 ms41 0.65 0.67 0.71 0.69 	 	
ms32	 0.66	 0.79 0.88	 0.92	 ms42 0.95 0.66 0.86 0.83 	 	
ms33	 0.68	 0.69 0.86	 0.84	 	 	
	 	 	 	 	 	 	
	 ms61	 ms62 ms63	 	 ms71 ms72 	 	

ms51	 0.65	 0.87 0.56	 	 ms51 0.81 0.78 	 	
ms52	 0.86	 0.89 0.64	 	 ms52 0.79 0.72 	 	
ms53	 0.63	 0.91 0.92	 	 ms53 0.67 0.86 	 	
ms54	 0.65	 0.75 0.45	 	 ms54 0.69 0.72 	 	
	 	 	 	 	 	 	
	 ms81	 ms82 ms83	 ms84	 ms81 ms82 ms83 ms74 	 	

ms61	 0.64	 0.56 0.62	 0.53	 ms71 0.91 0.75 0.61 0.85 	 	
ms62	 0.81	 0.72 0.65	 0.58	 ms72 0.89 0.78 0.89 0.87 	 	
ms63	 0.82	 0.78 0.8	 0.81	 	 	

5.2 The results 

In	 this	 example,	 on	 the	 case	 of	 the	 discrete	manufacturing	 system	 function	 objective	 decision	
model	and	algorithm	(ACO‐PSO),	combined	with	MATLAB	7.0	simulation	tool	programming,	the	
set	of	manufacturing	units	and	the	possible	set	of	link	arcs	in	the	table	are	optimized	and	solved	
to	obtain	the	functional	objective	combination	of	discrete	manufacturing	system.	Parameter	set‐
ting	 for	 programming	 solution	 was	 as	 follows.	 Particle	 swarm	 optimization	 part:	 population	
size1	=	20,	߱	=	1,	ܿଵ	=	ܿଶ	=	2,	the	number	of	iterations	500.	Ant	colony	algorithm	part:	ants	size2	
=	10，α	=	1，ߚ	=	1，ρ	=	0，Q	=	1,	the	number	of	iterations	60.	The	whole	process	is	realized	on	
the	computer	of	Intel	(R)	Core	(TM)	i3	CPU550	@	3.2	GHz	ZN‐2,	RAM	2.O	GB	and	Windows	XP	
operating	system.	In	the	solving	process,	when	the	customer	and	the	manufacturer	have	differ‐
ent	requirements	for	the	manufacturing	task,	which	mainly	reflected	in	the	weight	requirements	
for	each	objective,	the	decision‐making	results	of	the	discrete	manufacturing	system	functional	
objectives,	which	reflect	the	specific	requirements	of	the	combination	optimization	scheme.	De‐
cision‐making	 schemes	 shown	 in	 Table	 3	 can	 be	 separately	 calculated	 to	 meet	 different	 re‐
quirements	of	the	customer	and	the	producer	when	they	have	own	demand	for	each	objective	in	
the	evaluation	of	the	functional	objectives.	Taking	the	uniform	weight	as	an	example,	each	objec‐
tive	 weight	 is	 1/7,	 in	 which	 the	 fitness	 function	 value	 is	 the	 total	 objective	 value,	 that	 is	ܼ",	
meanwhile,	 the	 discrete	 manufacturing	 system	 function	 objective	 decision‐making	 scheme	 is	
shown	in	Fig.	5.	

As	shown	in	Fig.	6,	when	PSO	algorithm	was	employed	alone,	the	 initial	convergence	of	the	
algorithm	was	 faster.	While	with	 the	number	of	 iterations	 increased,	 the	performance	of	 local	
search	ability	was	insufficient,	and	the	convergence	curve	tended	to	level	gradually,	and	which	
had	 resulted	 in	 that	 the	 solution	was	easy	 to	 fall	 into	 local	optimum.	Similarly,	when	 the	ACO	
algorithm	was	used	alone,	although	the	quality	of	the	solution	was	higher	than	PSO,	and	it	was	
also	better	at	searching	for	the	optimal	solution.	But	its	initial	pheromone	was	relatively	scarce,	
and	which	had	resulted	that	its	initial	search	is	blind,	time‐consuming	and	slower.	In	short,	this	
paper	has	designed	a	PSO‐ACO	algorithm	for	the	functional	decision	making	of	discrete	manufac‐
turing	 systems,	 which	 fully	 circumvented	 the	 shortcomings	 of	 PSO	 and	 ACO	 algorithms	 and	
combined	their	advantages.	Besides,	it	has	greatly	improved	the	accuracy	and	speed	of	the	prob‐
lem	solved.	Furthermore,	both	the	GA	algorithm	and	the	proposed	algorithm	had	the	same	min‐
imum	fitness	value,	and	they	could	also	avoid	the	premature	and	stagnant	phenomenon	of	the	
solving	process.	However,	obviously	the	GA	algorithm	took	more	time.	
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Table	3	Functional	objective	decision	making	of	discrete	manufacturing	system	under	different	weights	
Objective	weight

Fitness	
Manufacturing	
unit	combination	Cost	 Efficiency	 Quality	 Time	 Agility	 Green	 Coordination	

1/7	 1/7	 1/7	 1/7	 1/7	 1/7	 1/7	 0.265	
ms12ms22ms32ms41
ms52ms63ms84	

0.2	 0.2	 0.2	 0.1	 0.1	 0.1	 0.1	 0.312	
ms14ms22ms33ms42
ms53ms62ms82	

0.3	 0.2	 0.1	 0.1	 0.1	 0.1	 0.1	 0.327	
ms11ms23ms33ms42
ms54ms72ms81	

0.4	 0.1	 0.1	 0.1	 0.1	 0.1	 0.1	 0.295	
ms13ms22ms32ms42
ms53ms62ms84	

0.1	 0.1	 0.2	 0.2	 0.2	 0.1	 0.1	 0.276	
ms14ms22ms31ms42
ms51ms72ms84	

0.1	 0.1	 0.1	 0.1	 0.2	 0.2	 0.2	 0.267	
ms12ms21ms32ms41
ms53ms72ms82	

0.1	 0.1	 0.1	 0.1	 0.1	 0.1	 0.4	 0.253	
ms14ms24ms32ms42
ms53ms63ms83	
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st2 st3

st4

st5

st6

st7

st8 Endn

Start ms12

ms22 ms32

ms41

ms52

ms63

ms71

ms84 Endn

Manufacturing subtask Manufacturing unit 	
Fig.	5	Function	objective	decision	making	of	discrete	manufacturing	system	under	uniform	weight	

In	addition,	 the	 initial	data	at	different	 scales	 are	 solved	 respectively.	And	 the	 results	have	
shown	that,	when	the	number	of	link	arcs	between	the	alternatives	in	the	manufacturing	unit	set	
and	the	unit	increased,	the	performance	of	the	proposed	algorithm	was	better.	

As	shown	in	Table	4	that	the	PSO‐ACO	algorithm	proposed	 is	 the	most	accurate	solution	to	
the	minimum	of	the	objective	function,	followed	by	the	ACO	algorithm	and	GA	algorithm,	and	the	
PSO	algorithm	 is	 the	worst.	Besides,	by	analyzing	 the	solutions	obtained	by	running	 the	 three	
algorithms	repeatedly,	we	found	that	the	optimal	solution	obtained	by	PSO‐ACO	algorithm	pro‐
posed	has	been	floating	around	0.387,	and	finally	stabilized	at	0.387.	However,	the	results	of	the	
other	 two	 algorithms	 floated	 greatly	 and	 were	 not	 better	 than	 0.387,	 which	 has	 shown	 that	
when	PSO	and	ACO	algorithms	are	used	alone,	their	solutions	tended	to	be	limited	due	to	their	
shortcomings	and	defects.	Furthermore,	it	also	indicated	that	the	PSO‐ACO	algorithm	had	good	
solution	performance.	
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Fig.	6	Algorithm	convergence	curve	
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Table	4	Comparison	of	the	results	of	four	algorithms	
Algorithm	 Optimal	solution	objective	function	value Optimum	solution	

PSOACO	 0.387	 ms11ms21ms32ms41	
ms53ms62ms83	

ACO	 0.418	 ms12ms21ms32ms42	
ms53ms71ms83	

PSO	 0.463	 ms11ms22ms32ms41	
ms52ms71ms81	

GA	 0.387	 ms11ms21ms32ms41	
ms53ms71ms83	

	

As	shown	in	Table	5,	the	PSO‐ACO	algorithm	had	high	search	efficiency	for	three	indexes	on	
average	value,	worst	value	and	average	time,	and	these	indicators	were	obtained	from	30	con‐
secutive	runs.	So	it	could	be	concluded	that	PSO‐ACO	algorithm	is	feasible	and	effective	in	dis‐
crete	manufacturing	system	function	objective	decision‐making.	

In	the	functional	objective	decision	of	discrete	manufacturing	system	shown	in	Table	6,	 the	
one‐way	optimal	combination	schemes	has	been	given	respectively,	which	was	in	cost,	efficien‐
cy,	quality,	 time,	agility,	greenness	and	coordination,	meanwhile,	and	 the	overall	optimal	deci‐
sion	 scheme	was	 given	 in	 the	 last	 row,	 as	 shown	 in	 Table	 6. Therefore,	 the	 decision‐making	
scheme	can	be	described	as	Fig.	7.	

	
Table	5	Comparison	of	four	algorithms	

Algorithm	 Optimal	value	 Average	value Worst	value Average	time
PSACO	 0.372	 0.407 0.498 32	
ACO	 0.421	 0.492 0.585 40	
PSO	 0.477	 0.533 0.614 27	
GA	 0.374	 0.451 0.570 43	

	
	

Table	6	The	best	solution	set	of	different	objectives	in	discrete	manufacturing	system	

Objective	 Set	of	
Solutions	 Cost	 Productivity Quality	 Time Agility	 Green Coordination	 Comprehensive	satisfaction	

Low	cost	

ms11ms22	
ms32ms41	
ms52ms63	
ms84

172.8	 84.3	 97.4	 93.5	 73.4	 60.2	 0.51	 0.580	

High	productivity	

ms12ms22	
ms31ms42	
ms54ms62	
ms82	

178.1	 85.6	 97.1	 85.3	 85.3	 63.4	 0.54	 0.582	

High	quality	

ms11ms24	
ms33ms41	
ms54	

ms72ms81	

179.7	 84.9	 98.4	 96.4	 79.4	 64.2	 0.55	 0.593	

Short	time	

ms13ms22	
ms33ms42	
ms52ms62	
ms83	

179.7	 85.3	 97.3	 84.7	 86.1	 59.4	 0.57	 0.607	

Great	agility	

ms13ms22	
ms33ms42	
ms51ms63	
ms81

183.4	 85.2	 98.0	 87.2	 89.2	 58.5	 0.58	 0.602	

Good	greenness	

ms12ms22	
ms33ms42	
ms54	

ms72ms83	

176.8	 86.5	 103	 85.3	 79.3	 66.2	 0.61	 0.558	

coordination	

ms12ms24	
ms31ms42	
ms52	

ms72ms83	

181.5	 84.6	 98.1	 88.7	 80.3	 57.9	 0.65	 0.589	

Comprehensive	
satisfaction	

ms11ms21	
ms32ms41	
ms53ms62	
ms83	

182.4	 84.7	 98.1	 85.6	 82.4	 61.3	 0.62	 0.613	
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Fig. 7 The overall optimal solution of discrete manufacturing system functional objectives 

This method could satisfy the preference of the functional objectives of discrete manufactur-
ing system for different sub-tasks. Besides, when using the functional objective optimization 
combination method and PSO-ACO method, we could obtain the Pareto optimal state solution set 
of the discrete manufacturing system function objective decision and the optimal scheme in a 
specific aspect. At the same time, the optimal synthesis scheme could be given, which was help-
ful for decision-makers and customers to choose the optimal scheme and improve the environ-
mental adaptability of manufacturing system. 

 6. Conclusion 
This paper has established a decision model, and in which manufacturing unit was considered as 
a discrete manufacturing system function objective carrier. And it had different characteristics, 
such as cost, efficiency, quality, time, agility and green, and the coordination degree between 
units was also fluctuating. Besides, the decision-making model, production capacity, resource 
constraints and objective thresholds have constituted to a decision-making system for functional 
objectives of discrete manufacturing systems, and it also has quantified the data. The PSO-ACO 
method is used to solve the problem, and the preference of the combination of customer weight 
and enterprise weight was given as the combination weight. Finally, an example was given to 
verify the proposed method, which also proved the practicability of the algorithm. 
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A B S T R A C T	   A R T I C L E   I N F O	

Incremental	Sheet	Forming	(ISF)	is	characterized	by	essential	flexibility,	great	
formability,	 and	 low	 forming	 forces	 and	 cost	 compared	 to	 the	 conventional	
sheet	metal	forming	processes.	ISF	was	born	as	an	advance	sheet	metal	form‐
ing	 process	 to	 perfectly	 fit	 previous	 requirements.	 Nevertheless,	 growing	
demand	 to	 apply	 the	 lightweight	materials	 in	 several	 fields	was	 placed	 this	
developed	 process	 in	 a	 critical	 challenge	 to	manufacture	 the	materials	with	
unsatisfied	 formability	 especially	 at	 room	 temperature.	 Thus,	 utilizing	 the	
heat	at	warm	and	hot	condition	in	some	ISF	processes	has	been	introduced	to	
solve	 this	 problem.	 Among	 all	 heat‐assisted	 ISF	 processes,	 frictional	 stir‐
assisted	Single	Point	Incremental	Forming	(SPIF)	was	presented	to	deal	with	
these	materials.	In	this	work,	this	emerging	process	was	utilized	to	manufac‐
turing	 products	 from	 AA6061‐T6	 aluminum	 alloy.	 Experimental	 tests	 were	
performed	to	study	the	influence	of	main	parameters	like	tool	rotation	speed,	
feed	 rate,	 step	 size	 and	 tool	 size	 on	 the	 surface	 roughness	 of	 the	 produced	
parts.	A	Taguchi	method	and	varying	wall	angle	conical	frustum	(VWACF)	test	
were	used	in	the	present	work.	The	results	find	that	tool	diameter	has	a	sig‐
nificant	 impact	 on	 the	 internal	 surface	 roughness	 produced	 via	 the	 forming	
process	with	a	percentage	contribution	of	93.86	%.	The	minimum	value	of	the	
surface	roughness	was	0.3	µm.	
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1. Introduction 

Currently,	there	is	a	growing	market	in	the	manufacturing	of	customized,	rapid	prototyping	and	
low‐cost	sheet	parts	with	small	to	medium	batches	(particularly	in	transportation,	artificial	med‐
ical	alternatives,	and	aerospace	industries)	[1,	2].	The	main	reason	for	employing	tool	rotational	
speed	 in	 SPIF	 is	 to	 improve	 the	 formability	 of	 lightweight	 and	 hard‐to‐form	materials	 which	
characterized	by	low	formability	at	room	temperature	[3‐5].	In	addition,	it	leads	to	decrease	the	
forces	via	the	forming	process	[6‐8].	Indeed,	there	are	some	drawbacks	and	tradeoffs	that	influ‐
ence	as	a	 result	of	employing	 the	spindle	speed	 in	SPIF.	Low	surface	quality,	 lubricant	 failure,	
and	high	tool	wear	rate	are	the	disadvantages	of	frictional	stir	incremental	forming	process	[9].	
In	addition,	SPIF	at	high	rotation	speed	promotes	the	probability	for	developing	tool	marks	on	
the	worked	sheets	[10].		

http://apem-journal.org/Archives/2018/VOL13-ISSUE04.html
http://apem-journal.org/
http://apem-journal.org/
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The	surface	finish	or	surface	roughness	is	a	serious	drawback	in	ISF,	which	limits	the	expansion	
of	this	process	in	different	applications.	To	obtain	a	better	surface	texture,	it	is	important	to	con‐
trol	several	processes	and	material	factors	like	forming	angle,	tool	rotation,	tool	size	and	shape,	
step	size,	sheet	thickness,	and	friction	and	lubricant.	Thus,	the	researchers	considered	the	influ‐
ences	of	these	main	factors	on	the	final	surface	topography	of	the	produced	parts	in	SPIF.		
A	study	conducted	by	Durante	et	al.	[6]	aimed	to	investigate	the	influence	of	the	tool	rotational	
speeds	and	its	directions	on	the	surface	texture	of	aluminum	alloy	AA7075‐T0	formed	by	SPIF.	
The	experimental	results	proved	that	no	significant	effect	of	these	two	parameters	was	present	
in	 the	 studied	 speed	 range	between	0‐600	rpm,	 and	 the	obtained	varied	values	of	 the	 surface	
roughness	were	mainly	dependent	on	whether	the	tool	was	rotated	or	not.		

During	SPIF	of	 the	aluminum	alloy	AA3003‐H14,	a	model	was	established	by	Hamilton	and	
Jeswiet	[11]	which	can	be	employed	to	improve	the	external	surface	of	manufacturing	SPIF	parts	
by	selecting	adequate	forming	parameters	via	a	process	such	as	feed	rate	and	tool	rotation	speed	
at	high	speeds.	This	presented	model	can	predict	the	orange	peel	effect	and	provide	a	good	guide	
to	enhance	the	surface	quality.	In	addition,	the	surface	roughness	for	the	parts	with	high	rotation	
speed/feed	rate	is	less	than	those	of	with	a	low	ratio.		

Good	surface	roughness	results	were	obtained	during	the	manufacturing	of	medical	parts	by	
SPIF	from	the	known	titanium	alloy	Ti‐6Al‐4V	by	Olesksik	et	al.	[12].	The	obtained	surface	finish	
of	the	formed	parts	were	influenced	by	the	forming	tool	roughness	and	friction	case	at	the	tool‐
sheet	zone.		

In	 fact,	 the	 final	 formed	 angle	 in	 SPIF	 is	 used	 as	 an	 index	 for	 both	 formability	 and	 surface	
roughness	where	the	change	in	stretching	value	in	the	formed	part	leads	to	the	change	in	both	
the	forming	angle	and	surface	finish.	In	this	way,	Bhattacharya	et	al.	[13]	investigated	the	impact	
of	 tool	size	(4	mm,	6	mm	 ,	and	8	mm),	step	size	(0.2	mm,	0.8	mm,	and	1	mm),	and	wall	angle	
(20ᵒ,	40ᵒ,	and	60ᵒ)	on	the	surface	roughness	of	aluminum	alloy	AA5052	via	SPIF.	The	results	of	
experiments	showed	that	the	surface	quality	of	the	formed	parts	decreases	as	to	the	increase	in	
tool	sizes	for	all	step	sizes.	In	addition,	surface	finish	decreases	due	to	the	increasing	of	the	form‐
ing	angle.	

Palumbo	and	Brandizzi	[14]	proved	that	both	the	surface	roughness	and	the	part’s	accuracy	
are	 influenced	by	 the	 tool	 rotation	speed	when	 the	 forming	of	 the	 titanium	alloy	Ti6Al4V	was	
studied.	The	spindle	rotation	range	of	800‐1600	rpm	was	with	two	values	of	step	sizes;	0.5	mm	
and	1	mm.	The	value	of	Ra	became	011.9	μm	compared	to	the	initial	sheet	roughness	of	0.5	μm.	
Ambrogio	 et	 al.	 [15]	 performed	 an	 experimental	 study	 on	 three	 aluminum	 alloys,	 AA1050‐0,	
AA5754,	and	AA6082‐T6,	with	different	sheet	thicknesses.	It	was	proven	that	the	step	size,	form‐
ing	angle,	and	sheet	thickness	have	a	significant	impact	on	the	surface	roughness	of	the	shaped	
parts,	while	it	had	an	insignificant	impact	on	the	feed	rate.	

In	this	regard,	Silva	et	al.	[16]	studied	the	influence	of	both	the	step	size	and	feed	rate	on	the	
surface	roughness	of	SAE	1008	steel	material.	It	was	shown	that	an	adequate	roughness	could	be	
obtained	with	a	feed	rate	and	step	size	of	8400	mm/min	and	0.2	mm,	respectively.	Lasunon	et	al.	
[17]	 examined	 the	 effect	 of	 some	 factors	 on	 the	 surface	 finish.	 Their	 results	 proved	 that	 the	
forming	 angle,	 step	 size,	 and	 its	 interaction	 affected	 the	 achieved	 surface	 texture,	while	 there	
was	little	influence	on	the	feed	rate.	

The	 good	 surface	 finish	 can	be	 achieved	depending	on	 the	 tool	 trajectory.	Usually,	 the	 tool	
trajectory	with	 a	 constant	 step	 depth	 leaves	marks	 at	 the	 end	 of	 each	 circle	 of	 the	 path	 and,	
therefore,	produces	a	poor	surface	quality;	especially	with	high	step	values	compared	to	the	spi‐
ral	tool	path	[18].	Skjoedt	et	al.	[19]	proved	that	scarring	can	be	removed	by	using	a	spiral	tra‐
jectory	during	SPIF.	Lu	et	al.	[20]	given	a	tool	path	algorithm	based	on	specified	critical	edges.	A	
superior	 surface	 roughness	 can	be	obtained	by	using	 this	 algorithm	with	 respect	 to	 the	 tradi‐
tional	tool	path	employed	in	ISF.		

An	empirical	research	was	conducted	by	Liu	et	al.	[21]	to	investigate	the	influence	of	tool	size,	
feed	rate,	step	size,	and	sheet	thickness	on	the	surface	texture	of	the	final	part	made	from	alumi‐
num	 alloy	 AA7075‐T0.	 The	 response	 surface	methodology	 and	 Box‐Behnken	 design	were	 ap‐
plied	to	analyze	the	results.	Better	surface	roughness	was	achieved	with	parameter	values	of	25	
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mm	for	tool	size,	6000	mm/min	for	feed	rate,	0.39	mm	for	step	size,	and	1.6	mm	for	sheet	thick‐
ness.	

Mugendiran	et	al.	[22]	built	a	quadratic	model	with	second	order	based	on	three	process	pa‐
rameters	(tool	rotation,	feed	rate,	and	tool	diameter)	to	estimate	the	influence	of	the	mentioned	
variables	on	both	the	surface	finish	and	wall	thickness	distribution	during	the	forming	of	alumi‐
num	alloy	AA5052.	Optimum	values	of	surface	roughness	Ra	and	final	sheet	thickness	(t)	were	
2.45	μm	and	0.753	mm,	respectively.	These	optimal	values	were	obtained	at	rotation	speed,	feed	
rate,	and	step	size	of	1931	rpm,	654	mm/rev,	and	0.65	mm,	respectively.		

Another	study	was	conducted	by	Lu	et	al.	[23]	to	determine	the	impact	of	the	tool	design	on	
the	surface	quality	of	four	aluminum	alloys	named	AA6111,	AA5052,	AA2024,	and	AA1100.	The	
obtained	 results	 concluded	 that	better	 surface	 roughness	 could	be	achieved	with	new	oblique	
roller‐ball	 tool	(ORB)	rather	than	the	conventional	 tool.	The	employment	of	ORB	helped	in	re‐
ducing	the	friction	at	the	tool‐sheet	zone	and	at	 the	same	time,	reduced	the	forming	loads	and	
increased	the	formability	of	the	studied	materials.		

A	detailed	experimental	study	by	Azevedo	et	al.	 [24]	aimed	to	estimate	the	effect	of	several	
types	of	lubricants	on	the	surface	roughness	for	steel	DP780	and	aluminum	alloy	AA1050‐T4.	It	
was	concluded	that	the	existence	of	lubricant	is	an	important	factor	to	obtain	better	surface	tex‐
ture.	This	finding	supported	the	results	of	previous	studies	[25‐27].	

In	this	work,	friction	stir‐assisted	SPIF	was	utilized	to	manufacturing	AA6061‐T6	sheets	that	
have	been	utilized	in	several	applications	in	industrial	sectors.	Besides	the	mentioned	benefits,	
friction	 stir‐assisted	 SPIF	 shows	 superior	 profits,	where,	 it	 does	 not	 need	 an	 exterior	 heating	
source	 and	 the	 surface	 finish	 is	 better	 than	 the	 other	 two	 heat‐assisted	 ISF	 types:	 electric‐
assisted	ISF	and	laser‐assisted	ISF.		

2. Materials and methods  

2.1 Material 

Uniaxial	 tensile	 test	 was	 achieved	 to	 get	 the	 stress‐strain	 curve	 of	 AA	 6060‐T6	 sheet	 with	 a	
thickness	of	2	mm.	Fig.	1	presents	the	specimen	dimensions	which	are	according	to	ASTM	E8M	
standard.	

Fig.	2	and	Table	1	describe	the	true	stress‐strain	curve	and	the	chemical	composition	of	the	
material	 used,	 respectively.	 It	 is	 clear	 that	 the	material	 has	 a	 suitable	 total	 strain	 at	 fracture,	
which	is	preferred	in	incremental	sheet	metal	forming.	

	
Fig.	1	Specimen	dimensions	of	the	uniaxial	tensile	test	(dimensions	in	mm)	

	

Table	1	Chemical	composition	(wt	%)	of	the	material	

Material	 Si	 Fe	 Cu	 Mn	 Mg	 Cr	 Ni	 Zn	 Ti	 Al	
AA6061‐T6	 0.52	 0.19	 0.27	 0.07	 0.91	 0.1	 ‐	 0.02	 0.01	 97.91	
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Fig.	2	The	stress‐strain	curve	of	AA6061‐T6	

2.2 Experimental setup 

The	necessary	task	of	the	jig,	which	use	in	the	forming	process,	is	tightly	hold	the	sheet	specimen	
with	 both	 clamping	 and	 backing	 plates.	 Forming	 jig	 included	of	 four	 clamping	 plates,	 backing	
plate,	four	columns	and	base	plate.	The	dimensions	of	the	backing	plate	are	170	×	170	×	20	mm	
with	a	central	hole	of	70	mm	in	diameter,	which	represent	the	outer	diameter	of	final	product.	In	
order	to	get	a	smooth	material	forming,	the	inner	diameter	of	the	backing	plate	was	filleted	with	
60	mm	radius.	On	the	other	side,	the	aluminum	sheet	is	with	dimensions	of	150	×	150	×	2	mm.	
The	whole	jig	assemble	was	mounted	to	the	bed	of	CNC	milling	machine	(OKUMA	MX	45VA).	Fig.	
3	displays	the	experimental	setup	of	the	forming	jig.	

Two	 forming	 tools	with	hemispherical	 ends	were	employed	 in	 the	experimental	 tasks.	The	
tools	are	with	two	different	diameters,	10	mm	and	15	mm	and	with	a	same	of	length	of	110	mm.	
Moreover,	 these	 tools	were	 hardened	 and	 tempered	with	 60	HRC	 and	made	 from	 high‐speed	
steel	(HSS)	material.	In	order	to	decrease	friction	effect	at	the	contact	zone	thereby	increase	the	
tools	life	and	surface	quality	of	the	final	product,	tool	tips	were	polished.	Fig.	4	explains	the	di‐
mensions	of	the	tools	used	in	the	experiments.	

	

 
																	Fig.	3	The	forming	jig	
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Fig.	4	The	forming	tools	(all	dimensions	in	mm)	

2.3 Experiments 

A	varying	wall	angle	conical	frustum	test	(VWACF)	was	used	to	achieve	the	tests	because	of	its	
homogenous	geometry	with	the	symmetrical	parts	[38].	The	intended	model	of	the	product	was	
designed	 to	 get	maximum	diameters	 (outer	 and	 inner	 of	 70	mm	 and	 12	mm,	 respectively),	 a	
height	of	41	mm	and	a	radius	with	60	mm	of	the	varying	slops.	Fig.	5	explains	the	designed	di‐
mensions	of	the	targeted	cone.	
	

	
Fig.	5	The	conical	profile	(dimension	in	mm)	

A	spiral	trajectory	of	the	forming	tool	with	a	certain	step	size	was	designed	to	generate	the	
tool	path.	This	path	can	be	characterized	by	a	pure	stretch	deformation	during	the	forming	pro‐
cess,	which	helps	to	create	a	sheet	thickness	that	uniformly	distributed	[39].	Moreover,	it	assists	
to	remove	the	peaks	of	the	forming	forces	and	at	the	same	time,	no	stretch	marks	can	leave	on	
the	working	sheet	surface.	On	the	other	hand,	these	sockets	regularly	happen	with	counter	type.	
The	CAD/CAM	was	used	 to	create	 the	product	profile	and	generate	 the	spiral	 tool	path	by	NC	
code,	as	displayed	in	Fig.	6.		
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Fig.	6	Generating	the	tool	path	by	CATIA	

	

The	continual	motion	of	the	forming	tool	via	forming	process	 leads	to	a	 local	heating	at	the	
contact	 zone	 due	 to	 the	 local	 friction.	 In	 addition,	 this	 heating	 increases	 the	 rate	 of	 the	 tools	
wear.	 This	 will	 affect	 both	 surface	 roughness	 and	 geometric	 accuracy	 of	 the	 produced	 parts.	
These	harmful	effects	can	be	prevented	by	using	different	types	of	lubricants.	In	this	study,	lub‐
ricant	 SAE	 0W‐40	was	 employed	 to	 diminish	 the	 friction	 effects.	 Taguchi	 technique	 was	 em‐
ployed	to	help	in	the	design	of	the	tests	with	a	minimum	number	of	runs	to	save	the	time	and	
overall	cost	[40,	41].	Design	of	experiment	(DoE)	which	comprises	of	selection	process	parame‐
ters	and	their	influential	levels	that	depended	on	the	previous	studies.	From	these	studies,	it	was	
concluded	 these	 factors	 and	 their	 levels	 are	 extremely	 affected	 by	 the	material	 properties.	 In	
order	to	find	the	correct	and	suitable	process	parameter	 levels	that	can	be	used	to	obtain	suc‐
cessful	sets	of	experiments,	many	primary	trials	were	conducted.	Fig.	7	(a)	and	(b),	and	Fig.	8	(a)	
and	(b)	show	the	first	failed	trails	due	to	the	use	of	high	rotation	speed	and	feed	rate,	and	small	
tool	size,	respectively.		

	

      

                                                      (a)                                                                                                (b) 

Fig.	7	Samples	failed	due	to	use	high	levels	of	rotation	speeds	and	feed	rates	
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                                                    (a)                                                                                               (b) 

Fig.	8	Samples	failed	due	to	use	a	small	tool	size	
	

Table	2	Process	factors	and	their	levels	

Description	 Factor	 Level	1	 Level	2	 Level	3	 Level	4	
Tool	rotation	speed	(rpm)	 ω	 50	 400	 800	 1200	
Feed	rate	(mm/min)	 f	 250	 500	 ‐	 ‐	
Step	size	(mm)	 z	 0.2	 0.5	 ‐	 ‐	
Tool	size	(mm)	 D	 10	 15	 ‐	 ‐	

 
Table	3	Orthogonal	array	L8	(41.	23)	of	the	experiments	tests	

Test	 ω	(rpm)	 f (mm/min) z (mm) D	(mm)
1	 1	 1 1 1	
2	 1	 2 2 2	
3	 2	 1 1 2	
4	 2	 2 2 1	
5	 3	 1 2 1	
6	 3	 2 1 2	
7	 4	 1 2 2	
8	 4	 2 1 1	

Tables	2	and	3	represent	the	process	parameters,	their	levels,	and	the	orthogonal	array,	respec‐
tively.	

3. Results and discussion 

A	number	of	experimental	tests	were	carry	out	to	assess	the	effect	of	the	tool	rotation	speed	(ω),	
feed	rate	(f	),	step	size	(z)	and	tool	size	(D)	on	the	final	surface	texture	created	through	the	SPIF.	
The	 experiments	 were	 stopped	 when	 the	 parts	 fracture.	Where	 Fig.	 9	 (a),	 (b),	 (c)	 and	 (d)	 is	
demonstrated	the	samples	that	succeeded	with	the	correct	selection	of	parameter	levels	accord‐
ing	to	the	mentioned	designed	array.	

One	of	 the	main	draw	backs	 that	accompany	 incremental	sheet	 forming	 is	 the	poor	surface	
quality	 of	 the	 produced	 components	 [23].	 Thus,	 appropriate	 combination	 and	 optimization	 of	
forming	parameters	is	a	challenge	and	an	imperative	issue	to	manufacture	parts	with	excellent	
surface	 finish	and	other	desirable	process	 aspects;	 such	as	 formability	 and	 forming	 forces.	To	
achieve	 this	 goal,	 the	 Taguchi	 technique	 together	with	 analysis	 of	 variance	ANOVA,	were	 em‐
ployed	to	examine	the	influence	of	the	tool	rotation,	feed	rate,	step	size,	and	tool	size	on	the	ob‐
tained	 surface	 roughness.	 These	 four	 forming	 parameters	 have	 significant	 effects	 on	 SPIF,	 as	
mentioned	in	the	literature.	

The	experimental	results	for	the	surface	roughness	Ra	and	the	congruous	S/N	ratios	are	rec‐
orded	in	Table	4.	Moreover,	the	surface	roughness	values	for	the	AA6061‐T6	sheets	as	received	
are	0.175	µm	and	0.411	µm,	with	and	across	the	rolling	direction,	respectively.	
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																																																							(a)																																																																																																														(b)	
 

     

																																																							(c)																																																																																																															(d)	

	Fig.	9	Samples	that	succeeded	with	the	correct	selection	of	parameter	levels	

	
Table	4	The	DoE	matrix	and	the	results	for	surface	roughness	and	S/N	ratios	

Run	
ω	

(rpm)	
f	

(mm/min)	
z	

(mm)	
D	

(mm)	
Across	the	forming	tool	path	

Ra(µm)	 S/N	ratio	
1	 50	 250	 0.2	 10	 1.62	 ‐4.1903	
2	 50	 500	 0.5	 15	 0.719	 2.8654	
3	 400	 250	 0.2	 15	 0.581	 4.7165	
4	 400	 500	 0.5	 10	 1.536	 ‐3.7278	
5	 800	 250	 0.5	 10	 1.44	 ‐3.1672	
6	 800	 500	 0.2	 15	 0.3	 10.4576	
7	 1200	 250	 0.5	 15	 0.469	 6.5765	
8	 1200	 500	 0.2	 10	 1.391	 ‐2.8665	

 

	

	Fig.	10	The	main	effects	of	the	various	parameters	on	the	surface	finish	
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The	main	effect	of	the	considered	factors	on	the	surface	finish	is	presented	Fig.	10.	More	or	
fewer	impacts	of	the	levels	of	these	parameters	on	the	output	response	can	be	noted.	This	graph	
shows	the	effect	of	tool	size	is	a	significant	on	the	surface	roughness.	The	other	parameters	such	
as	rotation	speed,	feed	rate,	and	step	size	have	a	less	or	negligible	effect	on	the	output.	

	

	

Fig.	11	Main	effect	for	SN	ratios	for	the	surface	roughness	

	

	

	

	

	

	

	

	

	

	

Fig.	12	The	interaction	effect	of	various	factors	on	the	surface	roughness	
	

Table	5	Analysis	of	variance	for	the	surface	roughness	
Source	 DF	 Adj	SS	 Adj	MS F‐Value P‐Value Significant	 Contribution	(%)

Regression	 4	 2.01239	 0.50310 47.35 0.005 Yes 	
ω	 1	 0.08094	 0.08094 7.62 0.070 ‐ 3.96
f	 1	 0.00336	 0.00336 0.32 0.613 ‐ 0.16
z	 1	 0.00925	 0.00925 0.87 0.420 ‐ 0.45
D	 1	 1.91884	 1.91884 180.59 0.001 Yes 93.86

Error	 3	 0.03188	 0.01063 1.56
Total	 7	 2.04427	 100

	

Table	6	Statistical	results	of	the	developed	regression	equation	of	the	surfaces	roughness	
Term	 Coef SE	Coef T‐Value P‐Value VIF	

Constant	 3.581 0.237 15.08 0.001 ‐	
ω	 ‐0.000234	 0.000085 ‐2.76 0.070 1.00	
f	 ‐0.000164	 0.000292 ‐0.56 0.613 1.00	
z	 0.227 0.243 0.93 0.420 1.00	
D	 ‐0.1959 0.0146 ‐13.44 0.001 1.00	

0 200 400 600 800 1000 1200

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

R
a 

(I
n

si
d

e)
,µ

m

Rotation speed (), rpm

 f-250
 f-500
 Z=0.2
  Z=0.5
 D=10
 D=15



Azpen, Baharudin, Sulaiman, Mustapha 
 

414  Advances in Production Engineering & Management 13(4) 2018

 

The	optimal	 condition	of	 the	 surface	 roughness	Ra	 of	 the	AA6061‐T6	 sheet	 formed	by	 fric‐
tional‐stir	assisted	SPIF	was	determined	by	the	Taguchi	analysis.	Consistent	with	 this	method,	
the	greater	the	value	of	the	S/N	ratio	is	the	superior	the	aggregate	performance	is.	The	case	indi‐
cates	that	the	parameter	levels	with	the	highest	S/N	ratio	should	be	designated	as	the	best	lev‐
els.	In	this	study,	the	optimal	condition	for	the	process	parameters,	which	provided	a	minimum	
Ra,	was	within	the	run	number	6,	as	shown	in	Table	4,	and	Figs.	11	and	12.	

The	analysis	of	 variance	ANOVA	helped	 to	 create	 these	 relative	 impacts	of	parameters	 and	
their	 percentages	 contribution	 to	 the	 surface	 roughness,	 shown	 in	Table	5	while	Table	6	pre‐
sents	the	coefficients	of	the	regression	equation.	

This	 regression	 equation	was	 established	 based	 on	 the	 experimental	 results	 of	 the	 surface	
roughness	Ra;	the	(Eq.1)	can	describe	it.		

Inside	ܴܽ	ሺμ݉ሻ ൌ 3.581 െ 0.000234 ߱ െ 0.000164 ݂ ൅ 0.227 ݖ െ 	ܦ	0.1959 (1)

The	fitting	of	the	regression	model	is	given	by	the	determination	coefficient	R2.	The	value	of	
this	coefficient	refers	to	the	close	fitting	of	the	regression	equation.	The	values	of	the	R2,	adjust‐
ed	R2,	and	predicted	R2	are	98.44	%,	96.36	%,	and	87.86	%,	respectively.	Therefore,	regarding	
the	values	of	 these	coefficients,	 the	established	regression	equation	 fits	well	and	describes	 the	
surface	roughness	response.	Lastly,	normal	distribution	plot,	Fig.	13,	clarified	that	the	residuals	
track	the	normal	distribution.	It	can	be	noted	that	the	regression	equation	has	a	good	fit	to	their	
experimental	data	and	are	reliable	to	use. 

	
Fig.	13	Normal	distribution	of	the	surface	roughness	

4. Conclusion 

In	the	present	study,	friction	stir‐assisted	SPIF	was	performed	to	deform	AA606‐T6sheets.	The	
purpose	 is	 to	 study	 the	 impact	of	 certain	process	 factors	on	 the	surface	 roughness	of	 the	pro‐
duced	parts.	The	results	can	be	concluded	in	the	following	worthy	points:	

 The	diameter	of	the	forming	tool	have	a	significant	impact	on	the	internal	surface	rough‐
ness	 produced	 via	 the	 forming	 process	 of	 AA6061‐T6.	 To	 attain	 an	 acceptable	 surface	
roughness,	the	percentage	contribution	of	this	parameter	was	93.86	%.		

 An	optimal	process	parameters	was	achieved	for	the	surface	roughness	during	the	form‐
ing	process.	The	minimum	value	of	the	surface	roughness	was	0.3	µm	at	ω	=	800	rpm,	f	=	
500	mm/min,	z	=	0.2,	and	D	=	15	mm.	

 The	value	of	the	determination	coefficient	R2	of	the	established	regression	equation	of	the	
surface	roughness	was	98.44	%.	This	high	value	refer	to	the	close	fitting	of	the	suggested	
equation	 to	 describe	 the	 expected	 experimental	 data;	 it	 also	means	 the	 response	 values	
highly	adhere	to	the	normal	distribution.		
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A B S T R A C T	   A R T I C L E   I N F O	

Smart	glasses	are	a	kind	of	Head	Mounted	Display	(HMD)	with	great	potential	
in	 Industry	 4.0	 working	 environments,	 where	 shop	 floor	 workers	 must	 be	
supplied	with	critical	information	in	a	timely,	accessible	and	safe	manner	to	be	
as	productive	as	possible.	Smart	glasses	collect	data	from	a	wireless	network	
and	project	it	on	a	tiny	screen	before	the	user’s	eye.	Despite	several	benefits,
such	 as	 hands‐free	 access	 to	 computer‐generated	 info,	 routeing	 to	 storage	
locations,	 eliminating	 the	need	 to	 carry	handheld	 scanners	or	written	docu‐
ments,	 there	are	also	possible	problems	evidenced	 from	the	 literature.	HMD	
can	cause	headaches,	pressure	in	the	eyes,	problems	with	focusing	and	diffi‐
culties	with	 text	 reading.	 To	 study	 the	 addressed	 problems,	 a	 research	was	
performed	 together	with	Ophthalmologists	 from	Maribor	Healthcare	Centre.	
The	effects	of	using	Vuzix	M300	Smart	glasses	on	users’	comfort	during	order	
picking	activities	were	researched	in	a	testing	warehouse	environment	at	the	
Faculty	 of	 Mechanical	 Engineering,	 Maribor.	 The	 testing	 period	 lasts	 four	
hours.	Several	ophthalmologic	tests	(visual	acuity,	contrast	sensitivity,	visual	
field	 testing	 and	 colour	 test)	were	performed	before	 and	 after	 use	 of	 smart	
glasses.	Results	show	that	 there	are	some	statistically	significant	differences	
before	and	after	use	of	smart	glasses	in	users’	visual	acuity	and,	surprisingly,	a	
high	percentage	of	scotomas	 in	the	right	eye	(where	the	projection	of	smart	
glasses	was	performed)	after	use	of	smart	glasses	that	cannot	be	overlooked.	
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1. Introduction  

Radical	transformation	of	the	manufacturing	systems	under	the	aegis	of	Industry	4.0	is	facilitat‐
ed	by	the	concurrent	development	of	disruptive	 technologies	and	the	digital	era.	Factories	are	
becoming	smarter	and	more	 information‐rich.	For	 the	 first	 time,	we	have	 (evolving)	 technolo‐
gies	that	can	supply	shop	floor	workers	with	critical	information	in	a	timely,	accessible	and	safe	
manner	to	be	as	productive	as	possible.	Smart	glasses	are	a	representative	piece	of	equipment	
that	makes	that	possible	[1].	 It	 lasted	less	than	four	years	from	the	first	public	presentation	of	
Google	Glass	 to	 the	 first	commercial	use	of	smart	glasses	 in	 the	 industrial	environment.	 In	 the	
paper,	we	focus	on	manual	order	picking,	as	an	example	of	a	production	working	environment	in	
a	transition	to	Industry	4.0,	and	on	the	usability	of	smart	glasses,	as	an	example	of	industry	4.0	
enabling	technology.	
	 Most	order‐picking	systems	used	in	practice	are	manual	“picker	to	part”	systems,	and	more	
than	80	%	of	all	orders	processed	by	warehouses	are	picked	manually	[2,	3].	The	order	picking	
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process,	a	process	in	which	humans	are	routed	by	picking	lists	to	items’	storage	locations	to	re‐
trieve	items	for	customers,	is	the	most	laborious	and	the	most	costly	activity	in	a	typical	ware‐
house.	With	up	to	55	%	of	the	warehouse	total	operating	costs	[4],	it	is	obvious	why	many	com‐
panies	are	improving	their	order‐picking	tasks	by	using	more	efficient	methods	[5‐7]	and	technol‐
ogies	[8,	9].	Since	walking	presents	up	to	50	%	of	the	total	picking	time	[4,	10],	the	logical	way	of	
improving	this	is	to	reduce	or	eliminate	the	unproductive	walking,	set‐up,	and	searching	time.		
	 To	improve	efficiency	in	order	picking	operations,	companies	are	experimenting	increasingly	
with	smart	glasses	[11],	a	kind	of	Head‐Mounted	Display	(HMD).	Powered	by	their	own	proces‐
sor	and	battery,	they	collect	data	from	a	wireless	network	and	project	 it	onto	a	tiny	screen	in‐
corporated	into	the	glasses.	From	a	user's	perspective,	the	display	looks	like	a	full‐sized	display	
of	text	or	graphic,	overlaid	on	top	of	the	"real	world"	scene	viewed	at	the	time.	Workers	benefit	
from	hands‐free	 access	 to	 computer‐generated	 info,	 routeing	 to	 storage	 locations,	 eliminating	
the	 need	 to	 carry	 handheld	 scanners	 or	 written	 documents,	 thereby	 working	 conditions	 and	
productivity	can	be	increased	in	parallel.	
	 Despite	 the	 first	pilot	projects,	 technology	 is	still	developing.	Theory	 [12]	and	practice	 [11]	
propose	 experiments	with	 different	 products	 and	 applications	 before	wider	 use	 in	 the	ware‐
house.	Some	general	recommendations	presented	in	[13]	can	also	be	taken	into	account.	A	fun‐
damental	 question	 is	whether	 it	 could	 be	 harmful	 for	 the	 human	 eye	 to	work	 a	 full	 day	with	
smart	glasses	[14,	15].		

2. Literature review 

Systems	using	Head‐Mounted	Displays	(HMDs)	to	support	the	order	picking	process	are,	in	the‐
ory	and	practice,	named	Pick‐by‐vision	systems.	These	systems	are	further	divided	according	to	
(1)	The	ability	to	track	user	movements,	and	(2)	The	way	of	displaying	information	to	a	user	in	
two	subgroups	[16]:	

• Pick‐by‐vision	(2D)	systems	(user	position	is	not	tracked,	textual	information	in	the	form	
of	a	list	of	items	or	images	is	projected	on	the	user’s	HMD);	

• Pick‐by‐vision	 (AR)	 systems	 (use	 tracking,	 and	make	 explicit	 use	 of	 Augmented	 Reality	
(AR)	in	a	way	that	virtual	objects	are	overlaid	on	the	real‐world	environment	and	consist	
of	the	following	parts	[17]:	Display,	computer,	input	device	and	tracking	system).	

Smart	glasses,	also	named	as	data	glasses,	are	an	example	of	HMD.	In	this	paper,	we	focus	on	
the	possible	harmful	effects	of	the	use	of	smart	glasses.		

Peli	[18]	researched	Visual	issues	in	the	use	of	HMD	already	in	1990.	Findings	that	base	on	a	
max	of	 20	minutes	of	 tests	 in	 a	 laboratory	 environment,	 did	not	 reveal	 any	potential	 harmful	
effects,	except	not	recommending	use	while	driving.	Six	years	later,	Peli	[12]	wrote	that	the	con‐
cerns	about	possible	harmful	effects	are	accompanying	the	introduction	of	almost	any	new	wide‐
use‐technology	and	HMD	are	not	an	exception.	He	concluded	that	it	appears	to	be	most	appro‐
priate	to	test	each	system	separately.	This	will	enable	the	developer	to	determine	for	each	de‐
sign	that	comfortable	and	safe	use,	by	the	target	population	and	the	intended	use,	is	achievable.		

Two	years	later,	Peli	[19]	performed	test	sessions	and	measured	the	following	visual	parame‐
ters:	(1)	Accommodative	status	by	refraction	(auto	refractor);	(2)	Binocular	(OU)	visual	acuity	at	
distance	(6	m)	with	habitual	correction;	(3)	Fixation	disparity	(lateral	and	vertical)	at	distance;	
(4)	Stereoacuity	at	near	distance	(40	cm);	(5)	Phoria	(lateral	and	vertical)	at	distance,	and	near	
(cover‐test	with	prism‐bar	and	Von‐Graefe	in	the	phoropter);	(6)	Vergence	(horizontal	and	ver‐
tical)	at	distance	and	near;	(7)	Accommodative	reserve	by	Fuse	Cross	Cylinder	(FCC);	(8)	Con‐
vergence	 reserve,	measured	 by	 negative	 and	 positive	 relative	 accommodation	 (NRA	 and	PRA,	
respectively);	(9)	TBU	time;	(10)	Contrast	sensitivity	at	distance	(OU)	at	three	spatial	frequen‐
cies	(2,	3,	and	6	c/deg).	The	reported	data	show	no	harmful	or	statistically	significant	changes	to	
the	visual	system	associated	with	use	of	the	i‐glasses	HMD,	in	either	stereo	or	mono	mode,	rela‐
tive	to	the	use	of	a	desktop	CRT	display.	

Researchers	often	use	NASA	Task	Load	Index	(NASA‐TLX),	a	subjective,	multidimensional	as‐
sessment	tool	that	rates	perceived	workload	in	order	to	assess	pick‐by‐vision	systems	or	other	
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aspects	 of	 performance.	 It	 has	been	 cited	 in	 over	4,400	 studies,	 highlighting	 the	 influence	 the	
NASA‐TLX	has	had	in	human	factors’	research	[20].	Regarding	user	strain,	Schwerdtfeger	et	al.	
[16]	found	that	even	though	they	have	uncomfortable	HMD	headbands,	a	backpack	to	carry,	and	
non‐addressable	 display	 focal	 planes,	 their	 system	 did	 not	 cause	 a	 higher	 general	 user	 strain	
than	 the	 conventional	 paper	 list.	 Nevertheless,	 the	 discomfort	 questionnaire	 shows	 that	 im‐
provements	of	the	display	devices	are	necessary	to	reduce	the	potential	for	headaches.	

After	2010,	smart	glasses	have	been	adopted	as	a	safe	enough	technology	for	use	in	pilot	pro‐
jects.	 Since	 then,	we	have	begun	 to	 encounter	more	 research	 that	 explores	different	 technical	
designs	and	combinations	of	different	technologies	to	achieve	optimum	work	results.	Ergonomic	
aspects	are	still	in	the	background	of	productivity	studies.	

In	 2014,	 the	 number	 of	 publications	 on	 smart	 glasses	 and	HMD	 topics	 started	 to	 increase	
markedly,	according	to	the	World	of	Science	(WoS),	 from	11	in	2014	to	46	 in	2018.	From	168	
published	papers,	44.6	%	are	from	the	Computer	Science	research	area,	39.8	%	from	Engineer‐
ing	and	16.07	%	from	Ophthalmology.	

With	the	rapid	development	of	mobile	Head‐Mounted	Display	(HMD),	the	problem	of	visual	
discomfort	and	visual	fatigue	caused	by	watching	Virtual	Reality	(VR)	contents	became	a	crucial	
concern	 for	 consumers	 and	manufacturers,	 especially	 given	 that	 the	 casing	 of	 a	 mobile	 HMD	
keeps	the	phone	at	a	specified	distance	from	the	lenses	that	is	close	to	the	eyes	[21].	In	this	re‐
gard,	 Jungmin	et	al.	 [21]	 conducted	both	 subjective	 and	objective	measures	 to	 evaluate	 visual	
discomfort	and	visual	fatigue	caused	by	watching	HMD	and	smartphones.	Participants	answered	
a	Simulator	Sickness	Questionnaire	(SSQ)	and	went	through	optometric	tests	that	measure	tear	
break‐up	 time,	 spherical	 equivalent,	 and	 contrast	 sensitivity.	 Experimental	 results	 show	 that	
HMD	causes	more	eye	dryness	compared	to	smartphones.	

Klein‐Theyer	et	al.	[14]	agree	that	the	implementation	of	near‐eye	display	devices	is	promis‐
ing	for	the	future	of	order	picking	systems	and	in	various	other	workplace	scenarios.	However,	
in	2017,	 the	workload	associated	with	 the	use	of	a	visually	guided	commissioning	system	had	
not	yet	been	 investigated.	Authors	 investigate	ocular	comfort,	ocular	surface	and	tear	 function	
parameters	 before	 and	 after	 the	 completion	 of	 a	 task	 using	 either	 a	 visual‐	 or	 a	 voice‐guided	
picking	solution.	Recent	publications	indicate	that	up	to	90	%	of	computer	users	experience	ocu‐
lar	discomfort	after	prolonged	computer	use,	and	approximately	10	%	of	visual	display	unit	us‐
ers	have	severe	complaints	[22‐25].	The	visual	analogue	scale	values	were	increased	significant‐
ly	with	the	visual	system	when	compared	to	the	voice	system,	and	with	the	visual	system	after	
the	work	session	had	finished	(i.e.,	pre‐	vs	post‐task),	which	suggests	that	visually	guided	pick‐
ing	solutions	may	influence	ocular	comfort	adversely.	The	analysis	of	the	objective	data	revealed	
a	significant	decrease	in	the	tear	break‐up	time	values	of	the	right	eyes,	and	a	minor	decrease	in	
the	values	of	the	left	eyes,	following	the	completion	of	the	visually	guided	picking	task.	The	tear	
break‐up	 time	 values	 for	 the	 voice‐guided	 condition	 remained	 stable	 (right	 eyes)	 or	 even	 in‐
creased	(left	eyes)	after	the	work.	

From	a	chronological	review	of	scientific	articles,	we	can	conclude	that	researchers	have	only	
begun	 to	 study	 the	 impact	 of	 using	HMD,	 or	more	precisely	 smart	 glasses,	 on	people's	 vision.	
Researchers	agree	that	smart	glasses	have	a	potential	to	be	used	more	widely	in	manual	order	
picking	systems.	Ophthalmologic	studies	are	rare,	and	based	mostly	on	short‐term	use	of	HMDs,	
less	than	an	hour.	Although	most	authors	evaluate	a	pick‐by‐vision	system	with	HMDs	as	com‐
petitive,	 productive	 and	 promising	 technology,	which	 hold	 large	 potential	 in	 the	 future,	 ques‐
tions	linked	to	the	effects	of	long‐term	use	are	still	unanswered	[15].	

3. Materials and methods  

We	tested	the	effects	of	using	Vuzix	M300	Smart	glasses	on	users’	comfort	during	order	picking	
activities	in	a	testing	warehouse	environment	at	the	Faculty	of	Mechanical	Engineering,	Maribor.	
The	protocol	of	performed	research	 is	described	below,	and	summarised	 in	Fig.	1.	14	persons,	
mostly	 students,	 tested	selected	Head‐Mounted	Displays	 (HMD),	owned	by	 the	company	Špica	
International.	The	testing	period	lasted	four	hours.	Before	and	after	use	of	smart	glasses	several	
ophthalmologic	tests	(visual	acuity,	contrast	sensitivity,	visual	field	testing	and	colour	test)	were	
performed,	therefore	we	got	28	measurements	altogether.	
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Fig.	1	Experimental	protocol	–	Testing	Vuzix	M300	smart	glasses	

3.1 Performed ophthalmologic tests 

Visual	acuity		

Measurement	of	visual	acuity	is	a	sensitive	test	of	the	integrity	of	the	visual	system.	It	fulfils	all	
standard	criteria	of	a	good	screening	test:	Minimal	cost	or	risk	to	the	patient,	measurement	can	
be	performed	quickly	and	easily	with	little	or	no	examiner	training,	there	is	a	high	prevalence	of	
detectable	abnormalities,	and	abnormalities	are	most	often	amenable	to	treatment.	The	goal	in	
testing	central	visual	acuity	is	to	determine	the	best	possible	visual	acuity	in	each	eye.	In	most	
instances,	either	a	standard	printed	Snellen	eye	chart	is	used,	or	a	reading	card	such	as,	e.g.	ETDRS	
chart	(Early	Treatment	Diabetic	Study).	One	eye	at	a	time	is	tested	with	the	fellow	eye	occluded.		

In	our	study,	visual	acuity	was	measured	with	use	of	the	Snellen	table.	It	is	less	accurate	and	
repeatable	as	an	ETDRS	chart.	Thus,	we	decided	to	include	the	candidates	who	had	the	best	cor‐
rected	visual	acuity	of	0.7	or	more.	The	best	corrected	visual	acuity	 in	emmetropic	patients	 is	
1.0.	The	reason	for	including	a	factor	of	0.7	of	visual	acuity	is	also	for	better	cooperation	in	the	
test	of	visual	field	(perimetry),	and	for	excluding	possible	pathology	which	could	impair	the	vis‐
ual	acuity.	Visual	acuity	was	measured	separately	for	right	and	left	eyes.	

Pelli	Robson	contrast	sensitivity	

Contrast	sensitivity	was	performed	by	using	the	Pelli‐Robson	table	(Fig.	2)	which	is	fast	and	reli‐
able	enough	for	our	study.	In	the	literature	it	 is	used	as	a	factor	connected	with	loss	of	Retinal	
Nerve	Fibre	Layer	 (RNFL),	and,	 thus,	with	 impairment	of	visual	 functions.	We	 tested	each	eye	
separately	and	also	binocularly.	During	the	testing,	we	encouraged	the	tested	subject	to	concen‐
trate	himself	to	say	as	much	as	possible.	The	normal	result	 is	a	log	value	of	1.95	or	2.0.	Values	
less	than	1.8	could	indicate	improper	contrast	vision	in	bad	visual	conditions.	
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Fig.	2	Pelli	Robson	table	

Visual	field	testing	

A	visual	 field	 test	 is	 an	 eye	 examination	 that	 can	detect	 dysfunction	 in	 central	 and	peripheral	
vision,	which	may	be	caused	by	various	medical	conditions.	Visual	field	testing	can	be	performed	
clinically	by	keeping	 the	 subject's	 gaze	 fixed	while	presenting	objects	at	various	places	within	
their	visual	field.	

Visual	 field	testing	of	30	degrees	of	 the	central	visual	 field	was	performed	with	a	computer	
static	 perimetry	 full	 threshold	 algorithm	 using	 an	 OCTOPUS	machine	 (Fig.	 3)	 at	 standardised	
illumination	 parameters.	 30	 degree	 visual	 field	 testing	 could	 show	 possible	 scotomas	 (visual	
field	defects)	in	the	areas	where	the	glasses	were	projected.	For	reliability	of	perimetry	testing,	
the	cooperation	of	the	tested	individual	is	very	important.	At	a	loss	of	fixation	during	the	testing	
of	more	than	20	%,	and	false	positive	or	negative	below	15	%,	the	test	result	is	inaccurate,	and	
not	reliable	enough	to	say	with	95	%	possibility	that	scotoma	actually	exists.	Together	with	vis‐
ual	acuity	better	than	0.7	and	ability	of	tested	individuals	to	be	concentrated	during	the	exami‐
nation,	makes	the	result	more	reliable	regarding	the	new	scotomas	after	the	use	of	glasses.	

Ishihara	colour	test	

The	colour	vision	testing	was	performed	with	use	of	 Ishihara	 tables,	which	are	used	widely	 in	
clinical	 examination,	 and	can	 indicate	 the	presence	of	 colour	vision	defects	 reliably,	 especially	
for	results	with	more	than	10	%	of	failures.	The	advantages	using	Ishihara	tables	is	their	ease	of	
use	and	speed	of	performing,	so	the	tested	individual	is	not	bored	and	losing	his	concentration.	
In	the	literature,	the	Hue	100	test	is	also	performed	mainly	to	quantify	and	to	distinguish	what	
kind	of	 anomaly	 (protanomaly,	deuteranomaly,	 and	 tritanomaly)	 is	present	 in	 the	 tested	 indi‐
vidual.	In	our	study,	the	colour	vision	was	important,	mainly	to	compare	the	results	before	and	
after	the	use	of	glasses.	

	

Fig.	3	Octopus	perimeter	(Source:	mandarinoptomedic.com)	
	

3.2 Statistical analyses 

All	statistical	analyses	were	performed	through	the	Statistical	Package	for	Social	Sciences	(SPSS)	
version	25.	Within	the	descriptive	statistics,	the	mean,	Standard	Deviations	and	standard	error	
mean	were	calculated	for	all	measurements.	
	 The	population	normality	was	verified	by	using	Kolmogorov‐Smirnov	and	Shapiro‐Wilk	tests.	
Differences	between	performed	tests	before	and	after	have	been	verified	by	the	t‐test	for	paired	
samples,	or	the	Wilcoxon	signed	rank	test,	depending	on	the	distribution	of	changes.	Since	the	
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data	were	not	normally	distributed	 in	certain	cases,	we	used	 the	paired	samples	 t‐test	 for	 the	
normal	and	Wilcoxon	 test	 for	 the	non‐normal	data	within	 the	group	comparison.	Additionally,	
effect	sizes	were	calculated,	to	have	a	standardised	measure	of	the	size	of	the	effect	we	observed,	
and	to	be	able	to	compare	results	to	other	studies	if	they	appeared.		
	 In	order	 to	 compare	 the	 results	 gathered	with	all	 performed	ophthalmologic	 tests,	 the	null	
hypothesis	 was	 stated	 that	 no	 changes	 are	 expected	 before	 and	 after	 use	 of	 smart	 glasses:		
Ho	:	μtest	before	=	μtest	after		
	 The	values	were	considered	statistically	significant	at	p	≤	0.05.	

4. Results and discussion 

4.1 Visual acuity 

Normal	visual	acuity	for	a	healthy	human	is	1.0.	It	means	that	humans	see	clear	optotypes	with	
standard	values	at	a	defined	distance	(6	m).	In	our	study	(Table	1),	the	majority	of	included	can‐
didates	had	visual	acuity	more	than	0.7	that	we	set	as	a	limit	value.	Only	three	of	the	tested	per‐
sons	had	visual	acuity	less	than	0.7.	

	

Table	1	Visual	acuity	before	and	after	using	smart	glasses		
No.	of	testee	 VARb	 VARa VALb VALa	

1	 0.8	 0.8 0.8 0.8	
2	 1.0	 1.0 1.0 1.0	
3	 1.0	 1.0 1.0 1.0	
4	 0.25	 0.25 0.4 0.4	
5	 0.63	 0.5 0.4 0.32	
6	 1.0	 0.8 1.0 0.8	
7	 1.0	 1.0 1.0 1.0	
8	 1.0	 0.8 1.0 1.0	
9	 0.8	 0.63 0.8 0.63	
10	 1.0	 1.0 1.0 1.0	
11	 1.0	 1.0 1.0 1.0	
12	 0.4	 0.4 0.8 0.63	
13	 0.8	 0.8 0.8 0.8	
14	 0.8	 0.63 0.8 0.63	

Note:	VARb	–	Visual	Acuity,	right	eye,	before;	VARa	–	Visual	Acuity,	right	eye,	after;	VALb	–	Visual	Acuity,	left	eye,	be‐
fore;	VALa	–	Visual	Acuity,	left	eye,	after	

4.2 Pelli Robson contrast sensitivity 

The	lowest	contrast	at	which	a	tested	person	can	read	three	letters	of	the	same	group	on	a	Pelli	
Robson	table	determines	the	logarithm	evaluation	of	contrast	sensitivity	(Table	2).		

Table	2	Contrast	sensitivity	before	and	after	using	smart	glasses		

Note:	 CSRb	 –	 Contrast	 sensitivity,	 right	 eye,	 before;	 CSRa	 –	 Contrast	 sensitivity,	 right	 eye,	 after;	 CSLb	 –	 Contrast	
sensitivity,	left	eye,	before;	CSLa	–	Contrast	sensitivity,	left	eye,	after;	CSbothb	–	Contrast	sensitivity,	both	eyes,	before;	
CSbotha	–	Contrast	sensitivity,	both	eyes,	after	

No.	of	testee	 CSRb CSRa	 CSLb CSLa CSbothb	 CSbotha
1	 1.65	 1.65	 1.65 1.65 1.80	 1.80
2	 1.65	 1.65	 1.65 1.65 1.80	 1.80
3	 1.65	 1.65	 1.65 1.65 1.80	 1.80
4	 1.50	 1.50	 1.50 1.50 1.65	 1.65
5	 1.65	 1.65	 1.50 1.50 1.65	 1.65
6	 1.65	 1.65	 1.65 1.50 1.65	 1.65
7	 1.65	 1.65	 1.65 1.65 1.80	 1.80
8	 1.65	 1.65	 1.65 1.65 1.80	 1.80
9	 1.65	 1.35	 1.65 1.35 1.80	 1.65
10	 1.65	 1.65	 1.65 1.50 1.95	 1.95
11	 1.65	 1.65	 1.65 1.65 1.80	 1.80
12	 1.65	 1.50	 1.65 1.50 1.80	 1.50
13	 1.65	 1.65	 1.65 1.65 1.80	 1.80
14	 1.50	 1.50	 1.50 1.50 1.80	 1.80
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Value	 2.0	 presents	 normal	 contrast	 sensitivity,	 or	 100	%.	 Values	 less	 than	 1.5	 show	 visual	
handicap,	 and	values	 less	 than	1.0	greater	visual	 impairment.	Results	 in	Table	2	 show	 that	all	
tested	candidates	have	contrast	sensitivity	equal	to	or	greater	than	1.5,	which	means	that	they	
can	be	treated	as	persons	with	normal	contrast	sensitivity.	

4.3 Visual field testing 

For	visual	 field	 testing	we	used	Octopus	perimeter.	 First	measurements	were	performed	with	
the	programme	Treshold	30‐2.	The	measurement	was	performed	only	on	the	right	eye	(this	 is	
the	eye	where	the	smart	glasses	display	was).	To	examine	changes	in	the	visual	field	two	param‐
eters	were	used:	MD	(Mean	Deviation)	and	PSD	(Pattern	Standard	Deviation),	which	is	used	for	
quantifying	the	differences	in	sensitivity	in	the	visual	field.	The	purpose	of	our	study	here	was	to	
see	if	the	difference	of	MD	and	PSD	was	significant.		

Mean	deviation	

The	 average	 of	 deviations	 across	 all	 test	 locations	 is	 referred	 to	 as	 the	Mean	Deviation	 (MD).	
Subjects	who	are	able	to	see	dimmer	stimuli	than	others	of	similar	age	and	race,	will	have	posi‐
tive	values	for	their	MD,	while	subjects	who	require	brighter	stimuli	will	have	negative	MD	val‐
ues	[26].	MD	values	for	reliable	tests	typically	range	from	+2	dB	to	–30	dB.	

Results	in	the	Table	3	show	that	the	mean	value	of	Mean	Deviation	before	work	with	smart	
glasses	was	–2.54,	and	after	4‐hours	of	using	smart	glasses	–2.67.	It	means	that	the	value	after	4‐
hours	working	with	smart	glasses	was	lower	by	5	%	(Δ	=	0.13).	

Pattern	standard	deviation	

Visual	 field	 loss	 in	glaucoma	 is	 frequently	non‐uniform,	and,	 thus,	 a	measure	which	quantifies	
irregularities	is	desirable	[26].	Pattern	Standard	Deviation	(PSD)	measures	irregularity	by	sum‐
ming	 the	 absolute	 value	of	 the	difference	between	 the	 threshold	 value	 for	 each	point	 and	 the	
average	visual	field	sensitivity	at	each	point	(equal	to	the	normal	value	for	each	point	+	the	MD).	
Visual	fields	with	the	age‐normal	sensitivity	at	each	point	will	have	a	PSD	of	zero,	as	will	visual	
fields	 in	which	each	point	 is	depressed	uniformly	 from	the	age‐normal	value.	Thus,	 the	 largest	
PSD	will	 be	 registered	 for	 focal,	 deep	 visual	 field	 defects.	Near	 normal	 and	 severely	 damaged	
visual	fields	will	both	have	low	PSD	[26].	Results	of	our	tests	are	presented	in	Table	3.	

Table	3	MD	and	PSD	before	and	after	using	smart	glasses		
No.	of	testee	 MDb	 MDa PSDb PSDa	

1	 ‐2.25	 ‐2.16 3.71 2.47	
2	 ‐0.71	 ‐1.05 2.01 2.99	
3	 ‐4.80	 ‐3.09 3.24 2.54	
4	 ‐5.21	 ‐3.55 2.42 2.32	
5	 0.29	 ‐2.87 3.10 3.19	
6	 ‐5.27	 ‐4.48 3.45 3.02	
7	 ‐1.68	 ‐2.77 2.37 2.33	
8	 ‐1.45	 ‐3.99 1.97 2.18	
9	 ‐0.69	 ‐2.63 1.79 2.61	
10	 ‐1.39	 ‐1.07 2.09 2.37	
11	 ‐3.32	 ‐3.79 2.15 3.15	
12	 ‐1.48	 ‐2.29 2.34 1.99	
13	 ‐1.99	 ‐3.15 2.09 3.21	
14	 ‐5.64	 ‐0.49 3.62 2.34	

Note:	MDb	–	Mean	Deviation,	before;	MDa	–	Mean	Deviation,	after;	PSDb	–	Pattern	Standard	Deviation,	before;	PSDa	–	
Pattern	Standard	Deviation,	after	

4.4 Ishihara colour test 

We	used	 15	 colour	 plates	 of	 the	 Ishihara	 test	 (numbers,	 including	 the	 test	 plates)	with	 12	 or	
more	 correct	 indicating	 normal	 colour	 vision.	 Again,	we	wanted	 to	measure	 the	 difference	 in	
colour	vision	perception	before	and	after	the	use	of	smart	glasses.	In	our	result,	there	was	some	
discrepancy	regarding	the	individual	possible	mild	colour	anomaly,	and	regarding	the	individual	
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concentration	 during	 the	 test.	 Thus,	 the	majority	 of	 tested	 persons	 had	 normal	 colour	 vision,	
except	two	individuals	where	an	impairment	in	colour	vision	was	indicated	(Table	4).	

We	also	studied	the	possible	scotomas	in	the	area	of	the	visual	field	where	the	smart	glasses	
had	a	projection.	In	some	cases,	scotomas	were	present	after	the	use	of	smart	glasses.	That	might	
indicate	that	glasses	can	cause	some	vision	impairment	after	use,	projecting	in	the	same	quad‐
rant,	lowering	the	sensitivity	in	that	area	of	the	visual	field	(Table	4).	

The	Treshold	30‐2	programme	was	performed	on	the	right	eye,	which	is	the	eye	where	the	
display	was.	If	we	found	a	scotoma,	we	marked	it	as	1,	and	if	the	scotoma	was	not	present,	we	
marked	it	as	0.	Results	of	our	test	show	that	before	using	smart	glasses	no	tested	persons	had	
scotomas,	but	after	using	smart	glasses	6	persons	had	it.	It	presents	43	%	of	those	tested,	there‐
fore,	we	can	justify	that	the	presence	of	scotoma	in	the	right	eye	can	be	the	result	of	load	caused	
by	using	smart	glasses.	To	verify	the	results	gained	with	the	Treshold	30‐2	programme	we	also	
performed	the	Driver’s	licence	test	for	both	eyes.	According	to	the	Driver’s	license	test,	we	found	
two	scotomas	after	using	smart	glasses,	which	is	less	than	with	the	Treshold	30‐2	programme.	
This	could	also	be	caused	by	the	complexity	of	the	performed	research	and	the	duration.	Tresh‐
old	30‐2	lasts	15	minutes	and	the	Driver’s	license	test	only	4	minutes.	In	both	tests	the	concen‐
tration	of	the	tested	persons	is	very	important,	and	can	influence	the	results.	

	
Table	4	Colour	test	and	visual	field	test	before	and	after	using	smart	glasses	

	
No.	of	testee	

	
CTb	

	
CTa	

Treshold	30‐2 Driver’s	licence	
SCOb SCOa SCOb	 SCOa

1	 15 15	 0 0 0	 0
2	 3	 3	 0 0 0	 0
3	 15 15	 0 0 0	 0
4	 15 15	 0 1 0	 0
5	 15 15	 0 0 0	 0
6	 1	 1	 0 1 0	 1
7	 15 15	 0 0 0	 0
8	 15 15	 0 1 0	 0
9	 15 15	 0 0 0	 0
10	 15 15	 0 1 0	 0
11	 15 15	 0 1 0	 0
12	 15 15	 0 0 0	 0
13	 15 15	 0 1 0	 1
14	 15 15	 0 0 0	 0

Note:	CTb	–	Colour	test,	before;	CTa	–	Colour	test,	after;	SCOb	–	Scotoma,	before;	SCOa	–	Scotoma,	after	

4.5 Statistical analysis results 

Results	of	statistical	analysis	for	all	the	performed	analyses	are	summarised	in	Table	5.	Statisti‐
cally	significant	differences	with	p	≤	0.05	are	in	bold.	

	
Table	5	Results	of	descriptive	statistics,	t‐test	for	paired	samples	and	Wilcoxon	test 

	 Before	 After
t‐test	
p	

Wilcoxon	
test	
p	

Effect	
size	Mean	 SD	 St.	Err.	

Mean	
Mean SD	 St.	Err.	

Mean	
VAR	 0.820	 0.242	 0.064	 0.757 0.245 0.065 0.020 0.041	 ‐0.38
VAL	 0.842	 0.210	 0.056	 0.786 0.234 0.062 0.024 0.039	 ‐0.39
CSR	 1.628	 0.054	 0.014	 1.596 0.095 0.025 0.189 0.18	 ‐
CSL	 1.617	 0.063	 0.017	 1.564 0.096 0.025 0.055 0.059	 ‐
CS	 1.778	 0.080	 0.021	 1.746 0.111 0.029 0.189 0.18	 ‐
CT	 13.143	 4.737	 1.266	 13.143 4.737 1.266 ‐ 1.00	 ‐
MD	 ‐2.542	 1.950	 0.521	 ‐2.670 1.171 0.313 0.822 0.470	 ‐
PSD	 2.596	 0.675	 0.180	 2.622 0.409 0.109 0.904 0.975	 ‐
ST	 0	 0 0	 0.428 0.513 0.137 0.008 0.014	 0.45
Note:	VAR	–	Visual	Acuity,	right	eye;	VAL	–	Visual	Acuity,	left	eye;	CSR	–	Contrast	sensitivity,	right	eye;	CSL	–	Contrast	
sensitivity,	left	eye;	CS	–	Contrast	sensitivity	of	both	eyes;	CT	–	Colour	test;	MD	–	Mean	Deviation;	PSD	–	Pattern	Stand‐
ard	Deviation;	ST	–	Scotoma	Threshold	30‐2	
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Results	of	visual	acuity	 for	 the	right	eye	show	that	 the	mean	value	before	work	with	smart	
glasses	was	0.82,	and	after	0.76.	Visual	acuity	was	lower	after	using	smart	glasses	for	Δ	=	0.062	
(7.6	%).	It	means	that	tested	persons’	sight	was	weaker	after	use	of	smart	glasses	than	before.	
Since	the	results	of	both	tests	(t	test	and	Wilcoxon	test)	show	significant	difference,	the	null	hy‐
pothesis	Ho	:	μVARbefore	=	μVARafter	should	be	disproved.	The	effect	size	is	r	=	–0.38.	This	represents	a	
medium	to	large	change	in	visual	acuity	for	the	right	eye.	

For	the	left	eye,	the	results	of	visual	acuity	are	similar	as	for	the	right	eye,	but	there	are	slight	
differences.	The	mean	value	before	work	with	smart	glasses	was	0.84,	and	after	0.76.	Visual	acu‐
ity	after	using	smart	glasses	was	also	lower	by	Δ	=	0.056	(6.7	%),	meaning	that	tested	persons’	
sight	was	weaker	after	use	of	smart	glasses.	According	to	the	results	of	the	t	and	Wilcoxon	tests,	
the	null	hypothesis	Ho	:	μVARbefore	=	μVARafter	should	be	disproved.	The	effect	size	is	r	=	–0.39.	This	
represents	a	medium	to	large	change	in	visual	acuity	for	the	left	eye.	

Comparison	between	right	and	 left	 eye	 show	 that	visual	 acuity	of	 the	 right	eye	 reduced	by	
7.6	%,	and	6.7	%	for	the	left	eye.	All	tested	persons	had	the	visual	display	of	the	smart	glasses	in	
front	 of	 their	 right	 eye,	 therefore	 the	weaker	 sight	 on	 the	 right	 eye	 could	 be	 caused	by	using	
smart	glasses.	

The	mean	value	of	contrast	sensitivity	for	the	right	eye	before	work	with	smart	glasses	was	
1.63,	and	after	1.60.	Contrast	sensitivity	was	lower	after	using	smart	glasses	by	Δ	=	0.03	(2	%).	It	
means	that	the	tested	persons’	contrast	sensitivity	was	weaker	after	use	of	smart	glasses	than	
before.	But	the	results	of	both	tests	(t	and	Wilcoxon	test)	do	not	show	significant	difference;	p	
values	are	greater	than	0.05,	therefore	the	null	hypothesis	Ho	:	μVARbefore	=	μVARafter	cannot	be	dis‐
proved.		

A	similar	situation	is	evidenced	for	the	left	eye,	where	the	mean	value	of	contrast	sensitivity	
changed	from	1.62	to	1.56,	Δ	=	0.05	(3	%),	meaning	that	the	tested	persons’	contrast	sensitivity	
was	weaker	after	the	use	of	smart	glasses	than	before.	Results	of	both	tests	(t	and	Wilcoxon	test)	
show	no	 significant	difference,	 therefore,	 the	null	 hypothesis	Ho	 :	μVARbefore	 =	μVARafter	cannot	be	
disproved.		

The	mean	value	of	contrast	sensitivity	for	both	eyes	changed	from	1.78	to	1.75,	which	means	
that	contrast	sensitivity	was	lower	after	using	smart	glasses	by	Δ	=	0.03	(1.8	%).	Tested	persons	
perceived	lower	contrast	sensitivity	after	using	smart	glasses,	but,	since	the	measured	value	was	
not	lower	than	1.5,	use	of	smart	glasses	is	not	harmful	for	eye	contrast	sensitivity	[27].	The	mean	
value	 of	 perceiving	 contrast	 sensitivity	 was	 binocularly	 better	 than	monocular,	 which	 is	 also	
verified	with	other	studies	[28].	

Results	of	both	tests	(t	and	Wilcoxon	test)	gave	us	p	values	greater	than	0.05,	therefore,	the	
null	hypothesis	Ho	:	μVARbefore	=	μVARafter	cannot	be	disproved.	

The	mean	value	of	the	Mean	Deviation	test	(MD	test)	of	visual	field	is	‐2.54	before	using	smart	
glasses	and	‐2.67	after.	The	value	after	4‐hours	use	of	smart	glasses	was	lower	by	Δ	=	0.13	(5	%).	
Regarding	the	values	of	the	t	and	Wilcoxon	tests,	the	null	hypothesis	Ho	:	μVARbefore	=	μVARafter	can‐
not	be	disproved.	

Our	results	were	lower	than	the	normal	range	before	testing,	which	can	be	influenced	by	the	
patient’s	psychological	state,	concentration	and	cooperation	during	the	test.	We	must	be	aware	
of	the	state	when	the	tested	individual	performs	the	first	test	of	the	visual	field.	Besides	that,	our	
results	statistically	did	not	show	a	significant	difference	before	and	after	the	test.		

The	mean	 value	 of	 the	 Pattern	 Standard	Deviation	 test	 (PSD	 test)	 before	work	with	 smart	
glasses	was	2.6,	and	after	2.62.	The	tested	value	after	4‐hours	use	of	smart	glasses	was	slightly	
higher	by	Δ	=	0.03,	or	less	than	1	%.	Regarding	the	values	of	the	t	and	Wilcoxon	tests,	the	null	
hypothesis	Ho	:	μVARbefore	=	μVARafter	cannot	be	disproved.	

High	values	of	PSD	 represent	 the	 scotomas	 [26].	The	Treshold	30‐2	Programme	confirmed	
the	increased	level	of	scotoma	in	the	right	eye,	but	the	Driver’s	license	test	gave	us	a	lower	level	
of	scotomas.	Even	the	second	test	couldn’t	confirm	the	results	of	Treshold	30‐2	totally,	so	it	can	
be	concluded	that	the	presence	of	scotoma	in	the	right	eye	can	be	the	result	of	 load	caused	by	
using	smart	glasses. The	results	of	the	t	and	Wilcoxon	tests	had	p	values	 less	than	0.05,	there‐
fore,	the	null	hypothesis	Ho	:	μVARbefore	=	μVARafter	should	be	disproved.	The	effect	size	is	r	=	0.45.	
This	represents	a	medium	to	large	change	in	the	level	of	scotoma.	
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The	results	of	 the	performed	ophthalmologic	tests	(visual	acuity,	contrast	sensitivity,	visual	
field	 testing	 and	 colour	 test),	 show	 that	 there	 are	 some	 statistically	 significant	differences	be‐
tween	tests	results	performed	before	and	after	use	of	smart	glasses	that	cannot	be	overlooked.	
The	difference	between	the	results	of	visual	acuity	for	the	left	and	right	eyes	is	small,	but,	in	both	
cases,	 the	visual	 acuity	 is	 lower	after	use	of	 smart	glasses.	The	contrast	 sensitivity	and	colour	
test	did	not	show	any	statistically	significant	differences,	but	the	additional	test	of	the	visual	field	
did.		

From	the	results	of	the	visual	field	test	we	found	out	that	none	of	the	tested	individuals	had	
the	 scotoma	 (dysfunction	 in	 central	 and	peripheral	 vision)	 in	 the	 right	 eye	 (inferior	 quadrant	
where	the	projection	of	smart	glasses	was	performed)	before	using	smart	glasses.	After	the	test,	
scotomas	were	present	 in	 the	same	quadrant	 in	43	%	of	cases.	This	might	 indicate	 that	use	of	
smart	glasses	for	four	hours	during	work	can	cause	scotomas	and,	thus,	impairment	in	the	visual	
field	and	vision.	

The	percentage	of	scotomas	 in	the	right	eye	after	using	smart	glasses	 is	high,	 therefore,	we	
tried	 to	 find	 out	 if	 there	 are	 any	 other	 influence	 parameters	 that	 should	 be	 considered.	 It	 is	
known	 that	perimetry	 is	 a	 subjective	 testing,	 affected	mainly	by	 the	psychological	 state	of	 the	
individual	and	by	 their	cooperation	and	concentration.	Therefore,	 this	might	be	 the	 influential	
factor.	We	also	did	only	one	measure	before	and	after	per	tested	person,	because	the	test	is	time	
consuming,	and	it	is	known	from	the	literature	[26]	that	perimetry	gives	the	best	results	usually	
at	a	second	testing,	when	the	tested	person	is	more	familiar	with	the	procedure.	The	size	of	the	
tested	group	was	relatively	small,	but	even	though	it	was	performed	as	a	pilot	test,	results	were	
somehow	surprisingly	high.	We	also	did	the	additional	Driver’s	Licence	test,	which	is	faster	and,	
thus,	less	affected	by	the	motivation	of	tested	individual.	In	the	Driver’s	licence	test	the	presence	
of	scotomas	was	lower,	but	they	were	still	present	in	14	%	of	cases.	

5. Conclusion 

With	the	intent	to	create	added	value,	warehouses	must	be	aligned	with	modern	industry	trends,	
as	well	 as	with	 novel	 business	 approaches	 enabled	 by	modern	 forms	 of	 organisation	 and	 ICT	
[29‐31].	

Systems	using	Head‐Mounted	Displays	(HMDs)	are	still	developing,	and	there	is	a	lack	of	re‐
search	 concerning	human	 comfort	during	 a	 full	work	day	with	 this	 kind	 of	 equipment.	 In	 our	
research,	we	tried	to	answer	the	question	whether	use	of	smart	glasses	could	be	harmful	for	the	
human	eye	or	not	during	four‐hour	use.	

Based	on	the	results	of	all	the	performed	tests,	we	can	conclude	that	use	of	smart	glasses	has	
an	effect	on	the	user’s	vision,	and,	therefore,	further	research	would	be	of	benefit	before	imple‐
menting	it	 in	warehouses	as	a	part	of	everyday	equipment	for	workers.	During	our	research,	a	
number	of	questions	appeared	that	could	be	addressed	in	the	future:	

 Visual	acuity	during	 the	workday;	Does	normal	visual	acuity	of	a	healthy	human	change	
during	the	day?	

 Appearance	of	scotoma;	we	researched	the	presence	of	scotomas	only	in	the	right	eye	and,	
therefore,	we	couldn’t	compare	the	results	with	results	of	the	left	eye.	

 Appearance	of	scotoma	during	the	day.	
 Appearance	of	scotoma	regarding	the	kind	of	work;	additional	research	would	be	of	bene‐

fit	 if	 certain	 kinds	of	work	 could	be	 identified	 that	have	 greater	prevalence	 for	 scotoma	
formation.	

 Identical	research	could	be	performed,	but	with	the	projection	of	smart	glasses	in	the	left	
inferior	quadrant.	

 Does	the	appearance	of	scotoma	affect	a	driver’s	abilities?	

Our	pilot	 test	was	performed	with	 limited	 resources	on	14	persons.	All	 tests	were	performed	
twice,	 before	 and	 after	 working	 with	 smart	 glasses,	 therefore,	 our	 conclusions	 based	 on	 28	
measures.	In	the	future,	rigorous,	empirically	based	research,	performed	on	a	greater	number	of	
tested	persons,	could	help	to	clear	up	doubts	that	still	exist	concerning	the	presented	topic.	
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A B S T R A C T	   A R T I C L E   I N F O	

A	production	planning	model	with	multiple	uncertainties	was	established	 in	
this	paper.	Customers'	demands	for	quantity,	quality,	delivery	time	and	price	
are	different.	For	an	ambiguous	number	of	customers,	the	expectation	of	the	
degree	of	satisfaction	was	determined	by	a	triangular	fuzzy	number	method.	
A	 trapezoidal	 fuzzy	number	method	was	used	 for	 customer	prices	 to	deter‐
mine	the	expectation	of	satisfaction	of	the	delivery	date.	Fuzzy	intervals	and	
interval	numbers	were	used	to	describe	quality	uncertainty	and	price	uncer‐
tainty,	respectively.	A	multi‐objective	planning	model	was	established,	which	
consists	 of	 four	 objectives,	 namely,	 meeting	 customers'	 needs,	 minimizing	
costs,	minimizing	delivery	 time	and	maximizing	 corporate	profits.	Then,	 the	
non‐dominated	 sorting	 genetic	 algorithm	 (NSGA‐II)	 was	 implemented	 to	
simulate	 and	 solve	 the	 problem	 of	 uncertain	 optimization.	 This	 modal	 re‐
solved	multiple	uncertainties	in	customer	demand	during	the	process	of	pro‐
duction	planning	for	the	equipment	manufacturing	enterprises.	The	results	of	
the	 running	 showed	 and	 generated	 a	 series	 of	 Pareto	 solutions,	 which	 are	
consistent	with	the	results	of	a	multi‐objective	planning	solution.	Manufactur‐
ers	can	obtain	the	best	production	plans	according	to	the	company's	produc‐
tion	 objective	 priority	 rules.	 Finally,	 the	 adaptability	 and	 feasibility	 of	 the	
model	were	verified.	
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1. Introduction 

Equipment	manufacturing	companies	need	to	have	 flexible	manufacturing	capabilities	because	
of	the	diversity,	individuation,	and	differentiation	of	customer	needs,	and	their	production	plans	
must	respond	quickly	to	fluctuations	in	demand.	When	operating	near	system	limits,	unexpected	
modifications	 to	 production	 plans	 can	 be	 very	 challenging.	 Scholars	 and	 experts	 have	 used	
mathematical	models	to	research	the	management	of	uncertain	needs.	Rahdar	et	al.	built	a	two‐
stage,	tri‐level	optimization	model	under	the	uncertainty	of	demand	and	date	of	delivery	[1].	Ho	
et	al.	built	a	model	that	addresses	the	problem	of	capacity	allocation	for	multi‐variety	products	
when	customer	needs	are	uncertain	[2].	Shi	et	al.	established	a	mathematical	model	to	solve	the	
uncertainty	of	demand	and	returns	and	adopted	the	Lagrangian	relaxation	method	[3].	Diabat	et	
al.	established	a	joint	network	positioning	inventory	model.	The	model	solved	the	uncertainty	of	
demand	and	lead‐time	using	simulated	annealing	and	direct	search	methods	[4].	Feng	and	Nagi	
used	a	scenario	analysis	approach	to	deal	with	uncertain	demand.	They	established	an	optimiza‐

http://apem-journal.org/Archives/2018/VOL13-ISSUE04.html
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tion	model	 to	 solve	 the	 problem	 of	 cost	 changes	 brought	 about	 by	 uncertain	 demand	 [5].	 Er‐
dogan	and	Denton	established	a	multistage	stochastic	linear	model.	This	model	solves	the	prob‐
lem	of	uncertain	service	dates	and	customer	numbers	on	a	specific	date	[6].	Cho	and	Tang	stud‐
ied	three	sales	strategies	to	solve	the	problem	of	uncertainty	in	supply	and	demand	[7].	Aghezzaf	
et	al.	 established	 a	 stochastic	 model	 to	 solve	 the	 cyclical	 demand	 uncertainty	 of	 the	 finished	
product	[8].	Chica	et	al.	established	a	multi‐objective	optimization	assembly	line	balancing	mod‐
el	 to	 address	 the	 variability	 and	 uncertainty	 of	 the	 demand	 for	mixed	 products	 for	 industrial	
scenarios	[9].	Chica	et	al.	set	up	a	multi‐objective	optimization	model	for	assembly	line	balancing	
to	address	changes	in	demand	for	different	products	[10].	Xu	et	al.	created	multi‐objective	deci‐
sion‐making	 methods	 [11‐12].	 Tang	 et	al.	 solved	 problems	 by	 establishing	 nondeterministic	
models	[13‐14].	Galal	et	al.	built	simulation	models	with	uncertain	demand	quantities	and	deliv‐
ery	cycles	to	address	agricultural	supply	issues	[15].	Said	et	al.	established	a	distribution	opera‐
tion	model	under	 fuzzy	demand	 [16].	Liu	and	Zhang	considered	dual	uncertainties	 and	estab‐
lished	a	multi‐objective	planning	model	[17].	This	paper	extends	research	on	this	basis.	

The	paper	has	four	sections.	In	Section	2,	we	describe	the	problem,	conditional	assumptions,	
and	variable	symbols.	 In	Section	3,	we	 focus	on	multiple	uncertainties	of	demand	and	adopt	a	
scenario	 analysis	 method	 to	 establish	 a	 multi‐objective	 model	 for	 equipment	 manufacturing	
enterprises.	 In	 Section	4,	we	 solve	 the	model	 by	 using	 an	NSGA‐II	 algorithm.	 In	 Section	5,	we	
conduct	a	case	analysis	and	present	a	discussion.	

2. Problem descriptions and premise assumptions 

2.1 Problem description 

Due	 to	 the	 impact	 of	 issues	 such	 as	 raw	material	 supply	 times	 and	 finite	 order	 periods,	most	
equipment	 manufacturing	 enterprises	 manage	 their	 production	 according	 to	 the	 customers’	
wishes.	However,	the	processes	involved	in	signing,	manufacturing,	and	fulfilling	orders	may	not	
be	 consistent.	 Therefore,	 in	 cases	 of	 order	modification	 and	 emergency	 orders,	 or	 changes	 in	
customer	 demand	 for	 quantities,	 varieties,	 qualities,	 delivery	 times	 and	 prices,	manufacturing	
processes	are	affected,	and	cause	disruptions	in	production	plans	and	the	scheduling	of	equip‐
ment.	Fig.	1	is	a	description	of	the	multiple	uncertainties	in	customer	demand	for	an	equipment	
manufacturing	enterprise.	

Fig.	1	Multiple	uncertainties	of	customer demand	
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2.2 Premise assumptions 

Based	on	the	description	of	the	multiple	uncertainties	of	customer	demands	in	Fig.	1,	the	follow‐
ing	hypotheses	are	put	forward:		

1) Assume	 that	 the	 probability	 of	 order	 changes	 and	 emergency	 orders	 of	 the	 equipment	
manufacturing	enterprises	is	known.	

2) Assume	that	the	manufacturing	enterprise	has	production	capacity	constraints,	inventory	
constraints,	and	resource	acquisition	capacity	constraints.	

3) Assume	that	order	changes	and	urgent	orders	cause	changes	 in	 the	enterprises'	produc‐
tion	plans.	

2.3 Variables and parameters description 

The	basic	symbols	and	variables	involved	in	the	model	and	their	meanings	are	in	Table	1.	The	
subscripts	i,	j,	t	in	Table	1	are	denoted	as	the	i‐th	product,	the	j‐th	resource,	and	the	t‐th	period,	
respectively.	The	variable	i	is	an	integer	between	1	and	n,	and	j	is	an	integer	between	1	and	m.	
	

Table	1	The	meaning	of	basic	symbols	and	variables 
Symbols	 Meanings

n	 The	number	of	product	types	of	the enterprise.
m	 The	number	of	types	of	production	resources.	
௜ܰ௧	 The	number	of	demands for	original	planned	products.	
௜ܰ௝௧
ᇱ 	 The	number	of	resource	requirements	for	the	original	plan.		
ܴ௜௧	 The	stock	of	the	product.
௝ܴ௧
ᇱ 	 Inventory	of	resource.

௜ܴܯ 	 The	maximum	stock	of	product.	
ܯ ௝ܴ

ᇱ	 The	maximum	stock	of	resource.	
݈݊௜௧	 The	amount	of	stockout.	
	௜௧ݐ݈ The	shortage	time	of	production.	
	௜௧ݍ݈ The	quality	deviation.	
	௜௧݌݈ The	price	deviation.	
	௜௧ܥ The	production	cost.	
	௜௧ܥܴ The	production	preparation	costs.	
	,௜௧ܥܯ The	minimum	cost.	
௝௧ܥ
ᇱ 	 The	acquisition	cost.	

௜ܲ௧	 The	original	planned	price.	
	௜௧ܯܲ The	market	price.	

௜ܶ௧	 The	total	lead	time to	meet	the	demand.	
ܴ ௜ܶ௧	 The	production preparation	lead‐time.	
ܧ ௜ܶ௧	 The	lead	time	for	emergency	production.	
ܶ ௜ܰ௧	 The	customer's	original	demand	time.	
௜ݏ݈ 	 The	economic	batch	quantity.	
ܳ௜௧ 	 The	original	planned	demand	quality.	
	௜௧ܨܳ The	quality.	

௜ܹ௧	 Ability	to	produce	products
ܯ ௜ܹ௧	 Maximum	ability	to	produce	products.	

௝ܹ௧
ᇱ 	 Ability	to	produce	or	acquire	resource.	

ܯ ௝ܹ௧
ᇱ 	 Maximum	ability	to	produce	or	acquire	resource.

	௜௧ܧ The	cost	of	opportunity	loss.	
	௜௧ܨ The	unit	inventory	holding	cost.	
	௜௧ܩ The	planned	production	quantity.	
∆ ௜ܰ௧	 Changes	in	the	quantity of	demand.	
∆ܶ ௜ܰ௧	 Changes	in	the	time	of	demand.	
∆ ௜ܲ௧	 Changes	in	the	price	of	demand.	
∆ܳ௜௧	 Changes	in	the	quality	of	demand
෡ܰ௜௧	 The	quantity	required	of	customer	demand.	
ܶ෢ܰ ௜௧	 The	required	time	of	the	customer's	demand.	
෠ܲ௜௧	 The	customer's	demand	price.	
෠ܳ௜௧	 The	quality	of	the	customer's	demand.	
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3. Multi‐objective production planning model 

Taking	into	account	the	multiple	uncertainties	of	the	needs	of	equipment	manufacturing	compa‐
nies'	customers,	 this	paper	considers	several	objectives	such	as	customer	satisfaction,	produc‐
tion	cost,	production	cycle,	and	profit.	We	create	a	multi‐objective	production‐planning	model	in	
Eq.	1.		

݉݅݊ ሻ݉ݒ_ሺܺܨ ൌ ൫ ଵ݂ሺܺ_݉ݒሻ, ଶ݂ሺܺ_݉ݒሻ, ଷ݂ሺܺ_݉ݒሻ, ସ݂ሺܺ_݉ݒሻ൯	
.ݏ .ݐ ܺ ∈ 	ߗ
ሺܺሻܩ ൌ 0	
ሺܺሻܪ ൑ 0	

(1)

In	the	model,	 ଵ݂	is	customer	satisfaction,	objective	 ଶ݂	is	production	cost,	objective	 ଷ݂	is	a	produc‐
tion	cycle	objective,	and	 ସ݂	is	a	corporate	profit	objective.	ܺ_݉ݒ	is	an	optimization	variable	of	the	
multi‐objective	model.	 It	 is	 a	multidimensional	 vector	matrix	ሺܵܨ, ,ܵܥ ܲܶ, 	is	ܨܵ	where	ሻ,ܨܲ the	
quantity	vector	matrix	of	the	product	produced	by	the	enterprise,	ܵܥ	is	the	cost	vector	matrix	of	
the	product	produced	by	the	enterprise,	ܲܶ	is	the	production	cycle	vector	of	the	products	pro‐
duced	by	 the	enterprise,	ܲܨ	is	 the	profit	vector	matrix	of	 the	products	produced	by	 the	enter‐
prise,	ߗ	is	 a	 feasible	 solution	 space,	ܩ	is	 an	 equality	 constraint	 function,	 and	ܪ	is	 an	 inequality	
constraint	function.	

3.1 Objective functions 

In	cases	where	a	customer	changes	the	order	requirements	and	requires	an	emergency	order,	a	
scenario	 analysis	method	 is	 used	 to	describe	 the	 situation.	 The	 variables	 are:	 ଵܵ	describes	 the	
scenario	of	the	order	change	demand	occurred,	݌௦ଵ	is	the	probability	of	occurrence	of	 ଵܵ,	ܵଶ	de‐
scribes	the	scenario	of	the	emergency	order	demand	occurred,	and	݌௦ଶ	is	the	probability	of	oc‐
currence	of	ܵଶ.	

The	 ଵܵ, 	ܵଶ	combinations	constitute	ܵ	scenarios.	S	is	a	series	of	scenarios	for	equipment	manu‐
facturing	enterprises'	multi‐variety	production	order	change	and	emergency	order	demand.	 In	
addition,	݌௦ ൌ ሼ݌௦ଵ, ௦ଵ݌	,௦ଶሽ݌ ൅ ௦ଶ݌ ൌ 1.	According	 to	 the	above	description,	 the	 four	production	
operation	objectives	are	as	follows:	
	

Objective	1:	High	 customer	 satisfaction	 is	 the	objective,	 that	 is,	 low	customer	dissatisfaction	 is	
not	an	objective.	The	model	is	Eq.	2	in	the	form:	
	

ଵ݂ ൌ ݉݅݊෍෍݌௦ ∙ ேଵߦ
௧௦ି ൅

்

௧ୀଵ

ௌ

௦ୀଵ

݉݅݊෍෍݌௦ ∙ ଵ்ߦ
௧௦ି

்

௧ୀଵ

ௌ

௦ୀଵ

൅ ݉݅݊෍෍݌௦ ∙ ொଵߦ
௧௦ି

்

௧ୀଵ

ௌ

௦ୀଵ

൅ ݉݅݊෍෍݌௦ ∙ ௉ଵߦ
௧௦ି

்

௧ୀଵ

ௌ

௦ୀଵ

	

(2)

Subject	to:	
	

	෍ሺ ෡ܰ௜௧
௦ െ ݈݊௜௧

௦ ሻ/

௡

௜ୀଵ

෍ ௜ܰ௧
௦

௡

௜ୀଵ

൅ ேଵߦ
௧௦ି െ ேଵߦ

௧௦ା ൌ 1, ݐ∀ ∈ ܰ, ݏ∀ ∈ ܵ 	 (3)

෍ሺܶ෢ܰ௜௧
௦ െ ௜௧ݐ݈

௦ ሻ/

௡

௜ୀଵ

෍ܶ ௜ܰ௧
௦

௡

௜ୀଵ

൅ ଵ்ߦ
௧௦ି െ ଵ்ߦ

௧௦ା ൌ 1, ݐ∀ ∈ ܰ, ݏ∀ ∈ ܵ	 (4)

 

෍ሺ ෠ܲ௜௧
௦ െ ௜௧݌݈

௦ ሻ/

௡

௜ୀଵ

෍ ௜ܲ௧
௦

௡

௜ୀଵ

൅ ௉ଵߦ
௧௦ି െ ௉ଵߦ

௧௦ା ൌ 1, ݐ∀ ∈ ܰ, ݏ∀ ∈ ܵ	 (5)

෍ሺ ෠ܳ௜௧
௦ െ ௜௧ݍ݈

௦ ሻ/

௡

௜ୀଵ

෍ܳ௜௧
௦

௡

௜ୀଵ

൅ ொଵߦ
௧௦ି െ ொଵߦ

௧௦ା ൌ 1, ݐ∀ ∈ ܰ, ݏ∀ ∈ ܵ 	 (6)
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In	Eqs.	2	to	6:	

ேଵߦ
௧௦ି	and	ߦேଵ

௧௦ା,	 respectively,	 are	 ratios	 of	 the	 quantity	 of	 customer	 demand	 that	 has	 not	 been	
reached	or	exceeded;		
ଵ்ߦ
௧௦ି	and	்ߦଵ

௧௦ା,	respectively,	are	ratios	of	the	delivery	date	of	customer	demand	that	has	not	been	
reached	or	exceeded.	
ொଵߦ
௧௦ି	and	ߦொଵ

௧௦ା,	 respectively,	 are	 ratios	 of	 the	 quality	 of	 customer	 demand	 that	 has	 not	 been	
reached	or	exceeded.	
௉ଵߦ
௧௦ି	and	ߦ௉ଵ

௧௦ା,	respectively,	are	ratios	of	the	price	of	customer	demand	that	has	not	been	reached	
or	exceeded.	
	

ேଵߦ
௧௦ି, ேଵߦ

௧௦ା, ଵ்ߦ
௧௦ି, ଵ்ߦ

௧௦ା, ொଵߦ
௧௦ି, ொଵߦ

௧௦ା, ௉ଵߦ
௧௦ି, ௉ଵߦ

௧௦ା	are	 all	 in	 the	 t‐th	 period.	 In	 addition,	 the	 customer's	
preference	 for	 the	quantity	of	demand,	delivery	 time	of	demand,	demand	quality	and	demand	
price	are	different	 so	 the	satisfaction	coefficient	of	 expectation	 is	also	different.	Therefore,	we	
can	define	one	vector	matrix	as:		
	

ߚ ൌ ሾ1ߚ௞
௧௦, 2௞ߚ

௧௦, 3௞ߚ
௧௦, 4௞ߚ

௧௦ሿ	
	

For	any	given	∀ݐ, ,ݏ ݇	where	1ߚ௞
௧௦, 2௞ߚ

௧௦, 3௞ߚ
௧௦, 4௞ߚ

௧௦	the	values	are	all	ሾ0,1ሿ,	and	
	

1௞ߚ
௧௦ ൅ 2௞ߚ

௧௦ ൅ 3௞ߚ
௧௦ ൅ 4௞ߚ

௧௦ ൌ 1	
	

1௞ߚ
௧௦	is	the	satisfaction	expectation	coefficients	of	the	customer's	demands	for	the	quantity,	2ߚ௞

௧௦	
is	 the	satisfaction	expectation	coefficients	of	 the	customer's	demands	 for	delivery	 time,	3ߚ௞

௧௦	is	
the	 satisfaction	 expectation	 coefficients	of	 the	 customer's	demands	 for	 the	quality,	 and	4ߚ௞

௧௦	is	
the	satisfaction	expectation	coefficients	of	the	customer's	demands	for	the	price.	

Then,	1ߚ௞
௧௦, 2௞ߚ

௧௦, 3௞ߚ
௧௦, 4௞ߚ

௧௦	are	 respectively	 added	 to	 the	 corresponding	 satisfaction	 rates	 of	
Eq.	2.	Therefore,	Eq.	2	can	be	modified	to	Eq.	7.	
	

ଵ݂ ൌ ݉݅݊෍෍෍݌௦ ∙ ேଵߦ
௧௦ି ∙ 1௞ߚ

௧௦

௄

௞ୀଵ

൅

்

௧ୀଵ

ௌ

௦ୀଵ

݉݅݊෍෍෍݌௦ ∙ ଵ்ߦ
௧௦ି ∙ 2௞ߚ

௧௦

௄

௞ୀଵ

்

௧ୀଵ

ௌ

௦ୀଵ

൅ ݉݅݊෍෍෍݌௦ ∙ ொଵߦ
௧௦ି ∙ 3௞ߚ

௧௦

௄

௞ୀଵ

்

௧ୀଵ

ௌ

௦ୀଵ

൅ ݉݅݊෍෍෍݌௦ ∙ ௉ଵߦ
௧௦ି ∙ 4௞ߚ

௧௦

௄

௞ୀଵ

்

௧ୀଵ

ௌ

௦ୀଵ

	

(7)

	

Objective	2:	Low	manufacturing	enterprise	production	cost	is	the	objective.	The	model	is	Eq.	8	in	
the	form:	
	

ଶ݂ ൌ ଶܥߦ݊݅݉
ା	 (8)

.ݏ 	.ݐ

ܥܯ/ܥ								 ൅ ଶܥߦ
ି െ ଶܥߦ

ା ൌ 1	 (9)
 

෍݌௦෍ቐ෍ሺܥ௜௧
௦ ൅ ௜௧ܥܴ

௦ ൅෍ܥ௝௧
′௦ ∙ ௜ܰ௝௧

′௦ ሻ

௠

௝ୀଵ

௡

௜ୀଵ

∙ ෡ܰ௜௧
௦ ൅෍ܧ௜௧

௦ ∙ ሺݔܽܯ ෡ܰ௜௧
௦

௡

௜ୀଵ

െ ௜௧ܩ
௦ , 0ሻ

்

௧ୀଵ

ௌ

௦ୀଵ

൅෍ܨ௜௧
௦ ∙ ሺݔܽܯ

௡

௜ୀଵ

௜௧ܩ
௦ ൅ ௜ܰ௧

௦ , 0ሻቑ െ ܥ ൑ 0 	

(10)

	

The	variables	are:	ܥ	is	the	actual	cost	incurred	in	the	production	process	of	an	enterprise,	ܥܯ	is	
the	ideal	lowest	cost	incurred	in	the	production	process	of	an	enterprise,	ܥߦଶ

ି	is	the	part	that	is	
higher	than	the	planned	cost,	and	ܥߦଶ

ା	is	the	part	that	is	lower	than	the	planned	cost.	
	

Objective	3:	Short	production	cycle,	short	delivery	time	and	the	production	arrangement	are	the	
most	reasonable.	The	model	is	Eq.	11	in	the	form:	
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ଷ݂ ൌ ݉݅݊෍෍ߦ ଷܶ
௧௦ି

்

௧ୀଵ

ௌ

௦ୀଵ

	
(11)

s.t.		

			෍ܶ෢ܰ௜௧
௦ି

ே

௜ୀଵ

/ܶ ௧ܶ
௦ ൅ ߦ ଷܶ

௧௦ି െ ߦ ଷܶ
௧௦ା ൌ ݐ∀，1 ∈ ܰ, ݏ∀ ∈ ܵ	 (12)

Under	the	scenario	s,	ܶ ௧ܶ
௦	is	the	minimum	production	cycle	pursued	by	the	t‐th	cycle	production	

operation;	ߦ ଷܶ
௧௦ି	is	a	part	of	the	delivery	time	demand.	ߦ ଷܶ

௧௦ା	is	the	exceeded	part	of	the	delivery	
time	demand.	
	

Objective	4:	Maximization	of	 the	enterprise’s	profit	 is	 the	objective.	The	model	 is	Eq.	13	 in	 the	
form:	
	

ସ݂ ൌ ݉݅݊ሺ 1 െ ସݎܲߦ
ାሻ	 (13)

.ݏ 	.ݐ
ܨܴܲܯ/ܨܴܲ								 ൅ ସݎܲߦ

ି െ ସݎܲߦ
ା ൌ 1	 (14)

 

	by	produced	profit	maximum	the	is	ܨܴܲܯ	;enterprise	the	by	produced	profit	actual	the	is	ܨܴܲ
the	enterprise;	ݎܲߦସ

ି	and	ݎܲߦସ
ା	indicate	the	unreached	parts	and	the	excess	parts	of	objective	4,	

respectively.	The	equation	is:	
	

ܨܴܲ ൌ෍෍෍ሺ ෠ܲ௜௧
௦ െ ௜௧ܥ

௦ െ ௜௧ܥܴ
௦ െ෍ܥ௝௧

′௦ ∙ ௜ܰ௝௧
′௦ ሻ

௠

௝ୀଵ

௡

௜ୀଵ

∙ ෡ܰ௜௧
௦

்

௧ୀଵ

ௌ

௦ୀଵ

െ෍෍෍ܧ௜௧
௦ ∙ ሺݔܽܯ ෡ܰ௜௧

௦

௡

௜ୀଵ

െ ௜௧ܩ
௦ , 0ሻ

்

௧ୀଵ

ௌ

௦ୀଵ

െ෍෍෍ܨ௜௧
௦ ∙ ሺݔܽܯ

௡

௜ୀଵ

௜௧ܩ
௦ ൅ ௜ܰ௧

௦ , 0ሻ

்

௧ୀଵ

ௌ

௦ୀଵ

	

(15)

3.2 The constraints of the objective function 

The	objective	function	should	satisfy	the	following	constraints	in	addition	to	Eqs.	3,	4,	5,	6,	9,	10,	
12,	and	14:	

݈݊௜௧ ൌ ௜ܰ௧ െ ܴ௜௧	 (16)

௜ܰ௧ െ ܴ௜௧ ൑ ௜ܹ	 (17)

݈݊௜௧ ൑ ௜ܹ 	 (18)

݈݊௜௧ ൑ ௜ܰ௧	 (19)

෍ ௜ܰ௝௧
ᇱ െ ௝ܴ௧

ᇱ

௡

௜ୀଵ

൑ ௝ܹ
ᇱ	 (20)

ܴ௜∙ሺ௧ାଵሻ ൌ ܴ௜∙௧ ൅ ௜ܰ∙ሺ௧ି்೔ሻ െ ܴ௜∙ሺ௧ି்೔ሻ	 (21)

ܴ௜௧ ൑ ௜，ܴ௜∙ሺ௧ାଵሻܴܯ ൑ ௜ܴܯ 	 (22)

ܶ ௜ܰ௧ ൒ ௜ܶ௧ ൅ ܧ ௜ܶ௧	 (23)

ܴ ௜ܶ௧ ൒ ܧ ௜ܶ௧ 	 (24)

௜௧ݐ݈ ൌ ௜ܶ௧ ൅ ܧ ௜ܶ௧ െ ܶ ௜ܰ௧	 (25)

௜ܰ௧，ܴ௜௧， ௜ܹ௧， ௜ܰ௝௧
ᇱ ， ௝ܴ௧

ᇱ ， ௝ܹ௧
ᇱ， ௜ܲ௧，ܥ௜௧，ܥ௝௧

ᇱ ௜௧ܩ，௜௧ܨ，௜௧ܧ， ൒ 0， 

݅ ൌ 1,2, … , ݊，݆ ൌ 1,2, … ݐ∀，݉, ∈ ܰ, ݏ∀ ∈ ܵ	
(26)

Eqs.	 16	 to	 20	 are	mainly	 constraints	 on	 production	 capacity.	 Eqs.	 21	 and	 22	 are	mainly	 con‐
straints	on	inventory.	Eqs.	23	to	25	are	mainly	constraints	on	production	time,	and	Eq.	26	is	a	
nonnegatively	constrained	variable.	 	



Multi‐objective production planning model for equipment manufacturing enterprises with multiple uncertainties in demand
 

Advances in Production Engineering & Management 13(4) 2018  435
 

3.3 The triangular fuzzy description of the number of demands with fuzziness 

For	quantity	demand	 ෙܰ௜௧
௦ ,	we	use	triangular	fuzzy	numbers	 ෩ܰ௜௧

௦ ൌ ሺ݀݊ଵ௜௧
௦ , ݀݊ଶ௜௧

௦ , ݀݊ଷ௜௧
௦ ሻ	to	express	

the	uncertain	demand	quantity,	for	which	݀݊ଵ௜௧
௦ 	and	݀݊ଷ௜௧

௦ 	are	the	lower	and	upper	boundaries	of	
the	fuzzy	number.	That	is,	the	number	of	demands	is	within	this	range	ሾ݀݊ଵ௜௧

௦ , ݀݊ଷ௜௧
௦ ሿ.	݀݊ଶ௜௧

௦ 	is	the	
point	where	the	degree	of	membership	is	1.	The	membership	function	is	Eq.	27	in	the	form:	
	

1௞ߚ
௧௦ ൌ ሻݖሺߩ ൌ

ە
ۖۖ

۔

ۖۖ

ۓ
0			 ݖ ൑ ݀݊ଵ௜௧

௦

ሺݖ െ ݀݊ଵ௜௧
௦ ሻ

൫݀݊ଶ௜௧
௦ െ ݀݊ଵ௜௧

௦ ൯
, ݀݊ଵ௜௧

௦ ൏ ݖ ൏ ݀݊ଶ௜௧
௦

ሺ݀݊ଷ௜௧
௦ െ ሻݖ

൫݀݊ଷ௜௧
௦ െ ݀݊ଶ௜௧

௦ ൯
, ݀݊ଶ௜௧

௦ ൏ ݖ ൏ ݀݊ଷ௜௧
௦

0			 ݖ ൒ ݀݊ଷ௜௧
௦

		݅，ݏ，ݐ∀		 (27)

	

We	suppose	݀݊ଶ௜௧
௦ ൌ ௜ܰ௧

௦ ,	and	let	݀݊ଵ௜௧
௦ , ݀݊ଷ௜௧

௦ 	be	the	upper	and	lower	bounds	of	the	demand	quan‐
tity,	we	obtain	the	customer	demand	for	the	membership	function;	z	is	the	actual	demand	of	the	
customer	 ෡ܰ௜௧

௦ .	

3.4 Trapezoidal fuzzy description of demand delivery with fuzziness 

For	 the	delivery	 time	demand	ܶ෪ܰ ௜௧
௦ ,	 the	research	 in	 this	paper	uses	 trapezoidal	 fuzzy	numbers	

ܶ෪ܰ ௜௧
௦ ൌ ሺ݀݊ݐଵ௜௧

௦ , ଶ௜௧݊ݐ݀
௦ , ଷ௜௧݊ݐ݀

௦ , ସ௜௧݊ݐ݀
௦ ሻ	to	 indicate	 an	 uncertain	 demand	 lead	 time.	 In	 the	 fuzzy	

numbers,	݀݊ݐଵ௜௧
௦ 	and	݀݊ݐସ௜௧

௦ 	indicate	the	upper	and	lower	bounds	of	the	fuzzy	number;	݀݊ݐଶ௜௧
௦ 	and	

ସ௜௧݊ݐ݀
௦ 	are	the	peak	value	of	this	fuzzy	number.	Its	membership	function	is	Eq.	28	in	the	form:	

	

2௞ߚ
௧௦ ൌ ߮ሺݖሻ ൌ

ە
ۖۖ
ۖ
۔

ۖۖ
ۖ
ۓ

0				 ݖ ൑ ଵ௜௧݊ݐ݀
௦

ሺݖ െ ଵ௜௧݊ݐ݀
௦ ሻ

൫݀݊ݐଶ௜௧
௦ െ ଵ௜௧݊ݐ݀

௦ ൯
, ଵ௜௧݊ݐ݀

௦ ൏ ݖ ൏ ଶ௜௧݊ݐ݀
௦

ଶ௜௧݊ݐ݀											,																					1
௦ ൑ ݖ	 ൑ ଷ௜௧݊ݐ݀

௦

ሺ݀݊ݐସ௜௧
௦ െ ሻݖ

൫݀݊ݐସ௜௧
௦ െ ଷ௜௧݊ݐ݀

௦ ൯
, ଷ௜௧݊ݐ݀

௦ ൏ ݖ ൏ ସ௜௧݊ݐ݀
௦

0				 ݖ ൒ ସ௜௧݊ݐ݀
௦

		݅，ݏ，ݐ∀		 (28)

 

3.5 Interval rough description of demand quality with roughness 

For	quality	demand	 ෨ܳ௜௧
௦ ,	we	use	an	interval	roughness	of	 ෨ܳ௜௧

௦ ൌ ሺሾ݀ݍଵ௜௧
௦ , ଶ௜௧ݍ݀

௦ ሿ, ሾ݀ݍଷ௜௧
௦ , ସ௜௧ݍ݀

௦ ሿሻ	rep‐
resenting	the	quality	demands;	the	assumptions	are	only	two	roughness	sets,	represented	by	the	
pairs	 of	 the	 top	 approximation	 and	 the	 bottom	 approximation.	Among	 the	 interval	 roughness	
variables,	݀ݍଵ௜௧

௦ 		and		݀ݍଶ௜௧
௦ 	are	 the	 lower	 and	 upper	 bounds	 of	 the	 lower	 approximate;	

ଷ௜௧ݍ݀
௦ 	and	݀ݍସ௜௧

௦ 	are	 the	 lower	and	upper	bounds	of	 the	upper	approximation.	The	membership	
function	is	Eq.	29	in	the	form:	
	

ሷܳ෨
௜௧
௦ ൌ ߱ሺݖሻ ൌ

ە
ۖ
ۖ
۔

ۖ
ۖ
ۓ

0				 , ݖ ൏ ଵ௜௧ݍ݀
௦

ሺ݀ݍଵ௜௧
௦ ൅ ଶ௜௧ݍ݀

௦ ሻ

2
, ଵ௜௧ݍ݀

௦ ൑ ݖ ൑ ଶ௜௧ݍ݀
௦

ଶ௜௧ݍ݀										,																		0												
௦ ൏ ݖ	 ൏ ଷ௜௧ݍ݀

௦

ሺ݀ݍଷ௜௧
௦ ൅ ସ௜௧ݍ݀

௦ ሻ

2
, ଷ௜௧ݍ݀

௦ ൑ ݖ ൑ ସ௜௧ݍ݀
௦

0				 , ݖ ൐ ସ௜௧ݍ݀
௦

	݅，ݏ，ݐ∀		 (29)

3.6 Fuzzy description of fuzzy demand price 

For	the	price	demand	 ෨ܲ௜௧
௦ ,	because	the	price	fluctuates	within	a	certain	range,	we	define	a	value	

interval,	denoted	as	ሾ݀݌ଵ௜௧
௦ , ଶ௜௧݌݀

௦ ሿ,	and	request	݀݌ଵ௜௧
௦ ൑ ෨ܲ

௜௧
௦ ൑ ଶ௜௧݌݀

௦ .	Among	the	value	interval	var‐
iables,	݀݌ଵ௜௧

௦ 	is	the	lowest	price	the	enterprise	can	accept,	and	݀݌ଶ௜௧
௦ 	is	the	highest	price	the	cus‐
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tomer	can	accept.	This	adds	a	constraint,	Eq.	30,	for	the	price	demand	 ෨ܲ௜௧
௦ .	The	membership	func‐

tion	is	Eq.	30	in	the	form:	
	

ଵ௜௧݌݀	
௦ ൑ ෨ܲ

௜௧
௦ ൑ ଶ௜௧݌݀

௦ 	 (30)
 

4௞ߚ
௧௦ ൌ

ە
ۖ
۔

ۖ
ۓ 			0 , ෨ܲ

௜௧
௦ ൏ ଵ௜௧݌݀

௦

൫ ෨ܲ௜௧
௦ െ ݀݊ଵ௜௧

௦ ൯

൫݀݊ଶ௜௧
௦ െ ݀݊ଵ௜௧

௦ ൯
	 , ଵ௜௧݌݀						

௦ ൑ ෨ܲ
௜௧
௦ ൑ ଶ௜௧݌݀

௦

		 0 , ෨ܲ
௜௧
௦ ൐ ଶ௜௧݌݀

௦

	 (31)

	

In	summary,	 the	multi‐objective	production‐planning	model	established	in	this	paper	 is	as	 fol‐
lows:	

 the	objective	function	is	composed	of	Eqs.	1,	7,	8,	11,	and	13,	
 the	constraints	are	composed	of	Eqs.	9,	10,	12,	14,	Eqs.	16	to	25,	and	Eqs.	27	to	31,	
 Eq.	26	is	the	nonnegative	statement.	

4. Used method 

The	production‐planning	model	of	 this	paper	 is	a	multi‐objective	optimization	problem.	At	the	
same	time,	it	is	also	an	NP‐hard	problem.	It	needs	to	be	solved	using	a	multi‐objective	optimiza‐
tion	algorithm.	A	process	analysis	diagram	for	solving	this	problem,	based	on	the	NSGAII	con‐
cept	is	presented	in	Fig.	2.	

	

	
Fig.	2	Process	analysis	diagram	for	solving	this	problem	based	on	the	NSGAII	concept	
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This	article	mainly	uses	Kalyanmoy	Deb's	Nondominated	Sorting	Genetic	Algorithm	II	(NSGA‐
II).	The	NSGA‐II	algorithm	uses	an	elite	strategy.	The	next	generation	of	populations	includes	a	
parent	population	and	a	child	population.	The	good	individuals	in	the	parent	population	are	pre‐
served.	Each	individual	group	is	layered	and	stored	in	two	generations.	Therefore,	the	best	indi‐
viduals	 in	 the	group	will	be	 retained	 to	 the	end.	The	NSGA‐II	algorithm	 is	used	 to	solve	many	
practical	problems.	Fallah‐Mehdipour	et	al.	 used	 this	algorithm	 to	 solve	a	problem	 in	building	
project	management	 [18].	Huang	et	al.	 used	 this	algorithm	 to	 solve	a	 telecom	customer	churn	
problem	[19].	The	NSGA‐II	algorithm	changes	the	fitness	strategy	of	the	sharing	radius	and	pro‐
poses	 a	 comparison	 operator	 of	 congestion	 degree	 [20].	 The	 algorithm	 performs	 fast	 sorting.	
Then,	 the	winning	criterion	 is	set	so	 that	the	 individual	 is	evenly	distributed	 in	the	Pareto	do‐
main.	The	sorting	improves	calculation	speed	and	preserves	the	diversity	of	the	population.		

5. Results and discussion 

According	 to	 the	 above	 model,	 the	 examples	 are	 combined	 for	 simulation	 and	 analysis.	
MATLAB’s	2015b	version	 is	adopted	to	carry	out	the	simulation’s	calculations	and	analyze	the	
results.	

5.1 Initial data 

(1)	An	equipment	manufacturing	enterprise	is	supposed	to	have	the	ability	to	produce	5	kinds	of	
products,	and	there	are	10	kinds	of	resources	required.	That	is,	݊ ൌ 5,݉ ൌ 10.	The	probability	of	
order	modification	and	emergency	ordering	 is	assumed	to	be	0.3	and	0.7,	respectively.	We	as‐
sume	that	at	some	point	t	=	1,	the	initial	values	of	some	parameter	variables	are	as	follows:		
	

௜ܰ௝௧
ᇱ ൌ

ۏ
ێ
ێ
ێ
ێ
ۍ
2 3 1 1 0 3 0 4 3 4
0 4 4 2 0 3 3 0 4 4
0 2 3 4 3 4 0 2 3 3
1 3 0 0 2 3 1 0 0 4
0 2 3 0 1 3 2 3 2 1
0 3 3 0 4 1 2 1 0 ے3

ۑ
ۑ
ۑ
ۑ
ې

  ௜ܰ௧ ൌ

ۏ
ێ
ێ
ێ
ۍ
1800 1000 1400 1000 800
200 1600 600 1600 1800
1600 2000 800 2000 200
2000 200 1400 1000 1800
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ۑ
ۑ
ۑ
ې

 

∆ ௜ܰ௧ ൌ

ۏ
ێ
ێ
ێ
ۍ
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(2)	The	 triangular	 fuzzy	number	ܤ෪ܰ ௜௧
௦ ൌ ሺ݀݊ଵ௜௧

௦ , ݀݊ଶ௜௧
௦ , ݀݊ଷ௜௧

௦ ሻ.	 Suppose	 that	 the	 triangular	 fuzzy	
number	݀݊ଶ௜௧

௦ ൌ ܤ ௜ܰ௧,	then:	
ේܰܤ	 ௜௧ ൌ 

ۏ
ێ
ێ
ێ
ۍ
ሺ0,500,1000ሻ ሺ0,900,1000ሻ ሺ0,900,1000ሻ ሺ0,200,1000ሻ ሺ0,100,1000ሻ ሺ0,600,1000ሻ ሺ0,500,1000ሻ ሺ0,600,1000ሻ ሺ0,400,1000ሻ ሺ0,700,1000ሻ
ሺ0,400,1000ሻ ሺ0,300,1000ሻ ሺ0,600,1000ሻ ሺ0,100,1000ሻ ሺ0,1000,1000ሻ ሺ0,400,1000ሻ ሺ0,100,1000ሻ ሺ0,600,1000ሻ ሺ0,300,1000ሻ ሺ0,300,1000ሻ
ሺ0,500,1000ሻ ሺ0,900,1000ሻ ሺ0,100,1000ሻ ሺ0,1000,1000ሻ ሺ0,800,1000ሻ ሺ0,600,1000ሻ ሺ0,500,1000ሻ ሺ0,200,1000ሻ ሺ0,800,1000ሻ ሺ0,600,1000ሻ
ሺ0,700,1000ሻ ሺ0,500,1000ሻ ሺ0,400,1000ሻ ሺ0,200,1000ሻ ሺ0,400,1000ሻ ሺ0,700,1000ሻ ሺ0,800,1000ሻ ሺ0,1000,1000ሻ ሺ0,700,1000ሻ ሺ0,200,1000ሻ
ሺ0,800,1000ሻ ሺ0,300,1000ሻ ሺ0,900,1000ሻ ሺ0,800,1000ሻ ሺ0,800,1000ሻ ሺ0,400,1000ሻ ሺ0,400,1000ሻ ሺ0,600,1000ሻ ሺ0,800,1000ሻ ሺ0,400,1000ሻے

ۑ
ۑ
ۑ
ې

 

Assuming	the	actual	number	of	customer	needs	ܤ෢ܰ ௜௧:	

෢ܰܤ ௜௧ ൌ

ۏ
ێ
ێ
ێ
ۍ
600 600 800 900 500 100 700 100 500 900
600 800 400 200 700 900 900 900 300 800
200 900 200 700 800 1000 100 400 200 300
800 400 300 1000 100 500 300 200 500 700
500 500 500 100 1000 500 500 800 200 ے100

ۑ
ۑ
ۑ
ې

 

Bring	ܤ෢ܰ ௜௧	as	ݖ	to	Eq.	27,	then:	

1௞ߚ
௧௦ ൌ

ۏ
ێ
ێ
ێ
ۍ
0.800 0.667 0.889 0.126 0.556 0.167 0.601 0.167 0.834 0.336
0.667 0.287 0.667 0.889 0.700 0.168 0.112 0.252 1.000 0.287
0.400 1.000 0.889 0.700 1.000 0.002 0.200 0.750 0.250 0.500
0.668 0.800 0.750 0.001 0.250 0.714 0.375 0.200 0.714 0.376
0.625 0.715 0.556 0.125 0.005 0.834 0.834 0.501 0.250 ے0.250

ۑ
ۑ
ۑ
ې

 

(3)	Trapezoidal	fuzzy	numbers:	

ܶ෪ܰ ௜௧
௦ ൌ ሺ݀݊ݐଵ௜௧

௦ , ଶ௜௧݊ݐ݀
௦ , ଷ௜௧݊ݐ݀

௦ , ସ௜௧݊ݐ݀
௦ ሻ ൌ

ۏ
ێ
ێ
ێ
ۍ
ሺ8,11,15,18ሻ
ሺ6,10,12,15ሻ
ሺ7,12,16,20ሻ
ሺ8,13,16,20ሻ
ሺ4,8,11,14ሻ ے

ۑ
ۑ
ۑ
ې

 

Assume	that	the	actual	customer	demand	lead	time	TN෢ ୧୲	is	entered	as	z	into	Eq.	28,	which	results	
in:	

2௞ߚ
௧௦ ൌ

ۏ
ێ
ێ
ێ
ۍ
1.000 1.000 1.000 0.333 1.000 0.667 1.000 0.667 1.000 1.000
0.500 1.000 1.000 0.000 1.000 1.000 1.000 1.000 1.000 1.000
1.000 1.000 0.200 1.000 0.200 0.600 0.400 1.000 0.400 1.000
0.400 1.000 1.000 0.400 0.800 1.000 0.600 0.600 0.800 0.400
1.000 0.500 1.000 1.000 0.250 0.750 1.000 1.000 0.250 ے0.750

ۑ
ۑ
ۑ
ې

 

(4)	 Assume	 that	 each	 product	 produced	 by	 the	 enterprise	 has	 only	 two	 specifications	 (high,	
low),	and	 the	rough	set	of	 the	quality	 requirements	 for	each	product	 is	 (0.3,	0.6,	0.6,	0.9).	We	
suppose	the	customer	quality	requirements	are:	

෨ܳ
௜௧
௦ ൌ

ۏ
ێ
ێ
ێ
ۍ
0.900 0.900 0.600 0.500 0.600 0.400 0.400 0.900 0.700 0.800
0.300 0.600 0.500 0.300 0.900 0.400 0.700 0.600 0.900 0.600
0.400 0.300 0.600 0.900 0.600 0.700 0.900 0.800 0.600 0.500
0.500 0.800 0.900 0.700 0.400 0.900 0.500 0.500 0.500 0.400
0.600 0.600 0.600 0.400 0.400 0.800 0.900 0.400 0.300 ے0.400

ۑ
ۑ
ۑ
ې

 

and	place	it	into	z	into	Eq.	29,	then	we	get:	

3௞ߚ
௧௦ ൌ

ۏ
ێ
ێ
ێ
ۍ
0.750 0.750 0.450 0.450 0.450 0.450 0.450 0.750 0.750 0.750
0.450 0.450 0.450 0.450 0.750 0.450 0.750 0.450 0.750 0.450
0.450 0.450 0.450 0.750 0.450 0.750 0.750 0.750 0.450 0.450
0.450 0.750 0.750 0.750 0.450 0.750 0.450 0.450 0.450 0.450
0.450 0.450 0.450 0.450 0.450 0.750 0.750 0.450 0.450 ے0.450

ۑ
ۑ
ۑ
ې

 

(5)	Assuming	that	the	price	of	each	product	is	consistent	for	the	customer	within	a	certain	peri‐
od,	then	as	long	as	the	price	is	within	a	certain	range,	it	can	be	assumed	that	the	customer	wants	
the	price	to	be	 ௜ܲ௧

௦ ൌ ሾ100,200,150,160,140ሿ’，	

෨ܲ
௜௧
௦ ൌ ሺ	݀݌ଵ௜௧

௦ , ଶ௜௧݌݀
௦ ሻ ൌ 

ۏ
ێ
ێ
ێ
ۍ
ሺ94,108ሻ ሺ99,107ሻ ሺ98,107ሻ ሺ94,105ሻ ሺ92,107ሻ ሺ96,103ሻ ሺ97,108ሻ ሺ96,109ሻ ሺ94,100ሻ ሺ98,103ሻ
ሺ193,201ሻ ሺ198,201ሻ ሺ192,206ሻ ሺ192,206ሻ ሺ200,202ሻ ሺ191,200ሻ ሺ195,205ሻ ሺ191,208ሻ ሺ193,209ሻ ሺ197,202ሻ
ሺ147,154ሻ ሺ148,154ሻ ሺ146,159ሻ ሺ149,150ሻ ሺ150,153ሻ ሺ142,153ሻ ሺ141,153ሻ ሺ141,151ሻ ሺ149,158ሻ ሺ150,158ሻ
ሺ176,188ሻ ሺ175,181ሻ ሺ171,184ሻ ሺ173,180ሻ ሺ177,189ሻ ሺ176,183ሻ ሺ179,182ሻ ሺ176,185ሻ ሺ178,189ሻ ሺ180,185ሻ
ሺ114,120ሻ ሺ115,128ሻ ሺ111,125ሻ ሺ119,124ሻ ሺ116,122ሻ ሺ115,123ሻ ሺ112,121ሻ ሺ118,125ሻ ሺ116,124ሻ ሺ120,125ሻے

ۑ
ۑ
ۑ
ې
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Bring	 ෨ܲ௜௧
௦ 	to	Eq.	31	

4௞ߚ
௧௦ ൌ

ۏ
ێ
ێ
ێ
ۍ
0.571 0.875 0.778 0.455 0.467 0.429 0.727 0.692 0.000 0.600
0.125 0.333 0.429 0.429 1.000 0.000 0.500 0.471 0.563 0.400
0.571 0.667 0.692 0.000 1.000 0.273 0.250 0.100 0.889 1.000
0.667 0.167 0.308 0.000 0.750 0.429 0.667 0.556 0.818 1.000
0.000 0.615 0.357 0.800 0.333 0.375 0.111 0.714 0.500 ے1.000

ۑ
ۑ
ۑ
ې

 

5.2 Operation results 

We	bring	all	 the	data	 into	 the	 formula	and	use	MATLAB	 for	programming	a	 solution	with	 the	
NAGAII	algorithm.	The	objective	function	is	a	random	number	[1,100].	The	production	batch	size	
of	the	enterprise	setting	is	100.	That	is,	ܲܮ ൌ 100.	In	addition,	the	population	size	of	the	genetic	
algorithm	is	set	to	400.	Its	optimal	front	individual	coefficient	is	set	to	0.25.	The	algebra	is	300,	
and	the	fitness	function	has	a	bias	of	0.001.	Fig.	3	is	a	diagram	of	the	individual	distances,	indi‐
vidual	average	distances,	and	the	Pareto	front.	

From	 the	distribution	of	 the	 running	Pareto	 front	graph,	 it	 can	be	 seen	 that	 the	 solution	 is	
even.	The	distance	of	 individuals	 indicates	the	distance	between	the	individual	and	other	indi‐
viduals.	It	can	be	seen	from	Fig.	3	that	the	crowded	distances	differ	greatly,	 indicating	that	the	
populations	are	not	crowded	and	the	population	diversity	is	better.	The	average	distance	repre‐
sents	the	average	distance	between	individuals.	 It	shows	that	the	population	distance	tends	to	
be	 balanced	 and	 flat.	 By	 solving	 the	 objective	 functions,	 100	Pareto	 optimal	 solutions	 are	 ob‐
tained.	Since	 there	are	 four	objective	 functions	 in	 this	paper,	we	need	to	sort	according	 to	 the	
priority	of	four	objectives.	First,	the	solutions	are	sorted	in	ascending	order	according	to	objec‐
tive	1	(i.e.,	the	highest	customer	satisfaction).	In	the	case	of	the	same	objective	1	value,	objective	
2	(i.e.,	 the	 lowest	production	cost)	 is	sorted	 in	ascending	order.	 If	objective	2’s	values	are	also	
the	same,	the	solutions	are	sorted	in	ascending	order	according	to	objective	3	(i.e.,	the	shortest	
delivery	time).	Finally,	the	solutions	are	sorted	in	descending	order	according	to	objective	4	(i.e.,	
the	largest	profit).	That	is,	objective	1>>	objective	2>>	objective	3>>	objective	4.	Fig	4	is	a	multi‐
dimensional	contrast	scatter	plot	of	the	first	two	objective	functions	plotted.	
	

Fig.	3	The	distance	and	the	average	distance	between	individuals	and	Pareto	front		

	
     

Fig.	4 Multidimensional contrast scatter plot	of the first two objectives 

	
It	can	be	seen,	from	Fig.	4,	that	the	triangle	symbol	in	the	figure	indicates	the	point	of	maxi‐

mum	customer	satisfaction,	minimum	production	cost,	and	shortest	delivery	time.	 In	addition,	
the	100	Pareto	optimal	solutions	calculated	by	this	model	are	evenly	distributed	 in	one	plane.	
This	 shows	 that	 the	 results	 of	 the	 operation	 basically	meet	 the	 results	 of	 the	multi‐objective	
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planning solution. Some of the results (first six of the 100) are shown in Table 2. From the calcu-
lation results, it can be found that the 71-st set of data satisfies the minimum customer dissatis-
faction, the ratio is 0, and the minimum production cost is 79173.137. Additionally, Table 3 is the 
production plan quantity that runs out at time t = 1. 
 

Table 2 Partial result (first six of the 75) 
Customer dissatisfaction Production cost Production cycle Serial number 

0 79173.14 3823 71 
0.06 78805.17 3734 2 

0.126666667 77884.72 3409 41 
0.201666667 77839.99 3486 63 
0.226666667 77220.7 3328 3 
0.301666667 76777.69 3185 4 

Table 3 The production plan quantity (t = 1) 
Period 

Products k = 1 k = 2 k = 3 k = 4 k = 5 k = 6 k = 7 k = 8 k = 9 k = 10 Total 

n(1) 700 500 600 900 700 1100 800 800 600 800 7500 
n(2) 900 800 800 900 1000 500 600 500 600 700 7300 
n(3) 900 800 700 900 300 900 600 500 600 1000 7200 
n(4) 1000 600 900 800 1000 500 1000 800 800 600 8000 
n(5) 900 1000 800 800 900 800 500 800 1000 600 8100 

6. Conclusion 
In this paper, we analyze the various uncertainties arising from order modification and emer-
gency orders. There were a variety of vague uncertainties in the number of customer require-
ments, delivery dates, quality, and prices. According to their characteristics, we use triangular 
fuzzy numbers, trapezoidal fuzzy numbers, fuzzy intervals, etc. to handle these multiple uncer-
tainties. Using the scenario analysis method, two scenarios are set, namely, the emergency or-
dering scenario and the order modification scenario. Based on this, a multi-objective model is 
established to solve the production-planning problem of equipment manufacturers by using the 
NSGA-II algorithm. We combine the analyses of the model to simulate the model and obtain the 
feasibility of the model. This will help equipment manufacturing companies to rationalize their 
production-planning and scheduling. Future research will further refine the model and complete 
the dispatch of the production plan. 
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A B S T R A C T A R T I C L E   I N F O	

The	increased	greenhouse	gas	(GHG)	emission	is	one	of	the	consequences	of	
environmental	change.	Waste	mechanical	products	remanufacturing	is	a	good	
production	mode	 for	 environment	 protection.	 Nevertheless,	 GHG	 emissions	
are	 inevitably	generated	 in	 the	 remanufacturing	 system.	Some	uncertainties	
would	exist	 in	 the	remanufacturing	system	due	 to	 the	different	damage	 sta‐
tuses	 of	 old	 mechanical	 products,	 which	 result	 in	 dynamic	 GHG	 emissions.	
Recent	studies	on	the	characteristics	of	GHG	emissions	for	mechanical	prod‐
uct	remanufacturing	are	not	yet	available.	This	study	proposed	a	quantitative	
analysis	method	 of	 GHG	 emissions	 for	mechanical	 product	 remanufacturing	
based	 on	 Petri	 net.	 In	 this	method,	 the	 boundary	 of	 the	 remanufacturing	 is	
initially	defined,	 and	 the	dynamic	 characteristics	of	GHG	emissions	 are	 ana‐
lysed.	Then,	a	GHG	emission	analysis	model	based	on	Petri	net	is	constructed.
Finally,	the	GHG	emission	of	a	PCL803	centrifugal	compressor	rotor	remanu‐
facturing	as	a	 case	 is	 analysed	by	 this	proposed	method.	This	method	could	
provide	a	guidance	to	quantitatively	analyse	the	characteristics	of	GHG	emis‐
sions,	 and	 suggestions	 for	 mechanical	 product	 remanufacturing	 to	 realize	
cleaner	production	and	sustainability.	
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1. Introduction

Climate	 change	 has	 become	 a	 serious	 environmental	 threat	 with	 potential	 impacts	 on	 global	
warming	 [1‐2].	 The	 energy	 and	material	 consumptions	 vary	 in	 different	 production	 activities,	
which	cause	the	diversified	sources	of	greenhouse	gas	(GHG)	emissions	[3].	Therefore,	it	is	nec‐
essary	to	explore	an	in‐depth	analysis	of	the	GHG	emissions	for	industrial	activities.	Comprehen‐
sive	research	studies	have	been	conducted	from	different	aspects	and	levels.	For	instance,	Li	et	
al.	 [4]	 constructed	 a	 carbon	 emission	model	 for	 the	manufacturing	 process	 of	 machine	 tools	
based	on	Petri	net.	 Cao	 and	Li	 [7]	 also	proposed	a	 simulation	 approach	 for	displaying	 carbon	
emission	dynamics	based	on	hybrid	Petri	nets.	Esteves	et	al.	[6]	presented	a	method	to	evaluate	
annually	 the	environmental	performance	 in	 terms	of	GHG	emissions	 in	relation	 to	 local	 tallow	
biodiesel.	 Teh	 et	al.	 [7]	 proposed	 a	 quantified	 carbon	 footprint	 intensity	 analysis	method	 for	
Australian	cement	and	concrete	production.	Chen	et	al.	[8]	compared	GHG	emissions	of	compact	
fluorescent	lamps	with	those	of	linear	fluorescent	lamps	using	life	cycle	assessment	method	un‐
der	China’s	national	 conditions.	 From	 life	 cycle	 aspect,	Murphy	et	al.	 [9]	 conducted	 a	 compre‐
hensive,	holistic	evaluation	of	biomass‐to‐energy	systems	 to	 reduce	 the	production	and	 trans‐
portation	 of	 GHG	 emissions	 by	 life	 cycle	 assessment	 (LCA)	methodology.	Hao	 et	al.	 [10]	 com‐
pared	GHG	emissions	and	energy	consumption	for	electric	vehicle	production	by	employing	LCA	

http://apem-journal.org/Archives/2018/VOL13-ISSUE04.html
http://apem-journal.org/
http://apem-journal.org/
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framework.	Magnusson	and	Mácsik	 [11]	 identified	 significant	posts	 for	energy	and	GHG	emis‐
sions,	which	were	associated	with	 the	construction,	use,	and	 removal	of	an	artificial	 turf	 field.	
Many	other	GHG	emission	analysis	methods	have	also	been	proposed,	and	fruitful	research	re‐
sults	 have	 been	 achieved;	 research	 has	 involved	waste	 disposal	 [12‐13],	 agricultural	 industry	
[14‐15],	and	energy	consumptions	[16].	

Remanufacturing	waste	mechanical	products	is	a	good	production	mode	of	resource	saving,	
environment	protection,	and	GHG	emissions	reduction.	Nonetheless,	GHG	emissions	are	inevita‐
ble	in	the	remanufacturing	system.	In	the	remanufacturing	process,	some	uncertainties	exist	in	
the	material	and	energy	consumptions	due	to	the	different	damage	conditions	of	old	products,	
which	would	 cause	dynamic	GHG	emissions.	 Several	 research	have	 recently	 involved	 the	GHG	
emission	of	product	remanufacturing,	for	example,	Tornese	et	al.	[17]	characterized	the	carbon	
equivalent	 emissions	 associated	with	 pallet	 remanufacturing	 operations	 for	 two	 repositioning	
scenarios.	Peng	et	al.	 [18]	compared	 two	types	of	 remanufacturing	cleaning	 technologies	 from	
the	perspective	of	environment	emissions.	Bazan	et	al.	[19]	developed	a	model	of	GHG	emissions	
by	considering	manufacturing,	remanufacturing,	and	transportation	activities	with	penalty	tax.	
When	 considering	 capital	 and/or	 carbon	 emission	 constraints,	 Yenipazarli	 [20]	 characterized	
the	optimal	GHG	emission	taxation	policy	to	deliver	the	benefits	of	product	remanufacturing	and	
maximize	the	total	profits.	To	determine	optimal	production	quantities	of	a	new	or	remanufac‐
tured	product,	Wang	et	al.	 [21]	examined	manufacturing/remanufacturing	planning	 issues	and	
presented	three	mathematical	models.	

More	GHG	emission	analysis	methods	about	product	manufacturing	activity	have	been	pro‐
posed;	 however,	 limited	 in‐depth	 studies	 have	 focused	 on	 product	 remanufacturing	 system.	
Consequently,	 the	 greenhouse	 effect	 of	 the	 remanufacturing	 system	 cannot	 be	 deeply	 under‐
stood,	and	effective	measures	for	resource	conservation	and	emission	reduction	cannot	be	per‐
formed.	Therefore,	exploring	a	quantitative	GHG	emission	analysis	method	for	mechanical	prod‐
uct	remanufacturing	is	an	effective	way	to	realize	greener	manufacturing	and	sustainability.		

In	this	study,	a	GHG	emission	analysis	method	for	mechanical	product	remanufacturing	based	
on	Petri	net	is	proposed	based	on	the	research	of	Li	et	al.	[4]	about	carbon	emission	modelling	
methods	for	the	manufacturing	processes	of	machine	tools.	Moreover,	the	dynamic	characteris‐
tics	of	GHG	emission	are	comprehensively	analyzed.		

2. GHG emission characteristic of the mechanical product remanufacturing  

2.1 GHG emission boundary of the mechanical product remanufacturing 

Generally,	 the	remanufacturing	process	of	mechanical	product	 includes	recycling,	disassembly,	
cleaning,	inspection,	repairing,	and	assembly,	during	this	process,	raw	materials	(e.g.,	steel,	alloy,	
etc.)	 and	 energy	 (e.g.,	 electricity,	 kerosene,	 diesel	 oil,	 etc.)	 would	 be	 consumed,	 wastes	 (e.g.,	
waste	solid,	waste	water,	waste	gas,	etc.)	are	discharged,	and	GHG	emissions	are	inevitably	gen‐
erated.	The	system	boundary	is	established	in	view	of	the	remanufacturing	process,	as	shown	in	
Fig.	1	[22].	This	system	boundary	comprises	different	resource	inputs	(i.e.,	resource	flow),	and	
GHG	outputs	(i.e.,	GHG	flow).	

2.2 GHG emission characteristic analysis of the mechanical product remanufacturing 

GHG	emissions	would	be	analyzed	from	the	two	aspects	of	resource	production	and	waste	dis‐
charge	and	disposal	based	on	the	remanufacturing	process.	

When	old	mechanical	products	are	transported	to	a	workshop	for	remanufacturing,	electrici‐
ty	and	kerosene	are	consumed	in	the	disassembly	stage;	electricity,	water,	and	cleaning	fluid	are	
consumed	in	the	cleaning	stage;	electricity	is	the	main	energy	consumed	in	the	inspection	stage;	
a	certain	amount	of	electricity	and	metal	materials,	such	as	steel,	iron	and	alloy,	are	consumed	in	
the	repairing	stage;	and	electricity	is	mainly	consumed	in	the	assembly	and	testing	stages.	Con‐
siderable	GHG	emission	is	generated	during	the	resource	and	energy	production	(i.e.,	mining	and	
processing),	and	this	part	of	GHG	emissions	coming	from	resource	production	should	be	consid‐
ered.	
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Fig.	1	GHG	emissions	boundary	of	mechanical	product	remanufacturing		
	

Table	1	Main	material	composition	of	waste	discharge		

Waste	emission	 Material	construction	

Waste	water	
Cleaning	water	and	cleaning	fluid	in	cleaning	process,	the	main	materials	are:	oil,	scale,	carbonate,	
sulfate,	FexOy,	sodium	hydroxide,	sodium	carbonate,	alkaline	solution,	acid,	oxidant,	kerosene,	etc.	

Waste	gas	
Dust,	spray	powder,	working gas	generated	in	the	processes	of	disassembly	and	repairing,	the	
main	materials	are:	Cr,	Ni,	Co,	CO,	Si,	TiC,	Al2O3,	ZrO2,	SiO2.	

Solid	waste	
The	scrap	metal	parts	generated	in	the	process	of	disassembly	and	the	metal	chip,	powder	and	
corners	generated	in	the	process	of	repairing.	

	
A	 certain	 amount	of	waste	which	contains	 some	GHG	 is	discharged	 in	 the	 remanufacturing	

system,	 and	 in	 the	waste	disposal	 process,	 certain	 electricity	 and	 fossil	 energy	 are	 consumed,	
and	 an	 amount	 of	 GHG	 is	 generated	 during	 the	 energy	 production.	 Therefore,	 GHG	 emissions	
come	from	two	sources	in	the	waste	discharge	and	disposal	process.	The	main	material	composi‐
tion	of	waste	emissions	is	shown	in	Table	1.	

3. GHG emission analysis model of the mechanical product remanufacturing 

3.1 Definition of Petri net of GHG emission model 

Petri	net	is	a	visual	and	qualitative	analysis	tool	widely	used	for	modelling	and	analysis	in	manu‐
facturing	system,	which	is	composed	of	a	continuous	variable	and	a	discrete	event	dynamic	sys‐
tem.	The	advantages	of	organizational	structure	and	dynamic	behaviour	allow	the	Petri	net	 to	
clearly	describe	the	dynamic	GHG	emissions	by	analysing	the	material	flow,	energy	flow,	and	the	
dynamic	situation	of	waste	streams	in	the	remanufacturing	system.	The	GHG	emission	network	
model	can	be	defined	a	six‐element	group,	expressed	as	∑ሺܲ, ܶ, ,ܨ 	:where	଴ሻ,ܯ,ܹ,ܭ

 ܲ ൌ ሺ ଵܲ, ଶܲ	, ଷܲ, … , ௡ܲሻ	refers	to	limited	place	sets	that	represent	the	remanufacturing	pro‐
cess	 or	 material,	 semi‐finished	 product,	 and	 finished	 product	 warehouse,	 which	 is	 ex‐
pressed	by	roundness;	

 ܶ ൌ ሺ ଵܶ, ଶܶ	, ଷܶ, … , ௠ܶሻ	denotes	 limited	 transition	sets	 that	represent	 the	start	or	end	of	a	
remanufacturing	activity,	expressed	by	oval;	

 F	is	a	directed	flow	that	represents	the	flow	relation	between	place	and	transition;	
 ܯ଴: ܲ → ܰ	is	the	place	of	initial	marking;	
 ܭ: ܲ → ܰା ∪ ሼ∞ሽ	is	a	place	capacity	function,	supposing	the	place	capacity	is	infinite;	
 ܹ:ܨ → ܰା	is	a	flow	function,	where	ܨ ൌ ሺሺܲ ൈ ܶሻ ∪ ሺܶ ൈ ܲሻሻ.	

A	GHG	emission	analysis	model	based	on	Petri	network	can	be	established	according	to	the	
material	and	energy	flow,	as	shown	in	Fig.	2.	The	elements	and	constraints	are	listed	in	Table	2.	
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Fig.	2	GHG	emissions	model	of	mechanical	product	remanufacturing	based	on	Petri	network	

3.2 Construction of GHG emission model 

From	 Fig.	 2,	 remanufacturing	 is	 associated	with	 the	 consumption	 and	 transition	 of	materials,	
energy,	and	waste.	GHG	emissions	are	generated	from	the	following	two	sources:	GHG	emissions	
generated	by	resource	production	and	by	waste	discharge	and	disposal.	The	parameter	descrip‐
tions	and	function	expressions	of	material,	energy,	and	waste	flows	are	as	follows:	

 i	 represents	 the	 i‐th	resource	entered	 into	the	remanufacturing	system,	n	 represents	the	
total	categories	of	resources,	the	former	q	is	material,	and	the	latter	(n‐q)	is	energy.		

 j	 represents	 the	 j‐th	 remanufacturing	 stage,	m	 is	 the	 total	 number	 of	 remanufacturing	
stages,	k	indicates	the	waste	category,	and	l	waste	categories	exist	in	total.	

The	 function	of	 the	i‐th	 resource	 consumption	 in	 the	 j‐th	 remanufacturing	 stage	during	 re‐
manufacturing	time	T	is	expressed	as	follows:	

,ሺ݅ܯ ݆ሻ ൌ න ௝݂
௜

்

଴
ሺݐሻ݀ݐ	 (1)

The	function	of	the	k‐th	waste	discharge	or	disposal	in	the	j‐th	remanufacturing	stage	during	
remanufacturing	time	T	is	expressed	as:	
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ܹሺ݇, ݆ሻ ൌ න ௝ݓ
௞

்

଴
ሺݐሻ݀ݐ	 (2)

	

Table	2	Elements	and	constraints	of	GHG	emission	model	
Element	 Constraints	explanation

P10	 Waste	products	recycled	ready	for	remanufacturing,	M0(P) = 1	
P11,P13,P15,P17,P19,P111	 Process	of	disassembly,	cleaning, inspection,	repairing,	assembly	and	testing,	M0(P) = 0
P12,P14,P16,P18,P110	 Transfer	process	of	remanufacturing	,	M0(P) = 0
P21,P22,P23,P24,P25,P26	 Idle	state	of	the	remanufacturing	process,	M0(P) = 1
P31,	P32,	P33,	P34	 Four	major	metals	consumption,M0(P) = 0
P35,	P36,	P37	 Three	main	energy	consumption,	M0(P) = 0

P41,P42,P43,P44,P45,P46,P47	
GHG	emissions	generated	by seven	main resources	(steel,	electricity,	…)	production,
M0(P)	=	0	

P51,P52,P53	
GHG	emissions	generated	by waste discharge	or disposal (waste	gas,	water,	solid),
M0(P)	=	0	

P40	 Total	GHG	emissions	generated	by	resource	production,M0(P)	=	0	
P50	 Total	GHG	emissions	generated	by waste	disposal,M0(P) = 0
tij	(i	=	1,2,...,5,	j	=	1,2,...,12)	 Start	and	end	position	of	each	stage
K	 Capacity	functions	of	each	place of	Pij,	K(Pij) = ∞

W	

Arc	power	function	between	the	place Pij and	the	transition tij:	W(Pij,	tij)	
Arc	weight	between	resource	place (P31,P32,P33,P34,P35,P36,P37)	and	transition	
(t11,t13,t15,t17,t19,t111)	represent	the	amount	of	resources	consumption		
The	arc	weight	function	of	the	transition tij	and	the	place Pij is	expressed	as:	W(tij,	Pij)
The	arc	weights	between transition	t12,t14,t16,t18,t110,t112 and	place	P41‐P47	represent	the	
GHG	emissions	generated	by	resources	production	
The	arc	weights	between	transition	t12,	t14,	t16,	t18,	t110,	t112 and	place	P51	,P52,	P53	repre‐
sent	the	GHG	emissions	generated	by	waste	discharge	or	disposal	
All	the	other	arc	weights	are	1

The	parameters	of	GHG	emissions	are	described	as:	ܩܪܩோ
ሺ௜,௝ሻ:	GHG	emissions	generated	by	the	

i‐th	resource	production	in	the	j‐th	stage;	ܩܪܩோ
௜	:	GHG	emissions	generated	by	the	i‐th	resource	

production;	ܩܪܩோ
	 :	total	GHG	emissions	generated	by	resource	production;	ܩܪܩௐ

ሺ௞,௝ሻ:	GHG	emis‐
sions	 generated	 by	 the	 k‐th	 waste	 discharge	 and	 disposal	 in	 the	 j‐th	 remanufacturing	 stage;	
ௐܩܪܩ

௞ :	GHG	emissions	 generated	by	 the	k‐th	waste;	ܩܪܩௐ:	 total	GHG	 emissions	 generated	by	
waste;	்ܩܪܩ

	 :	total	GHG	emissions.	The	function	relationship	are	expressed	as:	

ோܩܪܩ ൌ෍ܩܪܩோ
௜ ൌ෍෍ܩܪܩோ

ሺ௜,௝ሻ
௠

௝ୀଵ

௡

௜ୀଵ

௡

௜ୀଵ

	 (3)

ௐܩܪܩ ൌ ෍ܩܪܩௐ
௞ ൌ ෍෍ܩܪܩௐ

ሺ௞,௝ሻ
௠

௝ୀଵ

௟

௞ୀଵ

௟

௞ୀଵ

  (4)

்ܩܪܩ ൌ ோܩܪܩ ൅  ௐܩܪܩ (5)

3.3 GHG composition and characteristic parameters 

GHG	refers	to	the	atmospheric	gases	that	can	absorb	the	solar	radiation	reflected	by	the	ground	
that	can	 in	 turn	release	some	additional	gases.	The	main	components	of	GHG	 include	CO2,	CO,	
NOx,	and	CH4,	and	these	gases	can	make	the	Earth’s	surface	become	warmer.	Because	the	contri‐
bution	of	each	gas	to	the	potential	greenhouse	effect	varies,	the	equivalent	factor	is	used	in	this	
study	to	calculate	the	potential	value	of	the	greenhouse	effect,	CO2	is	considered	as	the	bench‐
mark	gas	in	greenhouse	effect,	and	its	potential	influence	is	assigned	to	a	value	of	unity.	The	po‐
tential	influences	of	other	GHGs	could	be	transformed	to	the	equivalent	factor	of	CO2.	The	equiv‐
alent	factors	[23]	of	GHGs	are	shown	in	Table	3.	

Table	3	Composition	of	greenhouse	gases	and	equivalent	factors	
Environmental	impact	 Inventory Equivalent	Factor Benchmark	gas

GHG	

CO2	 1

kg	CO2	eq	
CH4	 25
NOx	 320
CO	 2
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GHG	emissions	of	resource	production	

Suppose	 that	ܩܪܩோ
௜ 	represents	 the	 GHG	 emissions	 generated	 by	 the	 i‐th	 resource	 production,	

which	is	expressed	as	

ோܩܪܩ
௜ ൌ෍ܯ௜ ൈ ܧ ௖ܲ

௜

௥

௖ୀଵ

	 (6)

where	Mi	represents	the	consumption	amount	of	the	i‐th	resource	(kg),	and	 i
cEP is	the	equivalent	

factor	(CO2/kg	ce)	of	the	c‐th	GHG.	
During	remanufacturing	time	T,	the	GHG	emissions	generated	by	the	i‐th	resource	production	

in	the	j‐th	remanufacturing	stage	can	be	calculated	as:	

ோܩܪܩ
ሺ௜,௝ሻ ൌ න ௝݂

௜
்

଴
ሺݐሻ݀ݐ ൈ ோܩܪܩ

௜ ൌ ෍න ௝݂
௜

்

଴

௥

௖ୀଵ

ሺݐሻ݀ݐ ൈ ௜ܯ ൈ ܧ ௖ܲ
௜ 	 (7)

The	GHG	emissions	generated	by	the	i‐th	resource	production	during	time	T	 is	expressed	as	
follows:	

ோܩܪܩ
௜ ൌ෍ܩܪܩோ

ሺ௜,௝ሻ
௠

௝ୀଵ

ൌ න ௝݂
௜

்

଴
ሺݐሻ݀ݐ ൈ ோܩܪܩ

௜ ൌ ෍෍න ௝݂
௜

்

଴
ሺݐሻ݀ݐ ൈ ௜ܯ ൈ ܧ ௖ܲ

௜

௠

௝ୀଵ

௥

௖ୀଵ

	 (8)

The	total	GHG	emissions	generated	by	resource	production	during	time	T	are	expressed	as	

ோܩܪܩ ൌ෍ܩܪܩோ
௜ ൌ෍෍න ௝݂

௜
்

଴
ሺݐሻ݀ݐ ൈ ோܩܪܩ

௜

௠

௝ୀଵ

௡

௜ୀଵ

௡

௜ୀଵ

ൌ෍෍෍න ௝݂
௜

்

଴
ሺݐሻ݀ݐ ൈ ௜ܯ ൈ ܧ ௖ܲ

௜

௥

௖ୀଵ

௞

௝ୀଵ

௡

௜ୀଵ

	 (9)

GHG	emissions	of	waste	discharge	and	disposal	

In	the	waste	discharge	and	disposal,	suppose	that	ܩܪܩௐ
௞ 	is	the	GHG	emissions	generated	by	the	

k‐th	waste	discharge	or	disposal.	Then,	

ௐܩܪܩ
௞ ൌ ෍ܯ௞ ൈ ܧ ௘ܲ

௞

௛

௘ୀଵ

	 (10)

where	Mk	represents	the	k‐th	waste	discharge	or	disposal,	and	ܧ ௘ܲ
௞	is	the	GHG	equivalent	factor	

of	the	e‐th	GHG	(CO2/kg	ce).	
The	GHG	emissions	generated	by	the	k‐th	waste	discharge	or	disposal	in	the	j‐th	remanufac‐

turing	stage	during	time	T	are	calculated	as	follows:	

ௐܩܪܩ
ሺ௞,௝ሻ ൌ න ௝ݓ

௞
்

଴
ሺݐሻ݀ݐ ൈ ௐܩܪܩ

௞ ൌ ෍න ௝ݓ
௞

்

଴

௛

௘ୀଵ

ሺݐሻ݀ݐ ൈ ௞ܯ ൈ ܧ ௘ܲ
௞ 	 (11)

The	GHG	emissions	generated	by	the	k‐th	waste	discharge	or	disposal	during	time	T	are	ex‐
pressed	as:	
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The	total	GHG	emissions	generated	by	waste	discharge	and	disposal	during	time	T	can	be	ex‐
pressed	as:		
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4. Case study 

PCL803	centrifugal	compressor	 is	commonly	used	 in	 long	distance	pipeline	unit,	which	serves	
the	key	project	of	“west‐east	gas	transmission”	in	China.	The	compressor	rotor,	as	the	core	part	
of	 the	 equipment	 is	 with	 a	 complex	 manufacturing	 process	 and	 highly	 manufacturing	 cost.	
Therefore,	it	is	of	high	economic	value	to	remanufacture	the	compressor	rotor.	The	object	in	this	
study	 is	 a	 recycled	old	PCL803Centrifugal	 compressor	 rotor	 remanufactured	by	 a	well‐known	
large	compressor	manufacturer	in	China.	The	GHG	emissions	are	analyzed	in	the	following	sec‐
tion.		

4.1 Resource consumption and waste discharge and disposal analyses  

Alloy	steel,	stainless	steel,	carbon	steel	and	babbitt	alloy	are	the	main	metal	materials	consumed	
in	 compressor	 rotor	 remanufacturing.	 The	 i‐th	material	 consumption	 function	 is	 expressed	 as	
follows:	

௜ܯ ൌ ௜ܭ ൈ ܶ	 (14)

where	Ki	represents	the	average	consumption	of	the	i‐th	metal	each	day	(kg/d),	and	T	is	the	re‐
manufacturing	time	(d).	

In	compressor	rotor	remanufacturing,	the	consumed	energy	mainly	includes	electricity,	die‐
sel,	and	kerosene.	The	relationship	between	energy	consumption	Me	and	remanufacturing	time	T	
presents	a	linear	correlation,	the	electricity	consumption	function	is	expressed	as		

௘ܯ ൌ 24 ൈ ܲ ൈ ܶ	 (15)

where	P	is	the	average	power	of	electricity	(kW).	
The	consumption	function	of	kerosene	and	diesel	is	calculated	as	follows:	

௙ܯ ൌ ௙ܸ ൈ ܶ	 (16)

where	Vf	is	the	consumption	rate	of	kerosene	or	diesel	(kg/d).	
According	to	an	on‐the‐spot	investigation	and	Eq.	14‐16,	the	resource	consumption	functions	

in	each	compressor	rotor	remanufacturing	stage	are	established,	as	shown	in	Table	4.	
Wastes	are	mainly	waste	water,	waste	gases,	and	waste	metals,	and	the	function	relation	of	

waste	water	and	remanufacturing	time	T	is		

௪ܹ ൌ ௪ܸ ൈ ܶ	 (17)

where	Vw	is	the	quantity	of	waste	water	discharge	(kg/d).	
The	function	relation	of	waste	gases	and	remanufacturing	time	T	is	

௚ܹ ൌ ௚ܸ ൈ ܶ	 (18)

where	Vg	is	the	quantity	of	waste	gas	discharge	(m3/d).	
The	function	relation	of	waste	metals	and	remanufacturing	time	T	is	

௦ܹ ൌ ௦ܸ ൈ ܶ	 (19)

where	Vs	is	the	quantity	of	waste	metal	(kg/d).	
	

Table	4	Resource	consumption	function	in	each	compressor	rotor	remanufacturing	process	M(i,j)	

Resource	consumption	
Compressor	rotor	remanufacturing	stage	

Disassembly	 Cleaning Inspection Repairing Assembly	 Testing
Alloy	steel	Ma	=	Ka×T	 ‐	 ‐ ‐ 336 T ‐	 ‐

Stainless	steel	Ms	=	Ks×T	 ‐	 ‐	 ‐	 63.15	T	 ‐	 ‐	

Carbon	steel	Mc	=	Kc×T	 ‐	 ‐ ‐ 76.95 T ‐	 ‐
Bobbitt	alloy	Mb	=	Kb×T	 ‐	 ‐ ‐ 36 T ‐	 ‐
Kerosene	Mk	=	Vk	×T	 7.2	T	 36 T ‐ ‐ ‐	 ‐
Diesel	Md	=	Vd	×T	 30	T	 99 T ‐ ‐ ‐	 ‐
Electricity	Me	=	24×P×T	 45	T	 222 T 93 T 30 T 18	T	 15 T
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Table	5	Waste	discharge	functions	in	each	compressor	rotor	remanufacturing	process	W(k,j)	

Waste	emission	
Compressor	rotor remanufacturing	stage	

Disassembly	 Cleaning Inspection Repairing Assembly	 Testing
Waste	water	Ww		=	Vw×T	 ‐	 7.23 T ‐ ‐ ‐	 ‐
Waste	gas	Wg	=	Vg×T	 210	T	 19.5	T ‐ 16.2 T 75	T	 ‐
Waste	solid	Ws	=	Vs×T	 1536	T	 10.2 T 1.5 T 2.4 T ‐	 ‐
	
The	waste	discharge	 functions	of	compressor	 rotor	 remanufacturing	can	be	established	ac‐

cording	to	Eq.	17‐19,	as	shown	in	Table	5.	

4.2 GHG emission calculation based on Petri net 

The	compressor	rotor	remanufacturing	time	in	each	stage	comprises:	78	h	of	disassembly,	85	h	
of	cleaning,	50	h	of	inspection,	240	h	of	repairing,	46	h	of	assembly,	and	80	h	of	testing.	The	sim‐
ulation	benchmark	is	1	d	in	the	Petri	net	model,	and	the	resource	consumption	and	GHG	emis‐
sion	simulation	cycle	is	365	d.	The	parameters	of	the	Petri	net	model	are	set	as	follows: 

Time	delay	parameter	setting	

The	time	delay	of	the	remanufacturing	process	place	is	expressed	as	

௜ܦ ൌ ሺݏݏ݁ܿ݋ݎ݌ ݁݉݅ݐ ൈ 2ሻ/24	 (20)

From	Eq.	20,	the	time	delays	of	each	remanufacturing	place	for	P11,	P13,	P15,	P17,	P19,	and	P111	
are	D11	=	6.5	d,	D13	=	7.08	d,	D15	=	4.17	d,	D17	=	20	d,	D19	=	3.83	d,	D111	=	6.67	d.	

The	other	time	delay	of	the	remanufacturing	process	place	is	0.	

Initial	place	mark	setting	

The	 place	mark	 of	 compressor	 rotor	 remanufacturing	 is	 the	 resource	 consumption	 of	 1	 year	
(365	d).	Resource	consumption	function	G(i,	 j)	in	Table	4	indicates	that	the	initial	marks	of	re‐
sources	supply	places	of	P31‐P37	are:	

	

M0(P31)	=	122640	kg,		M0(P32)	=	56994.75	kg,		M0(P33)	=	28086.75	kg	
M0(P34)	=	13140	kg,		M0(P35)	=	15768	kg,		M0(P36)	=	47085	kg,		M0(P37)	=	154396	kW	

The	initial	mark	of	the	other	place	is	0.	

Place	capacity	

The	capacity	of	each	place	P	is	assumed	to	be	infinite.		

Arc	weight	function	setting	

The	arch	weights	between	places	P31–P37	and	transitions	t11,	t13,	t15,	t17,	t19,	and	t110	represent	the	
resource	 consumption	 in	 each	 stage.	 The	 production	 of	 remanufactured	 compressor	 rotor	 is	
1000	per	 year	 and	average	3	per	day.	According	 to	Table	4,	 the	 arc	weight	W	(Pi,	 tj)	 is	deter‐
mined,	the	results	are	as	shown	in	Table	6.	The	arc	weights	between	transitions	t12,	t14,	t16,	t18,	
t110,	 t112	 and	places	P41‐P47	 represent	 the	GHG	 emissions	 generated	by	 the	 production	 of	 alloy	
steel,	stainless	steel,	carbon	steel,	babbitt	alloy,	kerosene,	diesel,	and	electricity	respectively.	The	
GHG	emissions	 generated	by	 resource	production	 are	 referred	 to	Chinese	Life	Cycle	Database	
(CLCD)	[24],	shown	in	Table	7.	The	GHG	emission	weight	by	resource	production	could	be	de‐
termined	according	to	Eq.	6‐9,	as	shown	in	Table	8.	

The	arc	weight	between	 transitions	 t12,	 t14,	 t16,	 t18,	 t110,	 t112	and	places	P51‐P53	 represent	 the	
GHG	emissions	generated	by	waste	discharge	or	disposal.	The	average	electricity	consumption	of	
waste	metal	disposal	is	0.45	kWh/kg.	For	waste	water	disposal,	the	consumed	energy	is	mainly	
electricity,	 and	 the	 average	 consumption	 is	 0.3	 kWh/m3.	 In	 the	 remanufacturing	 process,	 the	
GHG	emission	is	mainly	CO,	and	the	density	is	1.25	kg/m3,	assuming	that	1	%	of	waste	gases	dis‐
charge	is	CO.	According	to	Eq.	6,	GHG	emissions	generated	by	waste	discharge	and	disposal	are	
obtained,	shown	in	Table	9.	Based	on	Eq.	10‐13,	Tables	5	and	9,	GHG	emission	arc	weights	gen‐
erated	by	waste	discharge	and	disposal	are	determined,	as	shown	in	Table	10.	
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Table	6	Weight	of	resource	consumption	W	(Pi,	tj)	
	 t11	 t13	 t15 t17 t19	 t111
P31	 ‐	 ‐	 ‐ W(P31,t17) = 112 ‐	 ‐

P32	 ‐	 ‐	 ‐	 W(P32,t17)	=	21.5	 ‐	 ‐	

P33	 ‐	 ‐	 ‐ W(P33,t17) = 25.65 ‐	 ‐
P34	 ‐	 ‐	 ‐ W(P34,t17) = 12 ‐	 ‐
P35	 W(P35,t11)	=	2.4	 W(P35,t13)	=	1.2	 ‐ ‐ ‐	 ‐
P36	 W(P36,t11)	=	10	 W(P36,t13)	=	33	 ‐ ‐ ‐	 ‐
P37	 W(P37,t11)	=	15	 W(P37,t13	)	=	74	 W(P37,t15) = 31 W(P34,t17) = 10 W(P34,t17)	=	6	 W(P34,t17) = 5

 

Table	7	GHG	emission	per	unit	resource	production	(kg)	

GHG	 Equivalent	Factor	 Alloy	steel	
Stainless	
steel	

Carbon	steel
Babbitt	
alloy	

Kerosene	 Diesel	 Electricity

CO2	 1	 2.75E+00	 4.99E+00 2.03E+00 1.9E+00 1.9E‐02	 4.0E‐04	 9.1E‐01
CO	 2	 2.05E‐02	 2.04E‐02 2.99E‐02 3.3E‐02 2.5E+01	 3.8E‐01	 2.0E‐04
NOx	 320	 5.28E‐03	 1.24E‐02 2.52E‐03 5.8E‐03 1.0E‐01	 6.0E‐04	 2.6E‐03
CH4	 25	 4.67E‐03	 1.28E‐02 4.25E‐03 5.8E‐03 7.2E‐02	 2.1E‐02	 2.7E‐03
GHGs	of	the	i‐th	resources	 4.60E+00	 9.32E+00 3.00E+00 4.0E+00 1.5E+00	 8.4E+01	 1.8E+00

 

Table	8	GHG	emission	weight	generated	by	resource	production	W(tj,	Pi)	
	 P41	 P42	 P43 P44 P45 P46	 P47

t12	 ‐	 ‐	 ‐	 ‐	 W(t12,P45)	=	3.6 W(t12,P46)	=	18	 W(t12,P47)	=	81	

t14	 ‐	 ‐	 ‐	 ‐	 W(t14,P45)	=	1.8 W(t14,P46)	=	59.4	 W(t14,P47)	=	399.6	

t16	 ‐	 ‐	 ‐	 ‐	 ‐	 ‐	 W(t16,P47)	=	167.4	
t18	 W(t18,P41)	=	514	 W(t18,P42)	=	196.1	 W(t18,P43)	=	77 W(t18,P44)	=	48 ‐	 ‐	 W(t18,P47)	=	54	
t110	 ‐	 ‐	 ‐	 ‐	 ‐	 ‐	 W(t110,P47)	=	32.4	
t112	 ‐	 ‐	 ‐	 ‐	 ‐	 ‐	 W(t112,P47)	=	27	

	
Table	9	Waste	quantity	and	GHG	emission	generated	by	waste	disposal	

Waste	
Energy	consumption	of	waste	disposal

GHG	kg	CO2	ce	Waste	quantity	 Electricity consumption CO2 Equivalent	factor	
Waste	water	 2.41 m3	 Electricity 0.72 kWh 1.8kg	CO2 ce/kWh	 1.3
Waste	gas	 106.9m3	 CO	1.3 kg 2	kg	CO2 ce	 2.6
Waste	solid	 516.7	kg	 Electricity 232.5 kWh 1.8kg	CO2 ce/kWh	 418.5

	
Table	10	GHG	emission	weight	generated	by	waste	discharge	and	disposal	W(tj,	Pk)	

	 P51	 P52 P53	
t12	 ‐	 W(t12,	P52) = 1.70 W(t12,	P53)	=	412
t14	 W(t14,	P51)	=	1.3	 W(t14,	P52)	=	0.16	 W(t14,	P53)	=	2.75	
t16	 ‐	 ‐ W(t16,	P53)	=	5.56
t18	 ‐	 W(t18,	P52) = 0.13 W(t18,	P53)	=	0.65
t110	 ‐	 W(t110,	P52) = 0.61 ‐	
t112	 ‐	 ‐ ‐	

 

4.3 GHG emission results 

By	Table	8	and	Table	10,	GHG	emissions	generated	by	above	two	sources	are	calculated	accord‐
ing	to	Eqs.	1‐5,	as	follows:	

GHG	emission	place	generated	by	resource	production	(unit:	kg	CO2):	

M(P41)	=	514,		M(P42)	=	196.1,		M(P43)	=	77,		M(P44)	=	48	
M(P45)	=	5.4,		M(P46)	=	77.4,		M(P47)	=	761.4,		M(P40)	=	1679.3	

GHG	emission	place	generated	by	waste	discharge	and	disposal	(unit:	kg	CO2):	

M(P51)	=	1.3,		M(P52)	=	2.6,		M(P53)	=	420.96,		M(P50)	=	424.9	

Total	GHG	emission	place	(unit:	kg	CO2):	

M(P0)	=	M(P40)	+	M(P50)	=	2104.2	
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4.4 Result analysis 

The	GHG	emissions	in	different	remanufacturing	stage	are	shown	in	Table	11	and	Fig.	3,	and	the	
comparison	of	GHG	emissions	generated	by	two	sources	 is	shown	in	Fig.	4	(expressed	 in	 loga‐
rithmic	form).	

	
Table	11	Total	GHG	emissions	in	each	compressor	rotor	remanufacturing	stage	(kg)	

GHG	emissions	
category	

GHG emissions	(CO2 eq	kg) Total	
Disassembly	 Cleaning Inspection Repairing Assembly Testing	

Alloy	steel	 ‐	 ‐	 ‐ 514 ‐ ‐	 514
Stainless	steel	 ‐	 ‐	 ‐	 196.1	 ‐	 ‐	 196.1
Carbon	steel	 ‐	 ‐	 ‐ 77 ‐ ‐	 77
Babbitt	alloy	 ‐	 ‐	 ‐ 48 ‐ ‐	 48
Kerosene	 3.6 1.8	 ‐ ‐ ‐ ‐	 5.4
Diesel	 18 59.4	 ‐ ‐ ‐ ‐	 77.4
Electricity	 81 399.6	 167.4 54 32.4 27	 761.4
GHGR	total	 102.6 460.8	 167.4 889.1 32.4 27	 1679.3
Waste	water	 ‐	 1.3	 ‐ ‐ ‐ ‐	 1.3
Waste	gas	 1.7 0.16	 ‐ 0.13 0.61 ‐	 2.6
Waste	solid	 412 2.75	 5.56 0.65 ‐ ‐	 420.96
GHGW	total	 413.7 4.21	 5.6 0.78 0.61 0	 424.9
GHGT	total	 516.3 465	 173 889.88 33.41 27	 2104.2

 

 
Fig.	3.	GHG	emission	proportion	in	each	rotor	remanufacturing	stage		

 

 

Fig.	4	GHG	emission	comparison	of	resource	consumption	and	wastes	discharge	for	rotor	remanufacturing	
	
GHG	emission	analysis	in	each	remanufacturing	stage		

Table	11,	 Fig.	 3	 and	Fig.	 4	 reveal	 that	 the	most	GHG	emissions	are	 generated	 in	 the	 repairing	
stage	(42.28	%	of	the	total	GHG	emissions),	followed	by	those	in	the	disassembly	stage	(24.53	%	
of	the	total),	and	the	least	GHG	emissions	are	generated	in	the	testing	stage	(1.28	%	of	the	total).		
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Table	11	and	Fig.	4	show	that	 in	resource	production,	most	GHG	emissions	are	produced,	
about	79.80	%	of	 the	entire	GHG	emissions	(1679.3/2104.2	×	100	%	=	79.80	%),	especially	 in	
repairing,	 cleaning	 and	 inspection	 stages,	 accounting	 for	 90.25	%	 of	 the	 total	 GHG	 emissions	
generated	by	 resource	production	 ((889.1	 +	 460.8	 +	 167.4)/1679.3	 ×	 100	%	=	 90.25	%).	 For	
waste	discharge	and	disposal,	the	GHG	emissions	in	the	disassembly	stage	are	more	than	those	
in	other	stages,	accounting	for	97.36	%	of	the	total	GHG	emissions	generated	by	waste	discharge	
and	disposal	(413.7/424.9	×	100	%	=	97.36	%).	

Above	 results	 are	 caused	 by	 the	 significant	 consumption	 of	 alloy	 steel,	 stainless	 steel,	 as	
well	as	electricity	in	repairing	and	cleaning	stages.	On	the	other	hand,	because	most	waste	met‐
als	are	discharged	in	the	assembly	stage	and	significant	amounts	of	electricity	are	consumed	to	
dispose	 these	 wastes.	 Therefore,	 large	 amounts	 of	 GHG	 emission	 are	 generated	 during	 these	
resource	production.	By	contrast,	almost	no	waste	discharge	and	minimal	electricity	consump‐
tion	in	the	testing	and	assembly	stages,	which	resulted	fewer	GHG	emissions.	

GHG	emission	analysis	of	resource	production	

Table	11	implies	that	most	GHG	emissions	are	generated	from	electricity	production	in	resource	
production,	which	 account	 for	 50.74	%	 (761.4/1679.3	 ×	 100	%	 =	 50.74	%)	 of	 the	 total	 GHG	
emissions	generated	by	resource	production;	followed	by	alloy	steel	and	stainless	steel	produc‐
tion,	which	are	30.61	%	(514/1679.3	×	100	%	=	30.61	%)	and	11.67	%	(196.1/1679.3	×	100	%	=	
11.67	%)	respectively;	and	 the	GHG	emissions	of	kerosene	production	are	 the	 least,	which	ac‐
count	only	for	0.32	%	(5.4/1679.3	×	100	%	=	0.32	%)	of	the	total	GHG	emissions.	

GHG	emission	analysis	of	waste	discharge	and	disposal	

Table	 11	 presents	 that	 solid	waste	 disposal	 produce	 large	 GHG	 emissions,	which	 account	 for	
99.05	%	(420.96/424.9	×	100%	=	99.05	%)	of	the	total	GHG	emission	generated	by	waste	dis‐
charge	and	disposal,	because	considerable	electricity	is	consumed.	The	proportion	of	GHG	emis‐
sions	 generated	by	waste	water	 and	gas	discharge	 (0.95	%)	 is	 only	 small,	 but	 they	 cannot	 be	
ignored.	

4.5 Discussions on countermeasures 

Compressor	rotor	remanufacturing	greatly	reduced	GHG	emissions,	however,	further	efforts	are	
required	to	improve	the	remanufacturing	process.	First,	reducing	the	consumption	of	metal	ma‐
terials	(e.g.,	alloy	steel	and	stainless	steel)	that	generate	high	GHG	emissions	in	the	production	
process	is	the	most	important	approach,	alternative	materials	that	generate	minimal	GHG	emis‐
sions	are	encouraged	to	be	utilized	in	the	compressor	rotor	repairing	stage,	therefore,	optimiza‐
tion	of	process	route,	methods,	equipment,	parameters,	and	scheme	is	necessary	in	remanufac‐
turing	 process	 design.	 Second,	 reduction	 energy	 consumption	 (mainly	 electricity)	 in	 the	 com‐
pressor	rotor	cleaning	and	inspection	stage	is	also	an	effective	way	to	decrease	GHG	emissions.	
Finally,	waste	metal	production	should	be	minimized	in	the	disassembly	stage,	disassembly	effi‐
ciency	 should	 be	 improved,	 and	 old	 compressor	 rotor	 parts	 should	 be	 fully	 recycled	 and	 re‐
manufactured.	

5. Conclusion 

This	study	presented	a	quantitative	GHG	emission	analysis	model	based	on	Petri	net	for	mechan‐
ical	product	remanufacturing.	In	this	model,	the	remanufacturing	system	boundary	of	mechani‐
cal	products	is	initially	determined,	and	GHG	emission	characteristics	are	then	analyzed.	Subse‐
quently,	the	GHG	emission	model	based	on	Petri	net	is	constructed,	and	dynamic	GHG	emissions	
are	analyzed	according	to	the	dynamic	resource	consumption	and	waste	discharge	in	different	
remanufacturing	stages.	Finally,	GHG	emission	analysis	for	an	old	PCL803	centrifugal	compres‐
sor	 rotor	 remanufacturing	 is	 conducted.	 This	model	 provides	 an	 effective	way	 to	 analyze	 the	
GHG	 emissions	 for	 mechanical	 product	 remanufacturing,	 and	 the	 countermeasures	 for	 GHG	
emission	reduction	are	accordingly	introduced.	The	results	of	this	typical	application	provide	a	
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reference and guidance for cleaner production in product remanufacturing industry and re-
source selection for greener consumption and sustainability.  

In fact, this method could also be applied to other mechanical product remanufacturing and 
newly manufacturing. For product newly manufacturing when employ this GHG analysis meth-
od, the boundary would be modified in accordance with the manufacturing process. Simplifica-
tions and hypotheses may also increase the uncertainties for other future cases in results, there-
fore the sensitivity analysis should be performed when utilizing this proposed model. Computer-
aided software could be further developed to achieve the generality and wide applications of 
this method.  

In addition, this study only conducted the GHG emission analysis for mechanical product re-
manufacturing, other types of environmental impacts, such as acidification, eutrophication, and 
human toxicity, are not involved. Harmful substances of SO2, CFCs, COD, and smoke dust are in-
evitably produced whether in the resource production or remanufacturing process, the analysis 
methods of the environmental impacts generated by these harmful emissions need to be further 
researched. Furthermore, average data of GHG emissions are used in this study, and supplemen-
tary research for more detailed dynamics of resource consumption should be conducted in the 
future. 
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A B S T R A C T	   A R T I C L E   I N F O	

This	article	is	focused	on	studying	and	analysing	the	efficiency	of	the	machin‐
ability	of	a	high	strength	aluminium	alloy	(EN	AW‐AlZn5.5MgCu)	in	the	high	
feed	 milling.	 The	 introduction	 of	 the	 article	 provides	 a	 brief	 description	 of	
high	feed	milling	technology	and	presents	best	known	research	regards	to	the	
subject.	 The	 research	 of	 the	 time	 efficiency	 and	 economic	 efficiency	 of	 high	
feed	milling	of	 aluminium	alloys	 consists	of	 realization	of	 two	groups	of	 ex‐
periments.	 The	 first	 group	 consists	 of	 four	 experiments	 carried	 out	 by	 pro‐
gressive	 technology	of	high	 feed	milling,	and	 the	second	group	contains	one	
experiment	conducted	using	conventional	milling	technology.	The	assessment	
of	efficiency	consists	in	determining	the	overall	time	and	economic	efficiency	
and	 also	 in	 comparison	 to	 the	machining	 of	 aluminium	 alloys	 by	 high	 feed	
milling	technology	with	conventional	machining	technology.	The	best	results	
were	 obtained	when	 the	machining	 parameters	were:	 cutting	 speed	 of	 550	
m/min,	travel	speed	of	10600	mm/min,	and	feed	per	tooth	of	0.85	mm.	The	
material	was	removed	 in	the	contour	roughing	phase	with	a	42	mm	plunge‐
cutting	router.	Using	this	cutter,	it	is	possible	to	produce	19	pieces	of	compo‐
nents	 in	 a	 hour,	 which	 is	more	 than	 half	 of	 the	 specified	 requirement.	 The	
production	 of	 components	 under	 the	 conditions	 and	 with	 this	 type	 of	 high	
feed	milling	cutter	 is	more	 than	75	%	shorter	 than	production	by	a	conven‐
tional	method.	
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1. Introduction  

Comprehensive	simulation,	exploration	and	analysis	of	the	efficiency	of	the	production	process	
using	high	feed	milling	as	a	part	of	the	major	targets	of	the	workload	of	current	scientific	prac‐
tice.	High	feed	machining	determines	the	overall	machining	efficiency	as	the	feed	rate	is	equal	to	
multiplying	 the	 feed	by	speed.	Examining	machinability,	optimizing	cutting	parameters	and	all	
the	influencing	parameters,	is	immensely	important	to	the	efficient	economic	and	cost‐effective	
adjustment	of	the	production	process	[1‐3].	Competition	in	the	global	market	in	cutting	opera‐
tions	is	increasing	from	one	hour	to	the	next.	Technologies,	methods	and	processes	to	produce	
more	efficiently	and	cheaper	are	daily	innovated.	A	fundamental	principle	of	each	company	is	to	
achieve	the	minimum	production	time	in	connection	with	the	minimization	of	production	costs,	

http://apem-journal.org/Archives/2018/VOL13-ISSUE04.html
http://apem-journal.org/
http://apem-journal.org/
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thus	ensuring	an	efficient	production	process.	One	of	the	trends	that	is	in	the	forefront	of	small	
and	medium	enterprises	in	cutting	operations	all	over	the	world	is	high	feed	machining	[4‐5].	

High	Feed	Machining	(HFM)	is	a	method	incorporated	into	progressive	machining	methods.	It	
is	 three	 times	 faster	 than	 a	 conventional	machining	method.	 This	 technology	 has	 several	 ad‐
vantages	 and	 disadvantages	 which	 are	 presented	 in	 Table	 1.	 Using	 a	 suitable	 tool	 with	 this	
method,	small	depths	of	cut	are	allowed	in	conjunction	with	a	high	feed	per	tooth.	The	result	of	
this	machining	process	 is	a	 large	amount	of	material	removal.	During	high	feed	machining,	the	
depth	of	cut	is	small,	but	the	width	of	cut	is	optional	with	respect	to	the	geometry	of	the	tool	[6].	

The	study	of	high	feed	machining	is	currently	being	dealt	with	by	several	experts	around	the	
world.	For	example,	in	the	work	of	Ji	et	al.	[8],	the	authors	present	the	experimental	findings	of	
milling	of	titanium	alloy	TC11	using	polycrystalline	diamond	(PCD)	cutting	tool	at	high	feed	rate.	
Authors	Petru	et	al.	[9]	provide	the	evaluation	of	microstructure	and	microhardness	of	surface	
layer	after	high	feed	milling	in	their	research.	Mihail	[10]	publishes	the	research	about	the	man‐
ner		in		which		is		running		the		high		feed		milling		process		in		an		orthogonal		path		pocket		mill‐
ing.		The		experimental		modality		follows		the		robust		engineering		approach,		by		the		Taguchi		
Method.	In	2015,	authors	Mwinuka	and	Mgwatu	[11]	present	study	about	the	tool	selection	for	
rough	and	finish	CNC	milling	operations	based	on	tool‐path	generation	and	machining	optimisa‐
tion.	In	2015,	author	Choi	[12]	describes	the	influence	of	feed	rate	on	the	fatigue	performance.	
The	results	demonstrate	that	a	higher	feed	rate	induces	more	compressive	residual	stresses	and	
the	effect	of	feed	rate	increases	significantly	if	the	loading	is	reduced.	In	2016,	Virginija	Gyliene	
and	Valdas	Eidukynas	present	the	research	study	of	cutting	forces	assuming	the	geometry	of	the	
milling	cutter	in	the	field	of	high	feed	face	milling	[13].	In	2017,	authors	Zauskova	et	al.	[14]	de‐
scribe	the	method	of	triaxial	measurement	of	residual	stress	after	machining	the	surface	of	sam‐
ple	by	high	feed	milling	technology.	They	compare	the	various	methods	of	residual	stress	analy‐
sis	after	high	feed	milling.	There	are	not	so	much	studies	about	the	high	feed	machining	of	alu‐
minum	alloys.	In	this	article	there	is	described	the	experiments	for	provision	of	efficient	machin‐
ing	of	aluminum	alloys	with	high	feed	rate.	

	

Table	1	Advantages	and	disadvantages	of	HFM	technology	
Advantages	 Disadvantages	

 Without	high	revolution	of	spindle	requirements	
 Axial	direction	of	cutting	forces	to	the	spindle	
 Reduction	of	vibration	
 Increased	lifetime	of	tool	and	superior	cut	
 It	is	possible	to	achieve	up	to	10	times	the	feed	rate	
compared	to	the	conventional	machining	method	

 Achieving	of	clean	shapes	that	do	not	require	semi	‐	
machining	

 It	is	not	possible	to	apply	this	method	in	older	ma‐
chines	

 Increased	risk	of	vibration	commencement	
 Increased	noise	level	and	formation	of	noise	tone	
component	during	the	cutting	process	

 Fixed	clamping	of	workpiece	
	

2. Materials and methods 

One	of	the	appropriate	ways	to	assess	the	production	process	is	to	evaluate	its	effectiveness.	In	
general,	 the	 efficiency	 of	machining	 is	most	 easily	 defined	 by	mathematical	 formulations	 [15]	
resulting	in	quantitative	 indicators	that	can	subsequently	be	verified	or	optimized.	The	overall	
efficiency	 of	 machining	 by	 milling	 technology	 was	 determined	 by	 the	 basic	 time	 and	 cost‐
effectiveness	of	machining.	Total	 time	efficiency	of	machining	 is	mathematically	 formulated	as	
follows:	

௧௢௧௔௟ݐ ൌ ௟௢௔ௗݐ ൅
௠௔௖௛ݐ

௠݂௔௖௛
൅
௖௧ݐ
ܰ
	 (1)

where	ttotal	 	 is	total	machining	time	(s),	tload	 is	the	time	taken	to	load	and	unload	the	part	to	and	
from	machine	tool	(s),	tmach	is	actual	machining	time	(s),	fmach		is	fraction	of	the	time	spent	in	re‐
moving	material	(s),	tct		is	tool	change	time	(s),	and	N	is	number	of	parts	(‐).	

௠௔௖௛ݐ ൌ
௩ܸ௢௟

݂ܸ݀
	 (2)
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ܰ ൌ
ଵ/௡ܥ݂݀

௩ܸ௢௟ܸሺଵି௡ሻ/௡
	 (3)

	

From	this	basic	mathematical	 formulation	of	general	 time	efficiency,	 the	 time	efficiency	 for	
milling	was	derived	in	the	following	form:	

	

௧௢௧௔௟ݐ ൌ ௟௢௔ௗݐ ൅
1

௠݂௔௖௛

௩ܸ௢௟

௖݂ܸ݀݊ߙ
൅ ௩ܸ௢௟ܸሺଵି௡ሻ/௡

݊௖݂݀ܥଵ/௡
௖௧ݐ 	 (4)

	 	 	 	 	

where	α	is	rake	angle	(°),	nc	is	number	of	cutting	edges	(‐),	fd	is	area	of	cut	(mm2),	fdV		is	volume	
removal	rate	(mm3),	Vvol	is	volume	of	material	to	be	removed	by	milling	[mm3],	C	is	Taylor	coeffi‐
cient	(‐),	and	V	is	linear	cutting	speed	(m/s).	

For	the	overall	economic	efficiency	of	machining	in	general,	the	following	mathematical	for‐
mula	applies:	

௣ܥ ൌ ሺܯ௧ ൅ ௧௢௧௔௟ݐ௪ሻܯ ൅
௩ܸ௢௟ܸሺଵି௡ሻ/௡

ଵ/௡ܥ݂݀
	௧ܥ (5)

where	Cp	 is	the	cost	of	manufacture	(€),	Mt	 is	the	charge	rate	(€),	Mw	 is	the	labour	charge	rate	
(€),	and	Ct	is	the	cost	of	consuming	cutting	edges	(€).	

From	this	basic	mathematical	formulation	of	general	economic	efficiency,	the	economic	effi‐
ciency	for	milling	was	subsequently	derived	in	the	following	form:	

௣ܥ ൌ ሺܯ௧ ൅ ௧௢௧௔௟ݐ௪ሻܯ ൅
௩ܸ௢௟ܸሺଵି௡ሻ/௡

݊௖݂݀ܥଵ/௡
	௧ܥ (6)

	

௧ܯ ൌ
௜ܥ

120000 ଴݂݊௦
൤
1
ܻ
൅ ሺ ௜݂ ൅ ௠݂൨	 (7)

	

where	Ci	is	the	initial	purchase	price	(€),	f0	is	fraction	of	ns	8‐hour	shifts	a	day	(n	=	1,	2	or	3),	250	
day	in	year,	Y	is	number	of	years	(‐),	fi	is	fraction	of	the	purchase	price,	and	fm	is	typically	rises	as	
the	inflation	rate	of	an	economy	increases.		

High	strength	aluminum	alloy	(EN	AW‐AlZn5.5MgCu)	was	used	to	carry	out	the	experiments.	
This	 alloy	 is	 composed	of	 aluminum,	 zinc,	magnesium	and	 copper,	 the	 zinc	being	 the	 alloying	
element.	This	alloy	has	excellent	machinability;	 its	surface	is	hard	and	is	 therefore	suitable	 for	
etching	of	structures.	It	is	also	characterized	by	excellent	surface	polishability.	The	high	strength	
aluminum	 alloy	 is	 mainly	 used	 for	 production	 of	 foam	moulds,	 blow	moulds,	 machine	 parts,	
press	and	cutting	tools.	The	mass	fraction	of	the	alloying	elements	of	the	alloy	is	shown	in	the	
Table	2.	

Five	types	of	milling	tools	were	used	in	the	experiments,	the	characteristics	of	which	are	giv‐
en	in	the	Table	3.	The	pictures	of	individual	tools	are	presented	in	the	Fig.	1.	

	
Table	2	The	mass	fraction	of	the	alloying	elements	of	the	alloy	EN	AW	ALZn5.5MgCu	

Alloy	 Alloying	elements	– mass	fraction	(%)
	 Fe	 Si	 Cu Mg Mn Cr Ti	 Zn	 other

EN	AW	
ALZn5,5MgCu	

T651	
0.50	 0.40	 1.20	

2.00	
2.10	
2.90	

0.30	 0.18	
0.28	

0.20	 5.10	
6.10	

0.15	

	
Table	3	Technical	specification	of	using	tools	

Tools	
Diameter
(mm)	

No.	of	teeth
(mm)	

Max.	cutting	depth	
(mm)	

Milling	head		 40 4 9	
Face	cutter	 40 4 9	
Plunge‐cutting	Φ42		 42 3 15	
Plunge‐cutting	Φ32	 32 3 15	
High	feed	milling	cutter	 20 4 1.15	
Monolith	cutter		 12 4 1.5	
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						Fig.	1	Used	tools:	(a)	Milling	head,	(b)	Face	cutter,	(c)	Plunge‐cutting	Φ42,	(d)	Plunge‐cutting	Φ32,	
						(e)	High	feed	milling	cutter,	(f)	Monolith	cutter	

	

	

Fig.	2	Produced	component	(left)	and	built	3D	model	(right)	–	EN	AW‐AlZn5.5MgCu	
	
During	the	experiments	aimed	at	analysing	the	efficiency	of	high	feed	machining	of	aluminum	

alloys,	the	simulation	method	was	used.	Through	this	method	and	the	3D	CAD	program	a	basic	
machining	 program	was	 created.	 This	 program	was	 subsequently	 imported	 into	 the	 CNC	ma‐
chining	centre,	which	was	used	for	machining	of	a	115		35		20	mm	blank.	The	display	of	the	
produced	component	is	shown	in	the	Fig.	2.	

3. Description of the experiments conducted 

To	ensure	the	reliability	of	the	results	achieved,	five	basic	experiments	were	carried	out:	

 The	experiment	No.	1–	using	the	face	milling	cutter		
 The	experiment	No.	2	–	using	the	plunge	–	cutting	cutter	Φ42	
 The	experiment	No.	3	–	using	the	plunge	–	cutting	cutter	Φ32	
 The	experiment	No.	4	–	using	the	high	feed	milling	cutter	
 The	experiment	No.	5	–	machining	by	conventional	milling	technology	

In	all	experiments,	in	addition	to	the	above,	a	milling	head	and	a	monolith	cutter	were	used.	
In	the	first	four	experiments,	it	is	about	a	progressive	high	feed	milling	technology.	The	experi‐
ment	No.	 5	 is	 about	machining	with	 conventional	milling	 technology,	which	 serves	 for	 subse‐
quent	comparison	of	high	feed	milling	with	conventional	milling.	As	the	high	feed	milling	is	per‐
formed	in	the	first	 four	experiments,	 the	 feed	rate	values	should	be	above	2,000	mm/min	and	
the	depths	of	cut	should	not	exceed	2	mm.	An	example	of	clamping	of	the	blank	during	the	ex‐
periment	is	illustrated	in	the	Fig.	3.	

	
Fig.	3	Experimental	realization	–	clamping	of	the	blank	
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				Fig.	4	Simulation	of	the	head	alignment	of	the	
				produced	component	

	
			Fig.	5	Simulation	of	contour	milling	of	the	
			produced	component	

	

	
Fig.	6	Experimental	realization	–	contour	milling	

	

	

Fig.	7	Experimental	realization	(second	clamping)	–	
			head	machining	

	
The	 component	 was	 produced	 in	 two	 clampings.	 During	 the	 first	 clamping,	 the	 head	 was	

aligned	and	the	simulation	is	captured	in	the	Fig.	4.	The	head	was	aligned	using	the	40	mm	di‐
ameter	milling	head	with	4	 teeth.	Alignment	of	 the	head	with	a	 total	 thickness	of	material	 re‐
moval	of	0.5	mm	was	performed	during	all	five	experiments.	

After	aligning	the	head,	the	contour	milling,	i.e.	the	circumference	of	the	produced	component	
(Fig.	5),	was	realized.	Contour	milling	was	performed	in	accordance	with	a	pre‐assembled	simu‐
lation	of	the	tool	movement	and	the	required	thickness	of	the	material	removal	(Fig.	6).	In	this	
operation,	milling	cutters	of	different	 types	and	diameters	were	used	according	 to	 the	specific	
order	of	the	experiment.	

In	Fig.	7,	 the	second	clamping	 is	different	 for	 the	processes	of	 the	progressive	and	conven‐
tional	milling	method.	In	the	processes	in	which	the	high	feed	milling	method	(experiments	1‐4)	
is	used,	the	second	clamping	is	composed	of	two	operations	–	roughing	of	the	head	and	debur‐
ring	to	the	required	thickness	and	surface	quality.	In	conventional	milling,	only	one	operation	is	
performed	in	the	second	clamping	–	roughing	of	the	head	to	the	desired	dimension	with	a	grad‐
ual	removal	of	1	mm	thick	material.	

During	 the	experiments,	 individual	cutting	conditions	were	calculated	 for	specific	 tools,	 the	
chosen	machine	and	material.	The	calculated	cutting	conditions	can	be	divided	into	three	basic	
areas.	The	cutting	conditions,	that	were	set	for	all	experiments	in	the	head	roughing	and	materi‐
al	removal	operations	to	achieve	the	required	quality	are	the	first	area.	The	particular	values	of	
the	cutting	parameters	and	the	identification	of	the	tools	used	are	given	in	the	Table	4.	

Cutting	 parameters	 in	 the	 second	 area	 are	 determined	 individually	 for	 each	 experiment	 in	
contour	roughing	operations	(experiments	No.	1,	No.	2,	No.	3,	No.	4).	The	individual	values	of	the	
cutting	parameters	are	given	in	Table	5.	
	

Table	4	Cutting	conditions	for	selected	operations	in	all	experiments	

Operation	/	Parameter	 Face	roughing	
Material	reduction	for	achieving	the

required	quality	
Milling	cutter	 Milling	head Monolith	cutter	
Diameter	(mm)	 40 12	
No.	of	teeth		 4 4	
Cutting	speed	(m/min) 180 120	
Travel	speed	(mm/min) 480 768	
Cutting	depth	(mm)	 1.8 1.5	
Speed		(min‐1)	 1500 3200	
Feed	per	tooth		(mm)	 0.08 0.06	
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Table	5	Cutting	conditions	for	contour	roughing:	Experiment	No.	1,	No.	2,	No.	3,	No.	4	

	
Experiment	

No.	1	
Experiment		

No.	2	
Experiment	

No.	3	
Experiment	

No.	4	
Diameter	(mm)	 40 42 32	 42
No.	of	teeth		 4 3 3	 3
Cutting	speed	(m/min)	 200 550 500	 550
Travel	speed	(mm/min)	 3200 10600 2160	 10600
Cutting	depth	(mm)	 1 2 2	 2
Speed	(min‐1)	 4000 4100 6000	 4100
Feed	per	tooth		(mm)	 0.2 0.85 0.12	 0.85
Total	depth	of	material	reduction	(mm)	 15 15 15	 15
	
The	third	area	determines	the	conditions	and	cutting	parameters	for	the	experiment	No.	5	–

machining	 by	 conventional	milling	 technology.	When	machining	 by	 conventional	milling	 tech‐
nology,	other	conditions	were	used	than	in	previous	experiments.	The	individual	conditions	in	
specific	 operations	 are	 found	 in	 the	 Table	 6	 and	 Table	 7.	 The	 cutting	 conditions	 for	 the	 first	
clamping	are	shown	in	the	Table	6	and	the	cutting	conditions	for	the	second	clamping	are	given	
in	the	Table	7.	

Table	6	Cutting	conditions,	experiment	No.	5	–	the	first	clamping	

	 Face	alignment	 2contour	roughing	
Material	reduction	for	

achieving	the	required	quality	

Milling	cutter	 Milling	head Monolith	cutter Monolith	cutter	
Diameter	(mm)	 40	 12 12	
No.	of	teeth		 4	 4 4	
Cutting	speed	(m/min)	 120	 120 120	
Travel	speed	(mm/min)	 230	 768 768	
Cutting	depth	(mm)	 1.5	 1.5 1.5	
Speed	(min‐1)	 1000	 3200 3200	
Feed	per	tooth	(mm)	 0.08	 0.06 0.06	

	
Table	7	Cutting	conditions,	experiment	No.	5	–	the	second	clamping	

Operation	 Roughing	of	face	milling	
Milling	cutter	 Milling	head	
Diameter	(mm)	 40	
No.	of	teeth		 4	
Cutting	speed	(m/min)	 120	
Travel	speed	(mm/min)	 230	
Cutting	depth	(mm)	 1	
Speed	(min‐1)	 1000	
Feed	per	tooth		(mm)	 0.08	

4. Results and discussion 

The	experiments	performed	were	evaluated	in	terms	of	overall	time	and	economic	efficiency.	To	
evaluate	overall	efficiency,	the	material	used,	machining	technology	and	overall	manufacturing	
system	management	must	 be	 taken	 into	 account.	 Evaluation	 of	 the	 overall	 efficiency	 is	 based	
mainly	on	Eqs.	4	and	6.	

In	order	to	meet	the	stated	objective	which	is	assessing	the	overall	time	efficiency	of	alumi‐
num	alloy	machining,	 the	basic	machining	time	 for	one	piece	of	manufactured	component	was	
determined	in	individual	experiments,	as	shown	in	the	Table	8	and	Fig.	8.	

	
Table	8	Machining	time	for	one	piece	of	manufactured	component	

No.	of	experiment	 Time	τs (min)	
1	 3.47	
2	 1.51	
3	 1.54	
4	 4.24	
5	 10.71	
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	 	 	 	 	 					No.	1													No.	2													No.	3													No.	4													No.	5	

Fig.	8	Graphical	interpretation	of	machining	time	for	one	component	
	

Table	9	Total	production	time	of	experiments	for	one	piece	of	manufactured	component	

No.	of	Experiment	 Total	production	time	(min)	
1	 4.97	
2	 3.01	
3	 3.04	
4	 5.74	
5	 12.21	

	

	
	 	 	 	 	 						No.	1													No.	2														No.	3														No.	4													No.	5	

Fig.	9	Graphical	interpretation	of	total	production	time	of	individual	experiments	in	
the	production	of	one	component	

	
From	 the	 results	 of	 the	 machining	 time	 for	 one	 component	 it	 can	 be	 stated	 that	 the	 best	

choice	from	the	viewpoint	of	minimizing	the	net	production	time	is	the	second	experiment	using	
high‐feed	milling	during	which	the	component	was	produced	(net	machining	time)	in	1.51	min.	
The	worst	machining	time	was	achieved	by	conventional	milling	method	(experiment	No.	5).	

The	overall	assessment	of	the	time	effectiveness	of	individual	experiments	consists	of	an	as‐
sessment	of	the	total	production	time	of	one	component	presented	in	the	Table	9	and	Fig.	9	and	
batch	 production.	 Comparison	 of	 the	machining	 results	 obtained	 using	 high	 feed	milling	 and	
conventional	milling	 is	also	 included	 in	 the	overall	assessment	of	 the	 time‐effectiveness	of	 the	
individual	experiments.	

As	 seen	 in	 the	 previous	 chart	 and	 summary	 table,	 the	most	 appropriate	 experiment	 in	 the	
production	of	one	component	 is	 the	experiment	No.	2	–	high	speed	milling,	 in	which	a	42	mm	
plunge‐cutting	router	was	used	at	cutting	speed	of	550	m/min.	

For	a	more	adequate	assessment	of	the	manufacturing	process,	the	production	time	for	a	sin‐
gle	batch	production	of	1	200	pieces	was	set.	The	results	of	the	production	time	are	interpreted	
in	the	Table	10	and	Fig.	10.	

The	graphical	 interpretation	of	 total	production	time	 for	 the	batch	production	 in	 individual	
experiments	confirmed	 the	results	achieved	 for	one	piece	of	 the	manufactured	component.	As	
seen	in	the	assessment	of	the	production	time	of	the	batch	production	that	is	equal	to	1200	piec‐
es,	the	best	use	of	the	tools	and	cutting	conditions	is	described	in	the	experiment	No.	2.	

	
Table	10	Total	production	time	of	experiments	–	production	batch	

No.	of	experiment	 Production	time	–	one	batch	(min)	
1	 5964	
2	 3612	
3	 3648	
4	 6888	
5	 14652	
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	 	 	 	 	 											No.	1												No.	2													No.	3													No.	4												No.	5	

Fig.	10	Graphical	interpretation	of	total	production	time	for	experiments	–	production	batch	
	
In	order	to	achieve	complete	results	in	the	study	of	the	time	efficiency	of	machining	of	alumi‐

num	alloys,	 an	evaluation	of	 conventional	milling	with	 realized	experiments	No.	1‐4,	 in	which	
the	 high	 feed	milling	method	was	 applied,	was	 subsequently	 implemented.	 The	 assessment	 is	
carried	out	by	determining	the	difference	among	the	individual	experiments	of	high	speed	and	
conventional	milling,	as	well	as	the	percentage.	

The	 evaluation	 presented	 in	 Table	 11	 shows	 that	 each	 of	 the	 experiments	 using	 high	 feed	
milling	technology	is	at	least	two	times	more	time	efficient	than	experiments	using	the	conven‐
tional	milling	method	of	the	component.	

	
Table	11	Comparison	of	experiment	results	conducted	by	HFC	method	and	conventional	milling	

	 HFC	method	–
Experiment	No.	1	

HFC	method	–
Experiment	No.	2	

HFC	method	–	
Experiment	No.	3	

HFC	method	–
Experiment	No.	4	

τs	 (min)	–	one	piece	–	HFC	
methods	

4.97	 3.01	 3.04	 5.74	

τs	(min)	–	one	piece	–	Con‐
ventional	 milling	 (Experi‐
ment	No.	5)	

12.21	 12.21	 12.21	 12.21	

Time	difference	 7.24	 9.2 9.17 6.47	
Percentage	 59.296	 75.348 75.102 52.989

	
	

	
	

Fig.	11	Graphical	comparison	of	experiments	conducted	by	HFC	method	and	conventional	milling	
	
As	shown	in	Fig.	11,	after	an	overall	assessment	of	the	time	efficiency,	it	can	be	stated	that	of	

all	experiments	considered,	 in	order	 to	produce	the	product	 in	 the	shortest	possible	time,	 it	 is	
best	 to	 choose	 high	 feed	 milling	 –	 namely	 the	 parameters	 specified	 in	 the	 experiment	 No.	 2	
which	is	75.348	%	more	time	efficient	than	conventional	milling	of	the	material.	

The	parts	of	Eqs.	6	and	7	were	used	to	assess	the	economic	efficiency	of	high	feed	machining	
of	aluminum	alloys.	Determination	of	investment	costs	for	roughing	operations	is	presented	in	
the	Table	12.	

The	price	of	plates	when	using	a	42	mm	plunge‐cutting	router,	which	was	used	in	the	most	
time	efficient	experiment	(experiment	No.	2),	is	because	the	cutting	inserts	used	are	made	of	the	
material	that	is	the	most	suitable	for	machining	of	aluminum	and	its	alloys.	This	tool	in	combina‐
tion	with	 the	 given	 cutting	 inserts	 has	 the	 longest	 lifetime	 for	 the	 given	parameters,	 approxi‐
mately	6000	hours.	

To	ensure	the	economic	process,	it	is	necessary	to	choose	the	tool	with	the	highest	life	expec‐
tancy	to	delay	 the	additional	 investment	costs	of	purchasing	the	tools.	Due	to	 the	 fact	 that	 the	
lifetime	of	the	other	tools	used	is	around	3000	hours,	the	use	of	alternative	No.	2	is	considered	to	
be	the	most	appropriate.	

No.	1 
No.	2

No.	3
No.	4
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Table	12	Determination	of	investment	costs	for	roughing	operations	
	 No.	of	

plate	
Price	of	tool (€) Unit	price	of	

plate	(€)	
Price	for	all	
plates	(€)	

Total	price	of	tool
with	plates	(€)	

Face	milling	Φ40	 4	 380 7 28 408	
Plunge‐cutting	Φ42	 3	 400 12 36 436	
Plunge‐cutting		Φ32	 3	 360 8 24 384	
High	feed	milling	
cutter	Φ20	

4	 160	 6.5	 26	 186	

	
Table	13	Determination	the	number	of	pieces	produced	per	hour	

No.	of	experiment	 Total	production	time	–	one	piece	of	component	(min)	 No.	of	pieces	produced	per	hour	
1	 4.97	 12.07	
2	 3.01	 19.93	
3	 3.04	 19.74	
4	 5.74	 10.45	
5	 12.21	 4.91	

	
The	value	of	the	produced	component	is	€	2.5	without	the	material	used.	Given	the	fact	that	

in	practice	the	overhead	costs	are	€	20,	it	is	necessary	to	produce	at	least	8	pieces	in	1	hour	to	
guarantee	the	efficiency	and	profitability	of	the	production	process.	On	the	basis	of	the	previous	
determination	of	time	efficiency,	it	is	possible	to	determine	the	number	of	pieces	produced	per	
hour	in	individual	experiments.	This	determination	is	presented	in	the	Table	13.	

According	to	the	criteria	set	and	financial	options,	it	was	necessary	to	produce	at	least	eight	
pieces	of	components	in	one	hour	to	ensure	the	profitability	of	the	production	process.	Accord‐
ing	to	the	above	calculations,	the	second	alternative	(the	HFC	machining	method)	was	confirmed	
as	the	most	appropriate	option	in	terms	of	economic	efficiency	of	production.	

The	graph	in	the	Fig.	12	shows	the	results	obtained	from	the	previous	table,	with	the	red	line	
marking	 a	minimum	 requirement	 for	 the	number	 of	 pieces	 to	 be	manufactured	 to	 ensure	 the	
profitability	and	economic	efficiency	of	the	production	process.	

Based	on	the	evaluation	of	the	economic	efficiency	of	individual	experiments,	the	parameters	
used	in	the	experiment	No.	2	can	be	considered	as	the	most	appropriate	solution.	This	proposal	
is	the	best	suited	both	economically	and	in	terms	of	time	efficiency.	

	

	
	 	 	 	 	 					No.	1															No.	2													No.	3														No.	4														No.	5	

Fig.	12	Graphical	interpretation	of	produced	pieces	per	hour	

5. Conclusion 

Aluminium	alloys	are	among	the	primary	materials	used	in	the	transport	industry,	mainly	in	the	
automotive	and	aircraft	industry	[16‐18].	Applied	research	oriented	to	solving	partial	problems	
in	manufacturing	 processes	 of	mass	 production	 to	which	 the	 transport	 industry	 undoubtedly	
belongs,	it	is	currently	dealing	with	time	efficiency	of	production	[19‐21].	Reducing	production	
time	has	a	direct	impact	on	the	total	cost	of	production	[22‐23].	The	high	feed	machining	method	
undoubtedly	ranks	into	the	progressive	machining	technologies,	the	use	of	which	the	aforemen‐
tioned	factors	can	be	achieved.	They	were	observed	the	key	factors	such	as	time	efficiency,	re‐
duction	 of	 production	 time,	 total	 cost	 of	 production,	 cost	 reduction,	 economic	 efficiency	 and	
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cost-effectiveness. The results obtained show that the production process is most efficient when 
using a 42 mm plunge-cutting router in the contour roughing phase in terms of both time and 
economy. Using this milling cutter, it is possible to produce 19 pieces in one hour, which is more 
than half of the number required. The production of components under the conditions using this 
type of high-feed milling cutter is more than 75 % shorter than production by a conventional 
method. In conclusion, although the machining of aluminum and aluminum alloy materials by 
means of high feed milling technology is more costly in terms of investment costs, this slightly 
negative property is sufficiently balanced in terms of time efficiency and productivity. The re-
search carried out in the presented article points out that the machining by the progressive high 
feed milling method is a suitable option for smaller companies that need to achieve a faster pro-
duction of components of the required quality at an affordable price. 
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A B S T R A C T	   A R T I C L E   I N F O	

The	 purpose	 of	 this	 study	was	 to	 tackle	multi‐compartment	 vehicle	 routing	
problem	in	intelligent	logistics	with	the	fruit	fly	optimization	algorithm	(FOA).	
A	hybrid	FOA	(HFOA)	integrated	with	three	local	search	methods	(2‐opt,	swap	
and	 insert)	 was	 adopted	 to	 solve	 the	 multi‐compartment	 vehicle	 routing	
problem	(MCVRP)	in	intelligent	logistics	by	applying	discrete	space	optimiza‐
tion	problems.	The	numerical	experiments	show	that	the	HFOA	algorithm	has	
improved	 the	 performance	 for	 all	 proposed	 problems,	 including	 improving	
the	 total	 path	 length	 and	 enhancing	 the	 solution	 quality.	 The	 improvement	
rate	in	total	path	length	shifts	from	3.21	%	at	50	customers	to	9.83	%	at	150	
customers	indicating	that	this	HFOA	is	more	effective	in	largescale.	The	HFOA	
integrated	with	2‐opt,	 swap	and	 insertion	elevates	 the	solution	quality	 from	
11.86	%	to	17.16	%	displaying	the	advantages.	The	effectiveness	and	stability	
of	the	proposed	algorithm	shed	new	light	on	the	routing	of	MCV	distribution	
problems	in	intelligent	logistics.	
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1. Introduction 

Intelligent	logistics	is	a	modern	comprehensive	logistics	system	supported	by	information	tech‐
nology.	 It	 realizes	 system	 perception,	 comprehensive	 analysis,	 timely	 processing	 and	 self‐
adjustment	 in	 transportation,	warehousing,	 packaging,	 handling,	 circulation	processing,	 distri‐
bution,	information	service	and	so	on.	In	the	modern	logistics	industry,	the	logistics	distribution	
carries	two	main	features:	the	various	and	numerous	products	to	be	transported,	and	the	rapidly	
increasingly	 transport	 demand.	 For	 a	 distribution	 system,	 the	 total	 cost	 relies	 heavily	 on	 the	
path	 length	of	 the	 vehicle.	 In	 light	 of	 these,	 vehicle	 routing	must	be	optimized	 to	 enhance	 the	
transport	efficiency	and	lower	the	distribution	cost.	This	contributes	to	the	focus	on	the	vehicle	
routing	problem	(VRP)	in	the	intelligent	logistics	industry	and	the	academia.		

Since	1959,	 the	VRP	has	always	been	a	hot	 topic	 in	operations	research	(Dantzig	and	Ram‐
ster)	[1].	Over	the	years,	computer	simulation,	logistics	planning	and	many	other	strategies	have	
been	introduced	to	the	VRP	research,	yielding	fruitful	results.	Recent	years	has	seen	the	rise	of	
the	multi‐compartment	VRP	(MCVRP)	with	capacity	constraints.	This	problem	mainly	considers	
the	multiple	compartments	of	the	vehicle,	and	ensures	the	separation	between	different	products.	

Both	 the	 VRP	 and	 the	 MCVRP	 are	 NP‐hard	 problems,	 for	 the	 traveling	 salesman	 problem	
(TSP),	a	special	case	of	the	VRP,	has	been	proved	as	NP‐hard	(Garey,	1979)	[2].	It	is	difficult	to	
solve	 a	 large‐scale	 NP‐hard	 problem	 with	 traditional	 mathematical	 optimization	 algorithm.	

http://apem-journal.org/Archives/2018/VOL13-ISSUE04.html
http://apem-journal.org/
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Hence,	more	 and	more	 attention	 has	 been	 paid	 to	 bionic	 optimization,	 especially	 the	 fruit	 fly	
optimization	algorithm	(FOA),	aiming	to	find	a	good	solution	to	the	VRP	in	a	short	time.	

Unlike	 traditional	 optimization	 algorithm,	 the	 bionic	 optimization,	 such	 as	 the	 FOA,	 is	 an	
emerging	 evolutionary	 algorithm,	which	 is	 easy	 to	understand,	 operate	 and	 implement.	 It	 has	
been	 applied	 to	many	 continuous	 space	 optimization	 problems,	 namely,	 finance,	 electric	 load	
forecast,	logistics	service,	and	parameter	tuning	[4‐6].	Nevertheless,	the	FOA,	as	a	global	optimi‐
zation	algorithm,	 is	prone	to	the	local	optimum	trap.	The	convergence	is	particularly	slow	and	
inaccurate	in	the	later	stage	of	the	search.	To	solve	the	defect,	some	scholars	have	adopted	the	
chaos	theory	[7]	and	bacterial	chemotaxis	algorithm	[8]	to	improve	the	FOA.	

Despite	the	good	effect	of	the	FOA	and	its	improved	versions,	the	existing	research	emphasiz‐
es	continuous	space	optimization	problems	over	discrete	space	optimization	problems	like	the	
combinatorial	optimization	problem.	To	make	up	 for	 the	gap,	 this	paper	attempts	 to	solve	 the	
discrete	vehicle	routing	problem	by	a	hybrid	FOA	(HFOA)	based	on	the	MCV	and	local	search.	

The	remainder	of	this	paper	is	organized	as	follows:	Section	2	reviews	the	previous	research	
on	 the	 VRP,	 and	 presents	 some	 solutions	 to	 the	 MCVRP;	 Section	 3	 details	 the	 model	 of	 the	
MCVRP;	Section	4	presents	the	HFOA	based	on	the	local	search;	Section	5	verifies	the	effect	of	
the	HFOA	through	computational	experiments;	Section	6	wraps	up	this	paper	with	some	mean‐
ingful	conclusions.	

2. Literature review 

The	vehicle	routing	problem	is	a	 type	of	optimal	scheduling	problem	that	studies	how	to	opti‐
mize	 the	 transportation	 cost	 by	 rationally	 planning	 the	 driving	 route.	 Its	 related	 theories	 and	
algorithms	have	important	application	value	for	reducing	logistics	costs,	so	it	has	always	been	a	
research	hotspot	 in	 the	 field	 of	 operations	 research	 and	 combinatorial	 optimization.	Over	 the	
years,	vehicle	routing	problems	have	spawned	numerous	research	branches,	such	as	open	vehi‐
cle	routing	problems,	multi‐site	vehicle	routing	problems,	loading	and	unloading	vehicle	routing	
problems,	vehicle	routing	problems	with	time	windows,	and	periodic	vehicle	routing	problems.	
And	have	obtained	a	lot	of	research	results,	At	the	same	time,	the	vehicle	routing	problem	is	also	
widely	used	in	all	aspects	of	production	and	life,	such	as	letter	delivery,	cargo	distribution,	vehi‐
cle	scheduling,	etc.,	which	has	produced	huge	economic	benefits.	

As	 a	 generalized	 form	 of	 the	 TSP,	 the	 VRP	 (Dantzig	 and	 Ramser,	 1959)	 aims	 to	 transport	
products	 from	 the	 distribution	 centre	 (warehouse)	 to	 customers	with	 a	 fleet	 of	 vehicles,	 and	
fulfil	customer	demands	at	the	minimal	cost.	In	the	course	of	application,	the	VRP	with	capacity	
constraints	(CVRP)	emerges	due	to	 the	 limited	transport	capacity	of	vehicles.	To	minimize	the	
total	distance	covered	by	all	vehicles,	the	CVRP	assumes	that	each	vehicle	has	a	constant	capaci‐
ty	Q	to	serve	a	fixed	number	of	customers,	each	of	which	has	a	fixed	demand,	that	each	vehicle	
accesses	each	customer	only	once,	and	that	the	total	demand	on	any	path	does	not	surpass	the	
vehicle	capacity.	

Considering	the	varied	transport	requirements	of	customers,	some	scholars	have	presented	
the	MCVRP	 under	 the	 following	 premises:	 each	 customer	 has	 a	 fixed	 and	 known	 demand	 for	
each	product,	different	products	are	stored	in	separate	compartments	of	the	same	vehicle	during	
transport,	each	vehicle	has	a	fixed	number	of	compartments,	and	each	compartment	has	a	cer‐
tain	capacity	limit.	In	addition,	the	total	customer	demand	for	any	product	should	not	exceed	the	
capacity	of	 the	vehicle	 that	 carries	 the	product,	when	a	customer	 is	 assigned	 to	a	distribution	
path.	The	goal	of	the	MCVRP	is	also	to	find	the	minimal	total	distance	of	distribution.	

The	multi‐compartment	configuration	is	essential	to	transporting	various	products	that	can‐
not	be	mixed	together	all	at	once.	For	example,	the	MCVRP	has	been	applied	to	the	transport	of	
food.	The	refrigerated	foods	and	non‐refrigerated	foods	are	stored	in	different	compartments	of	
the	same	vehicle.	Chajakis	and	Guignard	(2003)	explored	 two	 integer	programming	models	of	
two‐compartment	vehicles,	and	discussed	the	decision‐making	of	assigning	the	customer	to	the	
distribution	path	[9].	The	MCVRP	has	also	been	applied	to	the	transport	of	fuels,	such	that	differ‐
ent	types	of	fuels	are	stored	in	tanks	of	varied	capacities.	For	instance,	Avella	et	al.	(2004)	devel‐
oped	a	branch	and	bound	algorithm	based	on	set	partitioning	[10].	Fallahi	et	al.	 (2008)	solved	
multi‐tank	transport	[11]	with	memetic	algorithm	and	tabu	search	algorithm.		
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For	better	performance,	the	MCVRP	has	been	frequently	enhanced	by	local	search	and	heuris‐
tic	algorithm.	Focusing	on	the	CVRP,	Chen	et	al.	(2009)	proposed	an	iterative	local	search	algo‐
rithm	 based	 on	multiple	 neighbourhoods	 [12].	 Muyldermans	 and	 Pang	 (2010)	 compared	 the	
MCV	with	single‐compartment	vehicle	(SCV),	revealing	the	advantage	of	the	former	in	simulta‐
neous	transport	of	different	types	of	garbage	separately	from	different	locations	to	the	collection	
centre.	 Specifically,	 they	 solved	 the	 classified	 garbage	 transport	 problem	by	 such	 local	 search	
methods	as	2‐opt,	crossover,	swap	and	path	redistribution,	and	contrasted	the	results	with	those	
of	Fallahi	[13].	Avella	et	al.	(2004)	assumed	that	the	demand	of	each	customer	for	certain	prod‐
ucts	is	inseparable,	and	that	multiple	vehicles	can	access	the	same	customer	to	fulfil	the	demand	
of	different	products.	To	solve	the	CVRP	in	garbage	collection	network,	Reed	et	al.	 (2014)	[14]	
proposed	an	improved	ant	colony	(AC)	system	with	2‐opt	local	search,	and	solved	the	MCVRP	in	
which	each	customer	can	be	accessed	only	once	by	a	vehicle.	Gajpal	and	Abad	(2009)	created	an	
AC	algorithm	to	solve	the	VRP	with	simultaneous	transmission	[15].	Balseiro	et	al.	(2011)	com‐
bined	the	interpolation	method	with	the	AC	algorithm	to	solve	the	VRP	with	time	window	con‐
straints	 [16].	Based	on	 the	AC	and	 tabu	search,	Cruz	et	al.	 (2013)	proposed	a	sequential	 algo‐
rithm	to	solve	the	VRP	problem	with	time	window	constraints,	which	transports	various	prod‐
ucts	with	 heterogeneous	 vehicles	 [17].	 Valiček	 et	al.	 (2017)	 and	 Tan	 et	al.	 (2015)	 designed	 a	
heuristic	algorithm	which	combines	the	AC	system	and	2‐opt	to	tackle	the	VRP,	and	proved	the	
algorithm	as	effective	in	solving	the	VRP	and	its	deformation	problem	[18‐19].	

Inspired	by	Reed	et	al.	(2014),	the	author	extended	the	MCVRP	using	the	multiple	compart‐
ments	of	the	vehicle.	 In	the	new	problem,	each	vehicle	transports	various	types	of	products	 in	
different	 compartments	 from	 the	 distribution	 centre	 (warehouse)	 to	 the	 customer.	 The	 con‐
straints	are	as	follows:	all	vehicles	 in	the	fleet	are	the	same,	each	vehicle	accesses	to	a	specific	
group	of	customers,	and	each	customer	is	accessed	once	only	by	each	vehicle.	For	the	minimal	
total	travel	distance,	the	existing	FOA	was	enhanced	by	local	search	to	assign	customers	ration‐
ally	to	a	single	path,	and	determine	the	order	of	these	customers.	

3. Materials and methods 

3.1 Modelling of multi‐compartment vehicle routing problem 

In	an	actual	logistics	distribution	network	(Fig.	1),	the	MCVRP	involves	the	following	elements:	a	
single	distribution	centre	(warehouse),	a	fleet	of	MCVs,	and	several	customers	in	need	of	distri‐
bution	services.	Note	that	each	customer	wants	various	products,	the	demand	of	each	product	is	
fixed,	and	each	compartment	has	a	 fixed	capacity.	To	 fulfil	 the	customer	demand,	each	vehicle	
must	leave	from	the	distribution	centre,	access	some	customers	and	return	to	the	centre.	Each	
customer	can	only	be	accessed	once	by	a	vehicle.	Given	the	distances	between	network	vertices,	
the	goal	is	to	find	the	path	of	each	vehicle	that	contributes	to	the	minimum	total	travel	distance.	
Table	1	lists	the	symbols	associated	with	the	mathematical	model	of	the	MCVRP	and	their	mean‐
ings.	

The	undirected	graph	ܩ ൌ ሺܸ, ,ܣ 	employed	was	ሻܥ to	 formally	describe	 the	distribution	net‐
work	of	the	MCVRP.	Let	ܸ ൌ ሼ݅|݅ ൌ 0,1, … , ݊ሽ	be	the	set	of	vertices	in	graph,	with	݅ ൌ 0	being	the	
distribution	centre	(warehouse),	 ,	 in	which	 the	zero	vertex	 is	distribution	ܰ ൌ ሼ1,… ,ܰሽ	be	 the	
set	of	customers	served	by	k	vehicles,	and	ܣ ൌ ሼሺ݅, ݆ሻ|݅, ݆ ∈ ܸሽ	the	set	of	edges	linking	up	the	net‐
work	vertices.	

It	 is	 assumed	 that	 the	 vehicles	 are	 the	 same	 and	 located	 in	 the	 distribution	 centre	 (ware‐
house)	at	the	beginning.	Suppose	each	vehicle	has	݌	compartments,	and	݌	equals	the	number	of	
products	to	be	delivered.	The	number	of	product	݌	demanded	by	customer	I	is	denoted	as	ݍ௜௣.	

For	each	customer,	he/she	should	be	accessed	by	a	vehicle	only	once;	for	each	vehicle,	there	
should	be	a	set	of	customers	 to	be	accessed	 in	a	strict	sequence;	 for	a	given	product,	 the	 total	
demand	 of	 the	 set	 of	 customers	 should	 not	 surpass	 the	 products	 to	 be	 deliver	 for	 customer	݅	
capacity	ܳ௉	of	the	compartments;	for	each	path,	the	maximum	length	should	not	exceed	ܮ.	
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Table	1	Symbols	associated	with	the	MCVRP	model	and	their	meanings	

Symbol	 Meaning	 Symbol Meaning	

ܸ	 The	vertex	of	distribution	network,	including	
customers	and	distribution	centres	

ܳ௜௣
Number	of	product	p	that	customer	i	need	to	

transport	

	ܣ Adjacency	matrix	of	distribution	network	 ܳ௣ The	carriage	capacity	of	the	product	p	

	ܥ Vertex	distance	matrix	of	distribution	network	 	ܮ Maximum	length	for	any	path	

ܰ	 Set	of	customers	 ܿ௜௝ Length	of	ܽܿݎሺ݆݅ሻ	

	ܭ Set	of	vehicles	 ௜௝ݔ
௞ If	vehicle	k accesses	to	customer	j	after	visiting	

customer	݅,	ݔ௜௝
௞ =1	

	݌ Set	of	products,	which	is	equal	to	the	set	of	com‐
partments	in	a	vehicle	 ܳ௜௣

௞ The	total	transport	capacity	of	the	product	p
after	vehicle	k	leaves	customer	݅	

 

 

Fig.	1	MCVRP	distribution	network	

	

Let	ܥ ൌ ൛ܿ௜௝|ሺ݅, ݆ሻ ∈ 	be	ൟܣ the	 distance	matrix	 of	 network,	where	ܿ௜௝ 	is	 the	 distance	 between	
customers	݅	and	݆.	 The	matrix	 is	 assumed	 to	 be	 symmetric,	 that	 is,	ܿ௜௝ ൌ ௝ܿ௜	.Let	ݔ௜௝

௞ 	be	 a	 binary	
variable,	which	equals	1	 if	 and	only	 if	 vehicle	݇	accesses	 customer	݆	after	 accessing	 customer	݅	
Let	ܳ௜௣

௞ 	be	the	total	delivery	of	product	p	after	vehicle	k	leaves	vertex	݅.	
Hence,	the	MCVRP	can	be	expressed	as:	
	

ܼ ൌ ෍෍෍ܿ௜௝
௝∈௏௜∈௏௞∈௄

௜௝ݔ
௞ 	 (1)

	

Min	
	

෍෍ݔ௜௝
௞

௝∈ே௞∈௄

ൌ 1, ∀݅ ∈ ܰ	 (2)

	

෍෍ݔ௜௝
௞

௜∈ே௞∈௄

ൌ 1, ∀݆ ∈ ܰ	 (3)

	

෍ݔ଴௜
௞

௜∈ே

ൌ ෍ݔ௝଴
௞

௝∈ே

ൌ 1, ∀݇ ∈ 	ܭ (4)

	

௜௣ݍ ൑ ܳ௜௣
௞ ൑ ܳ௣, ∀݅ ∈ ܰ, ݇ ∈ ,ܭ ݌ ∈ ܲ	 (5)
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ܳ௜௣
௞ െ ܳ௝௣

௞ ൅ ܳ௉ݔ௜௝
௞ ൑ ܳ௣ െ ,௝௣ݍ ∀݅ ∈ ܰ, ݇ ∈ ,ܭ ݌ ∈ ܲ	 (6)

	

෍෍ܿ௜௝
௝∈௏௜∈௏

௜௝ݔ
௞ ൑ ,ܮ ∀݇ ∈ 	ܭ (7)

	

௜௝ݔ
௞ ∈ ሼ0,1ሽ, ∀݅ ∈ ܸ, ݆ ∈ ܸ, ݇ ∈ ܸ, ݅ ് ݆	 (8)

	

Eq.	1	is	the	objective	function	that	represents	the	total	distance	of	all	vehicles	on	all	paths.	Eq.	
2	and	Eq.	3	ensure	that	a	path	should	pass	through	a	vertex	only	once,	that	is,	one	vehicle	can	
only	access	each	customer	once.	Eq.	4	specifies	that	the	path	of	each	vehicle	starts	and	ends	at	
point	0	(warehouse).	Eq.	5	and	Eq.	6	eliminate	the	sub‐loops	and	satisfy	the	capacity	and	connec‐
tion	demands	between	two	customers.	If	ݔ௜௝

௞ ൌ 0,	Eq.	6	is	not	required	as	ܳ௜௣
௞ ൑ ܳ௣	and	ܳ௝௣൑ܳ௝௣

௞ .	
If	ݔ௜௝

௞ ൌ 1,	Eq.	5	and	Eq.	6	guarantee	that	ܳ௜௣
௞ െ ܳ௝௣

௞ ൑ െݍ௝௣,	thus	eliminating	the	sub‐loops.	Eq.	5	
also	stipulates	that	the	total	transport	capacity	falls	within	the	vehicle	capacity	after	the	vehicle	
accesses	vertex	݅,	thus	ensuring	the	capacity	demand.	Eq.	7	is	the	constraint	of	path	length.	Eq.	8	
describes	the	variable	ݔ௜௝

௞ ,	which	equals	1	if	and	only	if	vehicle	݇	accesses	customer	݆after	access‐
ing	customer	݅.	

3.2 Hybrid fruit fly optimization algorithm  

The	FOA	is	a	popular	tool	to	find	the	optimal	solution	to	NP‐hard	problems.	It	mimics	the	olfac‐
tory	and	visual	functions	of	fruit	flies	in	the	foraging	process.	By	this	algorithm,	the	status	of	fruit	
flies	 is	updated	by	 searching	 the	global	optimum	 iteratively.	 In	 the	 course	of	 iteration,	 once	 a	
fruit	fly	finds	a	better	global	optimum,	all	individuals	in	the	population	will	gather	to	its	location.	
The	 individual	 update	mechanism	 lowers	 the	 population	 diversity,	 because	 the	 individual	 in‐
formation	is	not	shared	or	inherited,	and	adds	to	the	risk	of	local	optimum	and	premature	con‐
vergence,	as	the	position	may	not	be	the	global	optimum	[20‐21].	Zheng	(2014)	proposed	a	nov‐
el	hybrid	discrete	algorithm	for	permutation	flow	scheduling	problem.	In	the	algorithm,	the	evo‐
lution	of	each	generation	consists	of	4	phases:	olfactory	search,	visual	search,	cooperative	evolu‐
tion	and	annealing	[22].	Considering	the	strengths	and	weaknesses	of	the	FOA,	the	author	creat‐
ed	a	HFOA	for	the	MCVRP.	

Algorithm	principle	

Before	updating	path	strength,	the	HFOA	takes	account	of	both	the	current	best	individual	and	
the	local	optimum	in	the	update	of	individual	status.	In	this	way,	the	algorithm	ensures	that	the	
fruit	flies	concentrate	towards	the	global	optimum	and	inherits	the	local	optimum	information	at	
the	same	time.	The	principle	of	the	HFOA	is	illustrated	in	Fig.	2.	

The	HFOA	is	implemented	in	the	following	steps:	

Step	1:	Create	the	initial	solution	and	initialize	the	path	strength.	
Step	2:	Repeat	the	following	operations	until	the	termination	condition.	
Step	2.1:	Create	the	path	for	m	fruit	flies.	
Step	2.2:	Perform	local	search	to	improve	the	solutions	generated	by	each	fruit	fly.	
Step	2.3:	Update	the	best	solution.	
Step	2.4:	Update	the	path	strength	for	all	edges	against	the	best	solution.	
Step	3:	Terminate	the	algorithm	and	record	the	best	solution.	

The	HFOA	uses	fruit	flies	to	construct	path	solutions	to	the	MCVRP.	In	each	iteration	for	path	
construction,	each	fruit	 fly	performs	four	basic	activities	 in	turns.	First,	 the	fruit	 fly	selects	the	
next	 customer	 based	 on	 the	 probability	 function	 of	 path	 attraction,	 which	 consists	 of	 taste	
strength	and	path	strength.	Second,	the	fruit	fly	accesses	the	ܾܶܽݑ	list	of	customers	in	the	current	
path.	Third,	the	fruit	fly	updates	the	residual	capacity	of	the	compartment	of	the	vehicle.	Fourth,	
the	 fruit	 fly	updates	the	path	strength	of	edges	which	have	been	accessed.	After	that,	 the	 local	
search	is	introduced	to	improve	the	solution	quality.	Finally,	the	ܾܶܽݑ	list	is	deleted,	marking	the	
start	of	a	new	iteration.	Table	2	shows	the	symbols	of	the	HFOA	and	their	meanings.	
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Fig.	2	Principle	of	the	HFOA	
	

Table	2	HFOA	symbols	and	their	meanings	

Symbol	 Meaning	 Symbol Meaning	

݉	 Number	of	fruit	flies	 ௜ܰ
List	of	all	possible	customers	which	are	not	
accessed	by	fruit	fly	

	௜௝ߤ
The	strength	of	taste,	that	is,	the	reciprocal	of	path

݆݅	length	
߬௜௝

The	strength	of	track,	that	is,	the	access	
times	of	path	ሺ݆݅ሻ	

	௜௝ߝ The	attractive	value	of	path	ሺ݆݅ሻ		 ௜ܲ௝

The	probability	that	a	customer	݆	will	be	
accessed	after	the	customer	݅	is	accessed	by	
a	fruit	fly.	

	ݍ
Random	variables,	to	determine	whether	the	cus‐
tomer	choice	is	based	on	attractive	probability	or	

the	biggest	attraction.	
଴ݍ Threshold	of	ݍ	

	௕௘௦௧ܮ The	length	of	the	best	solution	found	so	far	 	ߩ Persistence	coefficient	of	path	

	௦ݑܾܽܶ
The	tabu	list	of	customers	firstly	visited	by	all	fruit	

flies	
௜ݑܾܽܶ

The	tabu	list	of	customers	which	are	ac‐
cessed	by	fruit	fly	݅	

Initialization	

The	 first	step	of	 the	HFOA	is	 to	generate	 the	 initial	solution	and	 initialize	 the	strength	of	each	
path.	The	initial	solution	is	generated	in	two	steps.	First,	the	customers	are	randomly	generated	
according	to	the	topological	structure	of	the	network;	if	the	vehicle	capacity	is	enough	to	meet	
customer	demand,	the	customers	are	randomly	added	to	the	path	of	the	vehicle;	otherwise,	the	
vehicle	returns	to	the	distribution	centre	(warehouse)	before	accessing	the	next	customer.	Fig.	3	
is	the	flow	chart	of	path	initialization	of	the	HFOA.	

Path	creation	

Suppose	each	of	the	m	fruit	flies	in	the	HFOA	generates	a	complete	path	(a	complete	MCVRP	so‐
lution).	For	solution	diversify,	each	fruit	fly	should	select	the	first	customer	randomly	after	leav‐
ing	the	distribution	centre	(warehouse).	Next,	each	fruit	fly	should	move	to	the	subsequent	cus‐
tomers	based	on	the	probability	of	path	attraction	(i.e.	taste	strength	and	path	strength).	

In	the	FOA,	the	taste	strength	is	the	reciprocal	of	 the	distance	between	the	current	 location	
and	the	origin	of	the	fruit	fly.	Here,	the	distance	between	the	current	location	and	the	next	cus‐
tomer	 is	 inversed	as	 the	 taste	strength.	 It	 is	obvious	 that	 the	strength	 is	negatively	correlated	
with	the	distance.	Hence,	the	fruit	flies	tend	to	choose	customers	closer	to	the	origin,	laying	the	
basis	for	minimizing	the	path	length.	
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Fig.	3	Flow	chart	of	path	initialization	in	the	HFOA	
	
In	light	of	the	above,	the	attraction	of	edge	݆݅	consists	of	attraction	power	includes	two	parts:	

the	path	strength	߬௜௝,	that	is,	the	frequency	of	edge	݆݅	accessed	during	the	iteration,	and	the	taste	
strength	ߤ௜௝,	that	is,	the	reciprocal	of	the	length	of	edge	݆݅	.	The	latter	also	represents	the	moving	
tendency	of	the	fruit	fly	from	݅	to	݆.	Thus,	the	path	attraction	can	be	expressed	as:	

	

௜௝ߝ ൌ ൫߬௜௝൯
ఈ
൫ߤ௜௝൯

ఉ
	 (9)

	

where	ߙ	and	ߚ	are	the	indices	of	path	strength	and	taste	strength,	respectively.	The	probability	
that	customer	݆	will	be	accessed	by	the	fruit	fly	after	customer	݅	is	denoted	as	݌௜௝	will	be	the	next	
customer	after	the	fruit	fly	visits	the	customer	݅:	

௜௝݌ ൌ ൝

௜௝ߝ
∑ ௜௟௟∈ே೔ߝ

݆ ∈ ௜ܰ

0 other
	 (10)

	

where	 ௜ܰ	is	the	list	of	all	customers	not	yet	accessed	by	the	current	vehicle,	whose	total	demand	
does	not	exceed	the	vehicle	capacity.	According	to	Eq.	10,	the	choice	probability	of	the	next	cus‐
tomer	is	proportional	to	the	attraction	of	edge	݆݅.	

To	accelerate	the	convergence,	a	 threshold	control	mechanism	was	developed	for	customer	
selection.	Before	the	fruit	fly	chooses	the	next	customer	݆	according	to	Eq.	10,	a	random	variable	
‐se	is	customer	next	The	ሾ0,1ሿ.	of	interval	the	in	distributed	evenly	is	it	that	such	generated	is	ݍ
lected	according	to	Eq.	10	that	is	evenly	distributed	on	the	ሾ0,1ሿ	is	generated	before	each	fruit	fly	
chooses	 the	next	customer	݆	according	 to	 the	Eq.	10.	 If	ݍ ൐ 	,otherwise	଴;ݍ the	customer	on	 the	
most	attractive	edge	is	selected.	Hereinto,	ݍ଴	is	a	constant	threshold	indicating	whether	the	next	
customer	is	determined	according	to	Eq.10.	
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Next,	each	fruit	fly	continues	to	add	customers	in	accordance	with	the	above	rules	until	no	vi‐
able	customer	 is	 left	 ( ௜ܰ 	is	empty).	Then,	 the	 fruit	 fly	goes	back	 to	 the	distribution	centre	and	
starts	 a	 new	path.	 If	 the	 first	 customer	 on	 the	 new	path	 is	 selected	 according	 to	 Eq.	 10,	 then	
he/she	must	be	 the	neighbouring	vertex	 to	 the	distribution	centre.	Thus,	 the	customer	search	
process	becomes	less	diverse.	

Local	search	

Since	each	 trip	of	a	 fruit	 fly	 is	a	TSP	 (Lin,	1965)	 [23],	 the	 travel	distance	 can	be	shortened	by	
ensuring	 that	 the	 total	 demand	on	 each	path	does	not	 exceed	 the	 capacity	 limit.	Hence,	 three	
local	 search	 operations	were	 implemented	 after	 creating	 all	 the	 paths,	 aiming	 to	 enhance	 the	
solution	quality,	namely	2‐opt,	swap	and	insert:	

 2‐opt:	The	path	is	divided	at	two	points	into	three	segments.	Then,	the	customer	sequence	
in	the	middle	segment	is	inverted.	After	that,	all	the	segments	are	linked	up	to	reconstruct	
the	path.	Suppose	that	݅	and	݆	are	two	non‐adjacent	customers	on	a	path,	and	݅ା	and	݆ା	are	
next	adjacent	vertices	in	the	path,	respectively.	2‐opt	means	the	creation	of	a	new	path	by	
deleting	edges	ሺ݅, ݅ାሻ	and	ሺ݆, ݆ାሻand	adding	edges	ሺ݅, ݆ሻ	and	ሺ݅ା, ݆ାሻ.	And	ሺ݆, ݆ାሻ,	and	adding	
and	ሺ݅ା, ݆ାሻ,	so	we	get	a	new	path.	

 Swap:	The	locations	of	customers	݅	and	݆	in	the	current	path	set	are	switched	to	generate	a	
new	set	of	paths.	Note	that	݅	and	݆	may	or	may	not	fall	onto	the	same	path.	

 Insert:	Customer	i	is	moved	from	location	݌ଵ	to	location	݌ଶ	to	generate	a	new	set	of	feasi‐
ble	paths	 in	 the	 current	 path	 set.	Note	 that	݌ଵand	݌ଶ	may	or	may	not	 fall	 onto	 the	 same	
path.	

Through	the	above	local	search	operations,	the	author	obtained	all	feasible	solutions	and	se‐
lected	the	shortest	path	from	them.	

Path	strength	update	

In	this	step,	the	path	strength	of	all	edges	is	updated	based	on	the	optimal	solution	identified	in	
the	local	search	process.	To	simulate	the	actual	situation,	the	path	strength	is	assumed	to	decay	
with	time.	

The	path	strength	is	updated	in	two	steps.	First,	the	strength	of	all	edges	is	reduced	to	reflect	
the	decay	intensity;	second,	the	strength	of	the	best	path	is	increased	to	drive	the	fruit	flies	to‐
wards	 the	 shortest	 path.	 Let	ߩ	be	 the	 path	 persistence	 coefficientሺ0 ൑ ߩ ൏ 1ሻ.	 Then,	1 െ ‐dis	ߩ
closes	 the	path	strength	decay	ratio	during	 the	 iteration.	Thus,	 the	edge	݆݅	strength	can	be	up‐
dated	by	the	formula	below:	
	

߬௜௝
௡௘௪ ൌ ቊ

௜௝߬ߩ
௢௟ௗ ൅ 1 ⁄௕௘௦௧ܮ 							݆݅ ∈ ݁ݐݑ݋ݎ	ݐݏܾ݁

௜௝߬ߩ
௢௟ௗ								ݎ݄݁ݐ݋

																																																																	(11)	

	
where	ܮ௕௘௦௧	is	the	total	length	of	the	best	path	in	each	iteration.	The	product	of	the	path	strength	
and	ߩ	is	the	residual	strength	of	the	path	after	the	decay.	Then,	the	strength	of	the	optimal	path	
is	 updated	 by	 represents	 the	 residual	 strength	 of	 the	 trajectory	 after	 the	 decay,	 and	 then	 the	
adding	1 ⁄௕௘௦௧ܮ 	to	the	residual	decay	intensity.	

Fig.	4	presents	the	steps	of	the	HFOA	for	the	MCVRP.	
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Fig.	4	Flow	chart	of	HFOA	for	MCVRP	

4. Results and discussion  

4.1 Data and parameter settings 

To	validate	the	HFOA,	the	benchmark	problem	proposed	by	Laporte	[24]	was	investigated,	and	
the	proposed	algorithm	was	contrasted	with	the	AC	system	[25‐27]	and	hybrid	ant	colony	(HAC)	
algorithm	 [28].	 In	 view	 of	 the	 capacity	 constraint,	 7	 of	 14	 benchmark	 problems,	 denoted	 as	
VRPNC1‐7,	 were	 selected	 for	 this	 research.	 The	 customers	 in	 VRPNC1‐VRPNC5	 obey	 random	
and	 even	 distribution,	 while	 those	 in	 VRPNC6‐VRPNC7	 obey	 aggregated	 distribution.	 These	
problems	involve	a	total	of	50‐199	customers.	
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Suppose	each	vehicle	has	two	compartments,	whose	capacity	ratio	 is	1: 3.	 In	other	words,	 if	
the	vehicle	capacity	is	ܳ,	then	the	capacity	of	the	two	compartments	is	0.25ܳ	and	0.75ܳ,	respec‐
tively.	

The	number	of	fruit	flies	in	the	HFOA,	denoted	as	݉,	directly	bears	on	both	the	best	path	qual‐
ity	and	the	computing	time.	After	repeated	tests,	݉	was	set	to	20.	The	other	parameters	are	as	
follows:	Other	parameters	are:	ߙ ൌ 1, ߚ ൌ 2, ߩ ൌ 0.9	and	ݍ଴ ൌ 0.9	.The	experiment	contains	100	
iterations.	

4.2 Effect analysis 

In	 this	section,	 the	AC	system,	 the	HAC	and	the	HFOA	are	simulated	 in	Matlab.	The	simulation	
results,	together	with	the	improvement	rate	of	the	total	path	length,	are	recorded	in	Table	3.	

As	shown	in	Table	3,	the	average	total	length	of	the	AC	system,	the	HAC	and	the	HFOA	are	re‐
spectively	1,053.977	unit	length,	986.9929	unit	length	and	985.6029	unit	length.	Thus,	the	HAC	
improves	 the	average	 total	 length	by	6.36	%	 from	 that	of	 the	AC	 system,	while	 the	HFOA	 im‐
proves	it	by	6.49	%	from	that	level.	Thus,	the	HFOA	has	a	similar	effect	to	the	HAC,	and	outper‐
forms	the	AC	system,	indicating	the	advantage	of	heuristic	algorithms	in	optimization	operation.	
The	 slight	 edge	 of	 the	 HFOA	 over	 the	 HAC	 is	 attributed	 to	 the	 strong	 local	 search	 ability.	 In	
VRNPC6	and	VRNPC7,	the	three	algorithms	differ	very	slightly	in	the	total	length.	This	is	because	
customers	are	relatively	clustered	on	these	problems.	

It	is	also	observed	that	the	total	path	length	becomes	better	with	the	increase	in	the	number	
of	customers.	The	improvement	rate	shifts	from	3.21	%	at	50	customers	to	9.83	%	at	150	cus‐
tomers,	indicating	that	the	HFOA	and	the	HAC	are	more	effective	when	the	problems	are	greater	
in	size.	Thus,	the	HFOA	and	the	HAC	are	effective	means	to	solve	largescale	problems,	thanks	to	
the	 local	 search	 operations.	 However,	 these	 operations	 need	 to	 consume	 a	 certain	 amount	 of	
time.	

To	verify	its	efficiency,	the	HFOA	was	applied	to	solve	the	benchmark	problem	VRNPC1.	The	
results	are	displayed	in	Figure	5.	It	can	be	seen	that	the	total	path	length	is	progressively	short‐
ened	from	572.69	unit	length,	and	converges	to	551.27	unit	length.	
	

Table	3	Simulation	results	

Problem		
Number	of	
customer	

Total	length	of	
ACS	

Total	length	of	
HAC	

Total	length	of	
HFOA	

(ACS‐
HAC)/ACS	

(%)	

(ACS‐
HFOA)/ACS	

(%)	
Vrpnc1	 50	 569.564	 550.7 551.27 3.31	 3.21
Vrpnc2	 75	 957.525	 890.68 886.24 6.98	 7.44
Vrpnc3	 100	 964.132	 874.07 870.13 9.34	 9.75
Vrpnc4	 150	 1253.86	 1126.12 1130.65 10.19	 9.83
Vrpnc5	 199	 1587.02	 1444.29 1440.78 8.99	 9.21
Vrpnc6	 120	 1133.88	 1110.45 1109.42 2.07	 2.16
Vrpnc7	 100	 911.861	 912.64 910.73 ‐0.09	 0.12
Average	 	 1053.977	 986.99 985.60 6.36	 6.49

	

 

Fig.	5	The	results	of	the	HFOA	on	VRNPC1	
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4.3 Local search effect 

To	test	the	local	search	effect	of	HFOA,	the	three	local	search	operations	were	implemented	to	
the	MCVRP	 in	different	combinations.	Then,	 the	results	were	compared	with	 those	of	 the	FOA	
with	no	local	search	mechanism.	The	first	combination	integrates	the	FOA	with	the	2‐opt	opera‐
tion,	the	second	combination	integrates	the	FOA	with	2‐opt	and	swap,	and	the	third	combination	
integrates	 the	FOA	with	2‐opt,	 swap	and	 insertion.	Each	 combination	has	different	number	of	
iterations	to	achieve	an	equal	computing	time.	According	to	the	results	in	Table	4,	the	FOA	with	
hybrid	local	search	operations	is	good	at	shortening	the	optimal	path	length	of	the	MCVRP	(Fig.	6).		

As	shown	in	Table	4,	the	first	combination	enhances	the	solution	quality	by	11.86	%.	Howev‐
er,	 the	effect	of	 the	2‐opt	operation	 is	not	good	enough,	as	 it	only	applies	to	a	single	trip.	This	
operation	does	better	in	the	TSP	than	the	VRP.	In	the	second	combination,	the	solution	quality	is	
increased	from	11.86	%	to	13.04	%,	indicating	that	the	swap	operation	can	move	the	customers	
on	 two	 paths.	 Finally,	 the	 third	 combination	 elevates	 the	 solution	 quality	 from	 13.04%	 to	
17.16	%,	an	evidence	of	the	positive	effect	of	hybrid	local	search	on	solution	quality.	

	
Table	4	Results	of	different	combinations	

Algorithm	 Number	of	iteration	 Average	path	length	 %	
FOA	 10,000	 1189.78	 ‐	
2‐Opt+FOA	 10,000	 1048.7	 11.86	
2‐Opt+Swap+FOA	 300	 1034.61	 13.04	
2‐Opt+Swap+Insert+FOA	 100	 985.60	 17.16	

 

 
Fig. 6 Results of different combinations 

4.4 Multi‐compartment vehicle advantages 

This	section	aims	to	disclose	the	advantages	of	the	MCV.	To	do	so,	the	Benchmark	problem	was	
solved	by	two	modes.	The	first	mode	uses	a	SCV	with	the	capacity	of	ܳ,	while	the	second	mode	
adopts	a	two‐compartment	vehicle.	The	capacity	of	the	two	compartments	is	respectively	denot‐
ed	as	ܳଵ	and	ܳଶ.	The	two	vehicles	have	the	same	total	capacity,	 i.e.	ܳ ൌ ܳଵ ൅ ܳଶ.	Besides,	there	
are	two	types	of	products,	denoted	as	1	and	2	respectively,	to	be	delivered	to	the	customer.	Since	
the	two	products	must	be	stored	separately,	a	customer	can	be	accessed	twice	on	different	paths	
to	transport	products	1	and	2.	In	this	case,	the	VRP	is	decomposed	into	two	sub‐problems.	The	
two	sub‐problems	were	solved	separately,	whose	shortest	paths	were	added	up	to	get	the	result	
of	the	first	mode.	The	results	of	the	two	modes	on	the	7	problems	are	shown	in	Table	5.	

It	can	be	seen	from	Table	5	that	the	total	path	length	increases	significantly	when	there	is	on‐
ly	one	compartment.	This	 is	because	a	customer	 is	visited	twice	to	transport	the	two	different	
products.	 The	 repeated	 visits	 increase	 the	 total	 travel	 distance.	 In	 the	 second	mode,	 the	 two‐
compartment	vehicle	can	serve	more	customers	on	each	path	 than	 the	SCV,	 thus	 reducing	 the	
total	 travel	 length.	 The	 advantage	 of	 the	 MCV	 is	 demonstrated	 by	 the	 49.26	%	 shorter	 total	
length	of	the	two‐compartment	vehicle	than	the	SCV	in	Table	5.	
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Table 5 Results of the two modes on the 7 problems 

Problem Number of 
customer 

Total length of vehicle with two 
compartment (A) 

Total length of vehicle with one 
compartment (B) (B-A)/A×100 

vrpnc1 50 551.27 935.32 69.67 
vrpnc2 75 886.24 1319.33 48.87 
vrpnc3 100 870.13 1432.56 64.64 
vrpnc4 150 1130.65 1719.16 52.05 
vrpnc5 199 1440.78 2037.73 41.43 
Vrpnc6 120 1109.42 1573.89 41.87 
Vrpnc7 100 910.73 1279.78 40.52 
Average  985.60 1471.11 49.26 

5. Conclusion 
The vehicle routing problem is a kind of NP-hard optimization problem with great research sig-
nificance and wide application value in the intelligent logistics system. Aiming at the problem of 
vehicle routing optimization with capacity constraints in logistics distribution, a fruit fly optimi-
zation algorithm HFOA based on local search is proposed. 

Local search operations are fundamental to solving combinatorial optimization problems. In 
this paper, three local search methods are combined with the FOA into a hybrid optimization 
algorithm to tackle the MCVRP. The effect of the proposed algorithm was verified with 7 bench-
mark problems. The numerical experiments show that the HFOA algorithm has improved the 
performance for all the problems, especially on largescale ones. The author also proved the ne-
cessity of the combination of local search and the FOA algorithm, and analysed the advantages of 
the MCV.  

The simulation experiments on seven international benchmark problems show that the effec-
tiveness and stability of the proposed algorithm HILS are compared with other algorithms in the 
literature. The overall performance of the algorithm HFOA is better. Of course, the HFOA only 
has a slight lead over the HAC in the total path of the MCVRP. The future research will seek to 
improve the combination of local search operations and the FOA. 
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A B S T R A C T	   A R T I C L E   I N F O	

In	order	to	rationally	coordinate	inconsistent	objectives	in	transport	network	
design,	this	research	newly	develops	a	multi‐objective	network	layout	optimi‐
sation	model	 solved	 by	 an	 improved	 Simulated	 Annealing	 Algorithm	 (SAA).	
Two	 temperature	 control	 variables	 and	 one	 cost	 difference	 control	 variable	
are	 defined	 in	 the	 proposed	 SAA.	 They	 work	 in	 cooperation	 to	 restart	 the	
optimum	 search	 from	 the	 latest	 temporary	 optimal	 solution	 if	 the	 search	 is	
made	excessively	 in	any	searching	direction	as	well	as	expand	the	searching	
area	 for	 the	 globally	 optimal	 network	 layout	 with	 the	 minimum	 operation	
cost.	The	genetic	algorithm	is	embedded	into	the	reversible	SAA	to	iteratively	
provide	a	network	configuration	with	the	minimum	total	time	expense	of	all	
the	 transports	 for	 the	minimisation	of	 the	network	operation	cost.	 It	 is	con‐
firmed	that	the	new	optimisation	model	solved	by	the	reversible	SAA	integrat‐
ing	 the	 genetic	 algorithm	 is	 able	 to	 effectively	 minimise	 both	 the	 total
transport	time	expense	and	the	network	operation	cost	with	searching	for	the	
best	 fits	 between	 these	 two	 basically	 inconsistent	 objectives	 from	 different	
perspectives.	 The	 proposed	 approach	 can	 be	 utilised	 to	 optimise	 configura‐
tions	of	not	only	urban	 transit	 lines	 for	passenger	mobility	organisation	but	
also	logistics	transportation	routes	for	manufacturing	production	management.	
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1. Introduction  

Transport	network	design	has	been	a	focused	research	issue	for	a	long	time	since	the	heuristic	
algorithm	proposed	by	Lampkin	and	Saalmans	 [1].	Valuable	research	achievements	have	been	
made	 from	 the	 perspectives	 of	 transport	 efficiency	 [2,	 3],	 network	 operation	 cost	 [4‐6],	
transport	 service	 coverage	 [4,	 7],	 environment	 protection	 [8],	 etc.	 Many	 studies	 attach	 im‐
portance	to	the	simultaneous	minimisations	of	network	operation	cost	and	total	transport	time	
expenditure	by	optimising	the	layout	of	transport	lines	[9‐11].	However,	because	minimising	the	
operation	cost	of	a	transport	network	is,	on	the	whole,	inconsistent	with	saving	the	time	expense	
of	its	utilisers	the	most	[10],	the	optimal	solutions	are	difficult	to	be	satisfyingly	found	in	consid‐
eration	of	different	interests	of	network	operator(s)	and	utilisers	[10,	12].	In	order	to	solve	this	
problem,	continuous	efforts	have	been	made	on	different	aspects.		

The	most	common	way	to	solve	the	inconsistency	of	different	optimisations	is	transforming	
the	multi‐objective	optimisation	problem	into	a	mixed‐integer	programming	issue	with	a	linear	
integration	of	distinct	objectives.	For	example,	the	weighted	sum	of	the	costs	of	the	operator(s),	
the	users	and	the	unsatisfied	travel	demands	are	minimised	in	the	work	of	Fan	et	al.	[13]	by	op‐
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timising	 the	bus	routes	 for	zonal	demand	aggregation	and	variable	 transit	demands.	From	the	
perspective	of	multimodal	trips,	Cipriani	et	al.	[9]	try	to	optimise	the	configuration	of	a	bus	net‐
work	with	elastic	travel	demands	for	the	minimisation	of	the	linear	combination	of	the	operator	
expense,	the	user	expenditure	and	the	external	cost.	Similarly	taking	into	account	the	interests	
of	the	operator(s),	the	users	and	the	external	environment,	Pternea	et	al.	[8]	develop	an	efficient	
model	linearly	integrating	different	objectives	to	propose	a	sustainable	solution	to	the	transport	
network	design	problem.	In	the	research	of	Chu	[11],	the	weighted	sum	of	the	cost	for	the	opera‐
tions	of	the	bus	lines,	the	generalised	expense	of	all	the	passengers	and	the	penalty	for	the	unsat‐
isfied	travel	demands	are	minimised	by	simultaneously	optimising	the	bus	route	network	layout	
and	the	bus	timetables	for	the	network	operation.		

It	 is	 obvious	 that	 the	weights	 of	 various	objective	 functions	 in	 the	mixed‐integer	program‐
ming	studies	are	difficult	to	be	convincingly	determined	in	a	completely	rational	way.	As	a	result,	
non‐weighted	 strategies	 such	as	 alternating,	hierarchical	 and	phased	optimisation	 approaches	
are	developed	for	the	multi‐objective	network	configuration	optimisation.	For	instance,	in	order	
to	minimise	both	the	total	time	expense	of	passengers	and	the	amount	of	necessary	vehicles	for	
the	operation	of	a	transit	network,	Arbex	and	da	Cunha	[10]	develop	a	new	Genetic	Algorithm	
(GA)	which	 is	 totally	different	 to	 the	conventional	one	[14,	15].	These	two	optimisation	objec‐
tives	 are	 cyclically	 alternated	along	 the	generations	of	 the	 individuals	 in	 the	newly	developed	
GA.	Moreover,	 in	view	of	 the	 interactions	between	 flows	of	buses	and	cars,	a	bi‐level	model	 is	
proposed	by	Yu	et	al.	[16]	to	minimise	not	only	the	average	time	cost	of	travellers	taking	various	
travel	modes	but	also	the	ride	comfort	difference	of	passengers	on	different	bus	routes	in	a	mul‐
ti‐modal	traffic	environment	for	the	optimal	distribution	of	bus	lanes.	From	a	phased	optimising	
viewpoint,	López‐Ramos	et	al.	[6]	develop	a	lexicographic	goal	programming	model	which	inte‐
grates	railway	network	design	phase	and	 train	 frequency	setting	phase	 to	minimise	 the	 travel	
time	of	 the	passengers	 as	well	 as	 the	 costs	 for	 construction	 and	operation	of	 the	 railway	net‐
work.		

Though	effectively	 applied	 in	 some	 cases,	 the	existing	approaches	are	 still	 not	 fully	 able	 to	
satisfactorily	coordinate	the	inconsistent	objectives	in	a	transport	network	layout	optimisation	
work,	 because	of	 various	 interests	 of	 different	 groups	 [17].	 Inspired	by	 the	network	 topology	
optimisation	studies	of	Karsten	et	al.	 [18]	and	Saad	et	al.	 [19]	 in	shipping	and	communication	
fields,	 this	 research	 focuses	 on	 the	 transport	 network	 layout	 optimisation	with	 a	 new	way	 of	
thinking	for	the	optimal	coordination	of	these	two	inconsistent	objectives.	Applicable	to	optimis‐
ing	configurations	of	both	passenger	 transit	 lines	 for	mobility	organisation	and	 logistics	trans‐
portation	routes	 for	manufacturing	production,	a	multi‐objective	transport	network	 layout	op‐
timisation	model	is	newly	developed	in	this	study	and	solved	by	an	improved	Simulated	Anneal‐
ing	Algorithm	(SAA).	The	proposed	SAA	is	able	to	restart	 the	search	 for	the	optimum	network	
layout	with	the	minimum	operation	cost	from	the	latest	temporary	optimum	solution	in	its	itera‐
tive	executions.	Moreover,	the	GA	newly	developed	by	Feng	et	al.	[20]	is	embedded	into	the	re‐
versible	 SAA	 to	 iteratively	 provide	 a	 transport	 network	 configuration	 with	 the	minimal	 total	
time	cost	of	all	the	utilisers	to	be	optimised	for	the	minimisation	of	the	network	operation	cost.		

The	remaining	parts	of	this	paper	are	organised	as	follows.	Section	2	first	develops	the	new	
optimisation	model.	Thereafter,	the	SAA	proposed	in	this	research	is	explained	in	Section	2.	Sec‐
tion	3	makes	computational	experiments	and	discusses	the	results	to	validate	the	newly	devel‐
oped	multi‐objective	optimisation	model	solved	by	the	reversible	SAA.	Finally,	Section	4	makes	
the	conclusions	of	this	study	and	proposes	some	future	research	issues.		

2. Materials and methods 

2.1 Model definition  

The	 stops	 on	 the	 transport	 network	 are,	 in	 this	 research,	 regarded	 as	 the	 points	 of	 transport	
generations	and	attractions	and	have	sufficient	service	capacities.	In	other	words,	the	distance	of	
a	transport	on	the	network	from	the	departure	place	to	the	starting	stop	and	the	distance	from	
the	final	stop	to	the	destination	place	are	beyond	the	considerations	in	this	work.	Moreover,	the	
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spatial	 distribution	 of	 the	 transport	 demands	 is	 unchanged.	 Furthermore,	 if	 a	 stop	 is	 passed	
through	by	 the	operating	vehicles	of	a	 transport	 line,	every	vehicle	operating	on	 this	 line	pro‐
vides	transport	services	at	this	stop.	The	influences	of	the	dwell	time	of	a	vehicle	at	a	stop	and	
the	traffic	conditions	on	the	network	upon	the	transport	time	are	ignored.	That	is,	the	transport	
time	is	mainly	determined	by	the	transport	distance	and	the	average	technical	Operation	Speed	
(OS)	of	vehicles	in	this	research.	In	addition,	there	are	no	limitations	to	the	numbers	of	the	oper‐
ating	vehicles	of	different	types	for	every	transport	line	and	all	the	vehicles	operating	on	a	line	
have	the	same	technical	OS	in	this	study.		

Furthermore,	 a	 transport	 line	 is	 unable	 to	 use	 the	 vehicles	 of	 other	 lines	 to	meet	with	 its	
transport	demands	in	this	work.	A	transport	line	has	all	of	its	operating	vehicles	cyclically	start	
from	one	of	its	terminal	stops	to	the	other	by	passing	through	all	the	intermediate	stops	on	this	
line	and	return	by	following	the	same	route	reversely.	One	way	roads	are	not	considered	here.	In	
other	words,	 every	 two	 neighbouring	 stops	 on	 a	 line	 are	 connected	 bi‐directionally	with	 two	
inter‐stop	transport	links	consisting	of	the	same	successive	road	links	in	opposite	transport	di‐
rections.	It	is	also	assumed	that	the	preparations	of	all	the	vehicles	providing	transport	services	
on	a	transport	line	are	completed	at	one	fixed	terminal	stop	of	this	line.		

It	is	explained	by	Eq.	1	that	one	objective	of	the	optimisation	model	developed	in	this	study	is	
the	minimisation	of	 the	 total	operation	cost	of	all	 the	 transport	 lines	 for	a	certain	 time	period	
(e.g.,	one	day)	when	the	transport	services	are	provided.	As	interpreted	by	Eq.	2,	the	operation	
cost	of	a	 transport	 line	 is	simultaneously	decided	by	multi‐factors.	The	operators	need	to	take	
into	 account	 the	 cost	 for	 operating	 vehicle	maintenance,	 transport	 line	 operation	 and	 backup	
vehicle	maintenance.	As	a	result,	it	is	necessary	for	each	line	to	consider	the	maintenance	cost	of	
each	vehicle	of	every	type	for	operation	or	backup,	the	amounts	of	the	vehicles	of	different	types	
for	various	purposes	and	the	energy	consumption	(i.e.,	usually	fuel	or	electricity	cost)	of	a	vehi‐
cle	of	each	type	for	a	distance	of	the	transport	with	some	technical	OS.	The	maintenance	expense	
and	Energy	Cost	(EC)	intensity	of	one	vehicle	of	a	certain	type	for	some	utilisation	purpose	and	
the	number	of	the	vehicles	for	backup	are	all	relatively	fixed	for	a	transport	line.	The	unit	price	
of	the	EC	for	transport	operation	is	also	stable	in	a	certain	time	period.	Therefore,	determined	by	
the	layout	of	the	transport	network,	both	the	number	of	the	vehicles	operating	on	each	transport	
line	and	the	transport	distance	of	each	operating	vehicle	mainly	decide	the	operation	cost	of	the	
network	for	a	transport	service	time	period.		

݊݅ܯ ܥ ൌ ∑݊݅ܯ ௜௝௜௝ܥ 		 (1)

Symbol	ܥ	represents	the	operation	cost	of	a	 transport	network,	and	ܥ௜௝	indicates	the	operation	
cost	 of	 transport	 line	݆݅	(which	 provides	 the	 circling	 transport	 services	 between	 the	 terminal	
stop	݅	and	the	terminal	stop	݆)	on	the	network.		

௜௝ܥ ൌ ∑ ௜݂௝
௞݊௜௝

௞
௞ ൅ ∑ ܿ௘݃௜௝

௞,௩೔ೕ
௞ ௜௝ܦ

௞݊௜௝
௞ ൅ ∑ ௜݂௝

௞,஻݊௜௝
௞,஻

௞ 		 (2)

The	 ௜݂௝
௞	is	 the	 maintenance	 cost	 of	 one	 operating	 vehicle	 of	 type	݇	for	 line	݆݅,	݊௜௝

௞ 	denotes	 the	
number	of	 the	operating	vehicles	of	 type	݇	for	 line	݆݅,	ܿ௘	stands	 for	 the	unit	price	of	 the	EC	 for	
transport	operation,	ݒ௜௝	indicates	 the	required	technical	OS	of	 the	vehicles	operating	on	 line	݆݅,	

݃௜௝
௞,௩೔ೕ	is	the	EC	per	unit	transport	distance	(i.e.,	EC	intensity)	of	one	operating	vehicle	of	type	݇	at	

the	 technical	 OS	 of	ݒ௜௝	on	 line	݆݅,	ܦ௜௝
௞ 	denotes	 the	 transport	 distance	 of	 an	 operating	 vehicle	 of	

type	݇	on	line	݆݅,	 ௜݂௝
௞,஻represents	the	maintenance	cost	of	one	backup	vehicle	of	type	݇	for	line	݆݅,	

and	݊௜௝
௞,஻	is	the	number	of	the	backup	vehicle(s)	of	type	݇	for	line	݆݅.		

As	explained	by	Eq.	3,	the	transport	distance	of	an	operating	vehicle	on	a	transport	line	is	de‐
termined	by	the	distance	of	one	entire	circle	of	the	transport	on	the	line,	the	complete	circles	of	
the	 transports	 provided	by	 the	 vehicle	 once	 it	 is	 prepared	 for	 its	 operation	 and	 the	 complete	
operation	times	of	the	vehicle	within	the	operation	time	period	of	the	transport	line.	It	is	inter‐
preted	by	Eq.	4	that	the	complete	circles	of	the	transports	made	by	a	vehicle	after	its	preparation	
is	decided	by	its	Energy	Storage	Capacity	(ESC),	EC	intensity,	Energy	Utilisation	Rate	(EUR)	and	
the	distance	of	one	entire	circle	of	the	transport	on	the	line.	If	a	vehicle	is	ready	for	its	operation,	
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it	 is	 able	 to	 complete	 at	 least	 one	 entire	 circle	 of	 the	 transport	 on	 the	 line	where	 it	 provides	
transport	services,	as	explained	by	Eq.	5.		

௜௝ܦ
௞ ൌ ݀௜௝ܿ௜௝

௞ ൤ ௜ܶ௝
ை ൬

ௗ೔ೕ௖೔ೕ
ೖ

௩೔ೕ
൅ ௜௝ݐ

௞,௣൰ൗ ൨		 (3)

In	Eq.	3,		݀௜௝	represents	the	distance	of	one	entire	circle	of	the	transport	on	line	݆݅,	ܿ௜௝
௞ 	is	the	com‐

plete	circles	of	the	transports	provided	on	line	݆݅	by	one	vehicle	of	type	݇	once	it	is	prepared	for	
its	operation,	 ௜ܶ௝

ை	stands	for	the	operation	time	of	line	݆݅,	and	ݐ௜௝
௞,௣	denotes	the	necessary	prepara‐

tion	time	of	one	vehicle	of	type	݇	for	its	operation	on	line	݆݅.		

ܿ௜௝
௞ ൌ ቂ൬ቀܧ௞ ݃௜௝

௞,௩೔ೕൗ ቁ ௜௝ߠ
௞,௩೔ೕ൰ ݀௜௝ൗ ቃ		 (4)

In	Eq.	4,	ܧ௞	is	the	ESC	one	vehicle	of	type	݇,	and	ߠ௜௝
௞,௩೔ೕ	is	the	EUR	of	one	vehicle	of	type	݇	at	the	

technical	OS	of	ݒ௜௝	on	line	݆݅.		

݀௜௝ ൑ ቀܧ௞ ݃௜௝
௞,௩೔ೕൗ ቁ ௜௝ߠ

௞,௩೔ೕ		 (5)

It	 is	 indicated	by	Eq.	6	that	the	time	cost	of	an	entire	transport	is	composed	of	the	time	ex‐
pensed	 in	vehicles	operating	on	different	 lines	and	 the	 time	consumed	 in	waiting	 for	vehicles.	
The	 time	used	 for	 awaiting	a	 vehicle	operating	on	a	 transport	 line	 is	 represented	here	by	 the	
maximum	headway	of	all	the	vehicles	operating	on	this	line.	Eq.	7	explains	the	lower	limit	to	the	
vehicle‐kilometers	provided	by	all	the	vehicles	operating	on	a	line.	Moreover,	the	operating	ve‐
hicles	allocated	to	a	transport	line	should	offer	the	adequate	transport	capacity	for	the	maximum	
accumulated	transport	demand	between	every	two	neighbouring	stops	on	this	line,	as	interpret‐
ed	by	Eq.	8.	In	addition,	the	upper	limit	to	the	time	cost	of	a	transport	is	explained	by	Eq.	9.	The	
other	objective	of	the	optimisation	model	developed	in	this	research	is	the	minimisation	of	the	
total	time	expense	of	all	the	transports,	as	interpreted	by	Eq.	10,	under	the	constraints	explained	
by	Eq.	5	and	Eq.	9.		

ܶ௢ௗ ൌ ∑ ቀܪ௜௝
ெ௔௫ ൅ ൫݀௜௝

௢ௗ ௜௝ൗݒ ൯ቁ௜௝∈்௅೚೏ 		 (6)

In	Eq.	6,	ܶ௢ௗ	represents	the	time	expense	of	a	 transport	 from	stop	݋	to	stop	݀,	ܶܮ௢ௗ	denotes	all	
the	lines	serving	the	transport	from	stop	݋	to	stop	݀,	ܪ௜௝

ெ௔௫	is	the	upper	limit	to	the	headways	of	
all	the	vehicles	operating	on	line	݆݅,	and	݀௜௝

௢ௗ	stands	for	the	distance	of	the	transport	from	stop	݋	
to	stop	݀	on	line	݆݅.		

݀௜௝൫ ௜ܶ௝
ை ௜௝ܪ

ெ௔௫ൗ ൯ ൏ ∑ ௜௝ܦ
௞݊௜௝

௞
௞ 		 (7)

ݔܽܯ ቄݔܽܯ൛∑ ܸ௢ௗߣ௣௤,௎௣
௢ௗ

௢ௗ , ∑ ܸ௢ௗߣ௣௤,஽௢௪௡
௢ௗ

௢ௗ ൟ
௣௤∈௜௝

ቅ ൑ ∑ ܷ௞ܿ௜௝
௞

௞ ൤ ௜ܶ௝
ை ൬

ௗ೔ೕ௖೔ೕ
ೖ

௩೔ೕ
൅ ௜௝ݐ

௞,௣൰ൗ ൨ ݊௜௝
௞ 		 (8)

Symbol	ܸ௢ௗ	denotes	 the	 transport	 demand	 from	 stop	݋	to	 stop	݀,	ݍ݌	represents	 the	 transport	
section	between	stop	݋	and	stop	݀	which	are	neighbouring	to	each	other	on	line	݆݅,	ߣ௣௤,௎௣

௢ௗ 	is	the	
0‐1	 variable	 denoting	 if	 transport	 section	ݍ݌	serves	 the	 transports	 on	 the	 time‐shortest	 path	
from	stop	݋	to	stop	݀	in	the	upward	transport	direction	(i.e.,	by	taking	the	value	of	1)	or	not	(i.e.,	
by	taking	the	value	of	0),	ߣ௣௤,஽௢௪௡

௢ௗ 	is	the	0‐1	variable	representing	if	transport	section	ݍ݌	serves	
the	time‐shortest	transports	from	stop	݋	to	stop	݀	in	the	downward	transport	direction	(i.e.,	by	
taking	the	value	of	1)	or	not	(i.e.,	by	taking	the	value	of	0),	and	ܷ௞	indicates	the	carrying	capacity	
of	one	vehicle	of	type	݇.		

݊݅ܯ ܶ௢ௗ ൑ ܶெ௔௫		 (9)

where	ܶெ௔௫	is	the	maximum	time	cost	of	a	transport	on	the	network.		

ܶ	݊݅ܯ ൌ ݊݅ܯ ∑ ܶ௢ௗ௢ௗ ܸ௢ௗ		 (10)

where	ܶ	denotes	total	transport	time	cost	under	constraints	interpreted	by	Eq.	5	and	Eq.	9.		
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2.2 Algorithm design  

From	the	perspective	of	reducing	the	operation	cost	of	a	transport	network	the	most,	transport	
lines	 providing	 circling	 transport	 services	 are	 built	 on	 the	 shortest	 paths	 between	 every	 two	
neighbouring	stops	and	necessary	vehicles	are	allocated	to	each	line,	given	all	the	sites	of	stops.	
The	vehicle	allocations	need	to	consider	the	carrying	capacity,	OS,	ESC,	EC	intensity,	preparation	
time	before	operation,	etc.	of	each	vehicle,	the	length	of	every	transport	route,	the	accumulated	
transport	demands	between	neighbouring	stops,	etc.	However,	the	transport	efficiency	in	such	a	
case	will	be	very	low	due	to	the	frequent	transfers	between	every	two	neighbouring	stops.	On	
the	contrary,	if	there	is	always	at	least	one	transport	route	completely	coinciding	with	the	short‐
est	path	between	any	pair	of	all	the	stops	and	adequate	vehicles	operating	on	each	route	do	not	
stop	at	the	intermediate	stops	they	passed	through,	the	total	time	cost	of	all	the	transports	will	
be	minimised.	Nevertheless,	the	operation	cost	of	the	network	at	this	time	will	be	extremely	high	
because	too	many	vehicles	are	needed.		

It	 is	 impossible	to	construct	transport	networks	 in	either	of	 these	two	extreme	ways	to	de‐
crease	the	network	operation	cost	or	increase	the	transport	efficiency.	However,	the	main	objec‐
tive	of	the	network	design	in	one	of	the	extreme	cases	can	be	actually	transformed	into	endeav‐
oring	to	make	different	lines	have	no	common	transport	sections	but	connected	with	each	other	
through	some	stops,	as	shown	in	Fig.	1.	At	the	same	time,	from	the	perspective	of	minimising	the	
network	operation	cost,	the	accumulated	transport	demands	in	different	transport	sections	be‐
tween	neighbouring	stops	of	a	 line	need	to	be	similar	to	each	other	 for	avoiding	the	transport	
capacity	wastes	in	the	transport	sections	with	relatively	few	accumulations	of	the	transports.	In	
contrast,	the	objective	of	building	the	network	in	another	extreme	case	can	be	changed	in	reality	
into	reducing	the	time	expenses	of	transports	as	much	as	possible	in	not	only	riding	vehicles	but	
also	transfers	between	transport	lines	by	optimising	the	layout	of	the	lines	for	the	minimal	total	
time	expenditure	of	all	the	transports.	The	network	built	at	this	time	may	be	illustrated	by	Fig.	2.	
The	 common	 transport	 sections	 are	 indispensable	 in	 such	 a	 case.	 For	 instance,	 the	 transport	
section	between	D	and	F	is	commonly	used	by	the	line	between	A	and	F,	the	line	between	B	and	
H,	and	the	line	between	C	and	G,	as	shown	in	Fig.	2.		

	

 
Fig.	1	Example	of	network	layout	for	relatively	low	operation	cost		

	

 
Fig.	2	Example	of	network	layout	for	less	transport	time	expense		

	
With	these	two	revised	objectives,	a	new	SAA	explained	in	Fig.	3	is	designed	to	solve	the	new‐

ly	developed	multi‐objective	optimisation	model	by	iteratively	searching	for	the	proper	network	
configuration	satisfying	both	of	 the	objectives	 the	most	 from	different	viewpoints.	Besides	 the	
total	time	cost	of	all	the	transports,	the	expense	of	the	operating	vehicles	on	their	transport	ser‐
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vices	is	also	analysed	in	this	work.	The	initial	network	layout	can	be	obtained	on	the	basis	of	the	
Greedy	algorithm	[21]	or	by	taking	an	existing	transport	network	layout	directly.	Totally	differ‐
ent	to	the	ordinary	SAA	[22],	the	new	SAA	proposed	in	this	research	defines	double	temperature	
control	 variables	 (i.e.,	 the	 iteration	 temperature	 control	 variable	 and	 the	 search	 temperature	
control	variable).	The	iteration	temperature	control	variable	monitors	the	reduction	of	the	op‐
timum	network	operation	cost	with	the	iterative	computations	in	the	proposed	SAA	and,	at	the	
same	time,	judges	whether	the	iterative	calculations	should	stop	or	not.	The	search	temperature	
control	variable	 takes	effect	on	 the	probability	of	adopting	an	obtained	network	configuration	
with	 a	 relatively	 high	 operation	 cost	 as	 the	 studied	 network	 layout	 in	 the	 iterative	 execution	
process	of	the	SAA	to	explore	the	optimum	solution	in	various	searching	directions.	

Moreover,	the	cost	difference	control	variable	is	also	defined	to	decide	the	upper	limit	to	the	
increase	of	the	operation	cost	of	the	studied	network	layout	 in	the	executions	of	the	proposed	
SAA	 from	 that	 of	 the	 latest	 temporally	 optimal	 network	 configuration	 obtained	 in	 a	 previous	
iteration	of	the	SAA.	If	the	increase	of	the	network	operation	cost	is	no	less	than	the	upper	limit,	
the	search	for	the	optimum	network	layout	will	return	to	the	latest	temporally	optimal	solution,	
from	which,	a	new	search	starts.	Meanwhile,	in	view	of	the	relatively	strong	global	optimisation	
ability	[14,	15],	the	GA	proposed	by	Feng	et	al.	[20]	is	embedded	into	the	reversible	SAA	to	itera‐
tively	determine	a	network	configuration	with	the	minimum	total	time	expense	of	all	the	trans‐
ports	to	be	optimised	for	the	minimal	operation	cost.	 In	this	way,	the	minimisation	of	the	net‐
work	 operation	 cost	 and	 the	maximisation	 of	 the	 transport	 efficiency	 have	 the	 hierarchically	
alternating	coordination	to	seek	their	optimal	conjunction	points.		

		
	

	
Fig.	3	Optimisation	procedure	of	the	proposed	SAA		
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In	the	optimisation	procedure	of	the	proposed	SAA,	ܰ݁ݐை௕	and	ܰ݁ݐௌ௧	represent	the	obtained	
network	 layout	 and	 the	 studied	 network	 layout,	 respectively.	்ܰ݁ݐ௣஼	is	 the	 latest	 temporally	
optimal	 network	 layout.	ܰ݁ݐி஼	denotes	 the	 final	 network	 layout	with	 the	 least	 total	 transport	
time	in	comparison	under	the	constraint	of	the	upper	limit	to	the	network	operation	cost.	ܰ݁ݐி்	
is	the	final	network	layout	with	relatively	the	minimum	total	operation	cost	of	all	the	transport	
lines	on	the	premise	of	the	acceptably	low	total	time	expense	of	all	the	transports.	ܥ௖	and	ܥெ	are	
defined	as	 the	operation	costs	of	ܰ݁ݐை௕	and	்ܰ݁ݐ௣஼,	 respectively.	ܥ஺	is	 the	 cost	difference	con‐
trol	 variable	 limiting	 the	maximum	 value	 of	ሺܥ௖ െ 	are	ி்ܥ	and	ி஼ܥ	.ெሻܥ the	 operation	 costs	 of	
	,ி்ݐ݁ܰ	and	ி஼ݐ݁ܰ respectively.	ܥ଴	is	 a	 very	 big	 positive	 number	 predetermined	 as	 the	 original	
value	of	ܥெ,	ܥி஼	and	ܥி்.	ܥ௔	represents	the	acceptable	maximum	network	operation	cost	deter‐
mined	according	to	transport	capacities	of	all	operating	vehicles.		

Furthermore,	 ிܶ஼	and	 ி்ܶ	denote	 the	 total	 time	 costs	 of	 all	 the	 transports	 on	ܰ݁ݐி஼	and	
	.respectively	ி்,ݐ݁ܰ ଴ܶ	is	another	very	big	positive	number	predetermined	as	the	original	value	
of	 both	 ிܶ஼	and	 ி்ܶ.	 ௔ܶ	indicates	 the	 acceptable	maximum	 total	 transport	 time.	ܶ݁݉݌௖	denotes	
the	 iteration	 temperature	control	variable	whose	original	value	 is	ܶ݁݉݌଴

௖.	ܶ݁݉݌௣	is	 the	search	
temperature	control	variable	whose	original	value	 is	also	ܶ݁݉݌଴

௣.	ܶ݁݉݌௦௖	represents	 the	preset	
value	of	ܶ݁݉݌௖	for	stopping	the	iterative	executions	of	the	algorithm.	ܶ݁݉݌ெ

௣ 	denotes	the	specif‐
ic	value	of	ܶ݁݉݌௣	at	which	்ܰ݁ݐ௣஼	is	obtained.	The	values	of	ߙ ∈ ሺ0,1ሻ	and	ߚ ∈ ሺ0,1ሻ	are	prede‐
termined	to	control	the	decreasing	speeds	of	ܶ݁݉݌௖	and	ܶ݁݉݌௣,	respectively.	 ௖ܲ 	represents	the	
probability	 of	 adopting	ܰ݁ݐை௕	as	ܰ݁ݐௌ௧	when	 the	 operation	 cost	 of	ܰ݁ݐை௕	is	more	 than	 that	 of	
	.௣஼்ݐ݁ܰ ௘ܶ௫௘௧	is	 the	 time	spent	on	 the	 iterative	executions	of	 the	proposed	SAA,	and	 ௦ܶ௧௢௣	indi‐
cates	the	upper	limit	to	the	accumulated	time	for	executing	the	reversible	SAA	designed	in	this	
research.	The	detailed	steps	of	the	optimisation	process	of	the	proposed	SAA	are	as	follows:		

Step	1:	 Have	 ௘ܶ௫௘௧ ൌ ெܥ	,0 ൌ ଴ܥ ி஼ܥ	, ൌ ଴ܥ ி்ܥ	, ൌ ଴ܥ ,	 ிܶ஼ ൌ ଴ܶ ,	 ி்ܶ ൌ ଴ܶ ௖݌݉݁ܶ	, ൌ ଴݌݉݁ܶ
௖ 	and	

௣݌݉݁ܶ ൌ ଴݌݉݁ܶ
௣,	and	initialise	ܰ݁ݐை௕.		

Step	2:	 Assign	 all	 the	 transport	 demands	 to	 each	 of	 their	 time‐shortest	 transport	 routes	 on	
	stop	one	from	routes	transport	time‐shortest	more	or	two	If	6.	Eq.	to	according	ை௕,ݐ݁ܰ
to	another	are	found,	the	corresponding	transport	demand	is	equally	split	to	each	of	the	
shortest	routes.		

Step	3:	 Allocate	necessary	vehicles	to	each	transport	line	on	ܰ݁ݐை௕	to	satisfy	not	only	Eq.	7	but	
also	Eq.	8.	Compute	 the	 total	 time	cost	of	all	 the	 transport	demands	on	ܰ݁ݐை௕	(i.e.,	ܶ)	
and	ܥ௖.		

Step	4:	 If	 ௖ܥ ൏ ெܥ ,	 have	ܥெ ൌ ௖ܥ ௖݌݉݁ܶ	, ൌ ௖݌݉݁ܶ ൈ ߙ ௣݌݉݁ܶ	, ൌ ௣݌݉݁ܶ ൈ ߚ 	and	ܶ݁݉݌ெ
௣ ൌ

		.௣஼்ݐ݁ܰ	also	but	ௌ௧ݐ݁ܰ	only	not	as	ை௕ݐ݁ܰ	adopt	and	௣,݌݉݁ܶ
	 	 If	 ெܥ ൑ ௖ܥ ൏ ሺܥெ ൅ ஺ሻܥ ,	 keep	 ௖݌݉݁ܶ ,	 ௣஼்ݐ݁ܰ ,	 ெ݌݉݁ܶ

௣ 	and	 ெܥ 	unchanged,	 have	
௣݌݉݁ܶ ൌ ௣݌݉݁ܶ ൈ 	not	or	whether	decide	and	,ߚ to	 take	ܰ݁ݐை௕	as	ܰ݁ݐௌ௧,	according	 to	
௖ܲ	calculated	by	Eq.	11.		

௖ܲ ൌ ெܥሺሺ݌ݔ݁ െ ௖ሻܥ ⁄௣݌݉݁ܶ ሻ ൈ 100 %		 (11)

	 	 If	ሺܥெ ൅ ஺ሻܥ ൑ ௌ௧ݐ݁ܰ	have	௖,ܥ ൌ ௣݌݉݁ܶ	and	௣஼்ݐ݁ܰ ൌ ெ݌݉݁ܶ
௣ .		

Step	5:	 If	ܶ݁݉݌௖ ൐ ௖ܥ	,௦௖݌݉݁ܶ ൑ ܶ	and	௔ܥ ൏ ிܶ஼,	accept	ܰ݁ݐை௕	as	ܰ݁ݐி஼,	and	have	ܥி஼ ൌ 	and	௖ܥ
ிܶ஼ ൌ ܶ.		

	 	 If	ܶ݁݉݌௖ ൐ ܶ	,௦௖݌݉݁ܶ ൑ ௔ܶ	and	ܥ௖ ൏ ி்ܥ	have	and	ி்,ݐ݁ܰ	as	ை௕ݐ݁ܰ	accept	ி்,ܥ ൌ 	and	௖ܥ
ி்ܶ ൌ ܶ.		

Step	6:	 If	ܶ݁݉݌௖ ൑ 	or	௦௖݌݉݁ܶ ௘ܶ௫௘௧ ൒ ௦ܶ௧௢௣,	 stop	 the	 executions	 of	 this	 algorithm,	 and	 output	
	,ி஼ܥ	,ி஼ݐ݁ܰ ிܶ஼,	ܰ݁ݐி்,	ܥி்	and	 ி்ܶ.		

Step	7:	 Identify	each	common	transport	section	on	ܰ݁ݐௌ௧	for	every	aggregation	of	the	transport	
lines	with	two	common	sets	of	the	successive	inter‐stop	road	links	in	reverse	transport	
directions.	 The	 identifications	 follow	 the	 decreasing	 order	 of	 the	 quantities	 of	 the	
transport	lines	aggregated	by	each	of	the	common	transport	sections.	Moreover,	every	
two	of	the	identified	common	transport	sections	have	not	any	same	part.		
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Step	8:	 Build	 transport	 lines	 based	 on	 each	 of	 the	 identified	 common	 transport	 sections	 on	
		.(ேௌݐ݁ܰ	,.i.e)	layout	network	new	a	obtain	to	ௌ௧ݐ݁ܰ

Step	9:	 Apply	the	GA	to	update	the	layout	of	the	lines	on	ܰ݁ݐேௌ	for	the	minimisation	of	the	total	
transport	time	expenditure	on	satisfying	all	the	transport	demands,	as	explained	by	Eq.	
10,	under	the	constraints	interpreted	by	both	Eq.	5	and	Eq.	9.		

Step	10:	 Delete	each	line	coinciding	completely	with	(a	part	of)	another	one	to	simplify	the	up‐
dated	ܰ݁ݐேௌ.	Take	ܰ݁ݐேௌ	as	ܰ݁ݐை௕,	and	return	to	Step	2.		

In	the	applied	GA,	the	scale	of	the	population	is	fixed	and	the	chromosome	amount	of	an	indi‐
vidual	is	unchanged.	Each	individual	(i.e.,	the	transport	network	layout)	is	initialised	with	all	the	
chromosomes	(i.e.,	the	transport	lines)	which	are	sequenced	in	the	same	order	in	different	indi‐
viduals.	Every	chromosome	sequences	its	genes	(i.e.,	 the	stops),	according	to	the	order	of	each	
stop	on	a	transport	line.	Each	gene	can	be	found	in	at	least	one	chromosome	of	every	individual.	
Mutation	is	implemented	to	a	certain	ratio	(e.g.,	Q	%)	of	all	the	individuals.	After	mutating	every	
randomly	 chosen	 chromosome	 of	 each	 individual	 belonging	 to	 the	 Q	%	 of	 the	 population	 by	
probabilistically	 changing	 the	 configuration	of	 the	 transport	network	on	different	 aspects,	 the	
transport	demands	between	each	pair	of	the	stops	are	assigned	on	every	network	layout	to	the	
time‐shortest	transport	paths,	according	to	Eq.	6.	 If	 there	are	two	or	more	time‐shortest	paths	
from	one	stop	to	another,	the	corresponding	transport	demand	is	split	equally	to	each	of	them.	
(100.00	%	–	Q	%)	of	all	the	individuals	with	relatively	small	ܶ	are	reserved	in	selection.	The	rest	
individuals	(i.e.,	Q	%	of	the	population)	are	randomly	paired	to	carry	out	the	crossovers	swap‐
ping	 probabilistically	 chromosomes	 at	 the	 same	 positions.	 Thereafter,	 the	mutation	 is	 imple‐
mented	 again.	 Such	 iterative	 executions	 of	 the	 GA	 do	 not	 stop	 until	 a	 network	 configuration	
which	is	able	to	satisfy	all	the	transport	demands	with	the	minimal	ܶ	is	obtained	for	the	network	
operation	cost	minimisation	in	the	proposed	SAA.		

3. Results and discussion  

Fig.	2	provides	the	road	network,	illustrates	the	stops	(i.e.,	A,	B,	C,	D,	E,	F,	G	and	H)	and	presents	
the	initial	layout	of	the	transport	network.	The	transport	distances	between	neighbouring	stops	
are	explained	in	Table	1.	The	initial	network	layout	consists	of	the	lines	with	transports	between	
each	pair	of	A,	B,	D,	E	and	F,	every	two	of	B,	D,	E,	F	and	H,	and	all	the	pairs	of	C,	D,	E,	F	and	G,	re‐
spectively.	Two	computational	experiments	are	made	for	the	symmetrical	and	non‐symmetrical	
distributions	of	the	same	total	transport	demand,	which	are	correspondingly	explained	in	Table	
2	and	Table	3.	In	order	to	simply	the	experimental	computations,	all	the	transport	lines	are	sup‐
posed	 to	 have	 the	 same	 operation	 time	 period	 and	 use	 the	 same	 electric	 operating	 vehicles	
whose	carrying	capacity,	ESC,	EC	intensity,	EUR,	preparation	time	before	operation,	etc.	are	de‐
termined	in	advance.	Moreover,	vehicles	operating	on	different	 lines	are	supposed	to	have	not	
only	 the	 same	 headway	 but	 also	 the	 same	 technical	 OS.	 Furthermore,	 it	 is	 also	 assumed	 that	
there	is	no	upper	limit	to	the	time	expense	of	a	transport	in	the	computational	experiments.	Val‐
ues	of	some	key	parameters	and	variables	are	shown	in	Table	4	 for	the	computational	experi‐
ments.	If	ሺܥ௖ െ ‐exe	current	in	஺ܥ	,negative	is	SAA	proposed	the	executing	of	iteration	last	in	ெሻܥ
cution	of	the	SAA	has	a	very	big	positive	value.	If	ሺܥ௖ െ 	current	also	but	and	last	only	not	in	ெሻܥ
execution	 of	 the	 proposed	 SAA	 is	 positive	 or	 zero,	ܥ஺	in	 current	 iteration	 of	 executing	 the	 re‐
versible	SAA	takes	ߣሺܥ௖ െ 		.here	1/3	is	ߣ	of	value	The	SAA.	the	of	execution	iterative	last	of	ெሻܥ
	

Table	1	Transport	distances	between	neighbouring	stops		
Stop	 A	 B	 C D E F G	 H
A	 ‐	 10.00	 ‐ ‐ ‐ ‐ ‐	 ‐
B	 10.00	 ‐	 ‐ 8.00 ‐ ‐ ‐	 ‐
C	 ‐	 ‐	 ‐ 15.00 ‐ ‐ ‐	 ‐
D	 ‐	 8.00	 15.00 ‐ 6.00 ‐ ‐	 ‐
E	 ‐	 ‐	 ‐ 6.00 ‐ 9.00 ‐	 ‐
F	 ‐	 ‐	 ‐ ‐ 9.00 ‐ 11.00	 13.00
G	 ‐	 ‐	 ‐ ‐ ‐ 11.00 ‐	 ‐
H	 ‐	 ‐	 ‐ ‐ ‐ 13.00 ‐	 ‐
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Table	2	Symmetrical	transport	demand	matrix		
Stop	 A B	 C D E F G H	 Sum	by	Origin
A	 0 400	 700 200 300 450 220 390	 2660
B	 400	 0	 360 410 260 500 480 320	 2730
C	 700	 360	 0 240 630 280 420 290	 2920
D	 200	 410	 240 0 390 430 230 310	 2210
E	 300	 260	 630 390 0 330 270 440	 2620
F	 450	 500	 280 430 330 0 420 370	 2780
G	 220	 480	 420 230 270 420 0 550	 2590
H	 390	 320	 290 310 440 370 550 0	 2670

Sum	by	Destination	 2660	 2730	 2920 2210 2620 2780 2590 2670	 21180
	

Table	3	Non‐symmetrical	transport	demand	matrix		
Stop	 A B	 C D E F G H	 Sum	by	Origin
A	 0 473	 705 222 340 522 240 404	 2906
B	 317	 0	 390 482 278 552 547 336	 2902
C	 695	 330	 0 250 692 286 426 325	 3004
D	 178	 338	 230 0 447 454 244 349	 2240
E	 260	 242	 568 333 0 381 278 514	 2576
F	 378	 448	 274 416 279 0 496 398	 2689
G	 200	 413	 414 216 262 344 0 654	 2503
H	 376	 304	 255 271 366 342 446 0	 2360

Sum	by	Destination	 2404	 2548	 2836 2190 2664 2881 2677 2980	 21180
	

Table	4	Values	of	parameters	and	variables		
Parameters	and	Variables	 Values		

Carrying	Capacity	 40	passengers	per	vehicle		
Technical	OS		 30.00	kilometers	per	hour		
EC	Intensity		 1.00%	of	ESC	per	kilometer		

EUR		 90.00%	of	ESC		
Preparation	Time		 2.50	hours		

Upper	Limit	to	Headways		 0.50	hours		
Transport	Line	Operation	Time	 10.00	hours		

	ߙ 0.97		
	ߚ 0.94		
	஺ܥ  	or	1/3	of	last	ሺܥ௖ െ 		ெሻܥ

	
As	to	the	symmetrical	transport	demands	explained	in	Table	2,	it	is	shown	in	Fig.	4	that	the	

decreasing	trends	of	both	the	iteration	temperature	(i.e.,	ܶ݁݉݌௖)	and	the	optimum	network	op‐
eration	cost	(i.e.,	ܥெ)	with	the	iterative	executions	of	the	proposed	SAA	are	completely	the	same	
with	 each	 other.	When	 the	 iteration	 temperature	 keeps	 invariant,	 the	 decrease	 of	 the	 search	
temperature	(i.e.,	ܶ݁݉݌௣)	and	the	corresponding	increase	of	the	studied	network	operation	cost	
(i.e.,	ܥ௖)	are	 reversible	 in	different	optimisation	 searching	directions	within	a	 certain	 limit	de‐
termined	by	the	cost	difference	control	variable.	Moreover,	as	shown	in	Fig.	5	and	Fig.	6,	with	the	
overall	 decrease	 of	ܥ௖,	 the	 total	 time	 expense	 of	 all	 the	 transports	 (i.e.,	ܶ)	 generally	 keeps	 in‐
creasing,	and	a	decrease	of	ܶ	is	usually	accompanied	by	a	corresponding	increase	of	ܥ௖,	because	
of	their	inconsistency.	On	the	premise	that	the	network	operation	cost	(i.e.,	ܥி஼)	is	no	more	than	
the	acceptable	maximum	value	(i.e.,	ܥ௔),	the	network	layout	(i.e.,	ܰ݁ݐி஼)	with	the	least	total	time	
expense	(i.e.,	 ிܶ஼)	 is	 indicated	to	be	one	solution	for	the	symmetrical	transport	demands,	as	il‐
lustrated	in	Fig.	6.	In	contrast,	under	the	constraint	of	the	upper	limit	(i.e.,	 ௔ܶ)	to	the	total	time	
expense	(i.e.,	 ி்ܶ),	another	solution	is	the	network	configuration	(i.e.,	ܰ݁ݐி்)	with	the	least	op‐
eration	cost	(i.e.,	ܥி்).	It	is	also	clarified	in	Fig.	6	that,	only	at	the	beginning	of	executing	the	pro‐
posed	SAA,	reducing	ܥ௖	and	saving	ܶ	are	consistent	with	each	other.	Represented	by	ܰ݁ݐ஼	in	Fig.	
6,	the	network	layout	with	both	ܥ௖	and	ܶ	minimised	at	such	time	can	be	specified	by	the	execu‐
tive	iterations	of	the	proposed	SAA	as	the	solution	for	the	consistent	minimisations	of	ܥ௖	and	ܶ,	if	
	or/and	௔ܥ	than	more	no	correspondingly	is/are	஼ݐ݁ܰ	of	ܶ	or/and	௖ܥ ௔ܶ.	
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Fig.	4	Changes	of	,ܯܥ	,ܿܥ	݌݉݁ܶ

ܿ	and	ܶ݁݉݌݌	for	the	symmetrical	transport	demands	
	

 
Fig.	5	Changes	of	ܿܥ	and	ܶ	for	the	symmetrical	transport	demands		

	

 
Fig.	6	Examples	of	the	solutions	for	the	symmetrical	transport	demands		

	
In	 terms	of	 the	non‐symmetrical	 transport	demand	distribution	 interpreted	 in	Table	3,	 the	

changes	 of	ܥெ,	ܥ௖,	ܶ݁݉݌௖,	ܶ݁݉݌௣	and	ܶ	with	 the	 iterative	 executions	 of	 the	 reversible	 SAA	 are	
completely	similar	to	their	variations	for	the	symmetrical	demands,	as	explained	in	Fig.	7,	Fig.	8	
and	Fig.	9.	Due	to	the	relative	complexity	of	minimising	both	ܥ௖	and	ܶ	for	the	non‐symmetrical	
demands,	ܥெ	and	ܶ݁݉݌௣	decrease	slower	in	comparison	to	their	decreases	with	the	iterations	of	
executing	the	proposed	SAA	for	the	symmetrical	demands.	 It	 is	apparent	 that	both	minimising	
the	operation	cost	of	all	 the	 transport	 lines	and	maximising	 the	efficiency	of	all	 the	 transports	
can	still	be	effectively	achieved	in	coordination	from	different	viewpoints.		
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Fig.	7	Changes	of	ܯܥ,	Cc,	ܶ݁݉݌

ܿ	and	ܶ݁݉݌݌	for	the	non‐symmetrical	transport	demands		
	

 
Fig.	8	Changes	of	ܿܥ	and	ܶ	for	the	non‐symmetrical	transport	demands		

 

	
Fig.	9	Possible	solution	for	the	non‐symmetrical	transport	demands		

4. Conclusion  

This	 research	 develops	 a	 new	 multi‐objective	 transport	 network	 layout	 optimisation	 model	
solved	by	a	newly	proposed	reversible	SAA	with	the	GA	embedded.	The	area	of	searching	for	the	
optimum	 solution	 in	 iteratively	 executing	 the	 proposed	 SAA	 is	 rationally	 expanded	by	double	
temperature	control	variables.	Moreover,	the	cost	difference	control	variable	makes	the	network	



Feng, Ruan, Zhu, Zhang 
 

layout optimisation able to restart from the latest temporally optimal solution by stopping an 
excessive search in any searching direction to avoid getting trapped in a local optimum. These 
three control variables work together to improve the capacity of the new SAA for the search of 
the globally optimal solution. The GA integrated into the reversible SAA iteratively decides a 
basic transport network configuration with the minimum total transport time to be optimised 
for the minimisation of the network operation cost. It is confirmed that the proposed model 
solved by the reversible SAA with the GA embedded is able to effectively optimise the layout of a 
passenger transit network or configurations of logistics transportation routes for both improv-
ing the transport efficiency and reducing the operation cost with the best fits between them.  

In future research, the newly developed optimisation model solved by the proposed SAA 
ought to have more values of its different parameters and variables tested for different networks 
with various topologies to further validate the achievements of this study. Moreover, the dynam-
ic designs of the transport services should be made in consideration of real-time traffic condi-
tion, changeable transport demand distribution, sharing vehicles between different transport 
lines, vehicle maintenance, etc. in future work. Furthermore, instead of controlling the minimisa-
tion of the network operation cost, the best fits between the maximisation of the transport effi-
ciency and the minimisation of the network operation cost might also be achieved coordinately 
by controlling the search for the optimum total time expense of all the transports. This is worthy 
of further analyses in detail. In addition, as proposed by Kılıç and Gök [17] and Cheng et al. [23], 
respectively, both rationally initializing the configuration of a transport network with a relative-
ly high efficiency and hierarchically optimising the network layout from environmental protec-
tion perspective are another two important tasks in the future.  
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A B S T R A C T	   A R T I C L E   I N F O	

The	aim	of	 this	work	was	 to	 identify,	which	of	 the	known	ionic	 liquids	used	
within	the	technical	area,	primarily	as	a	lubricant,	would	also	be	appropriate	
for	use	as	a	hydraulic	 fluid.	 In	 this	context,	 their	suitability	has	been	proved	
based	on	experimental	research	with	respect	to	the	appropriate	physical	and	
chemical	 properties	 as	 required	 for	 mineral	 based	 hydraulic	 fluid.	 Primary	
aim	of	the	research	was	to	determine	the	ability	of	ILs	to	protect	against	cor‐
rosion,	which	is	one	of	the	important	factors	in	choosing	an	ionic	liquid.	The	
results	show	that,	despite	excellent	 lubricating	properties,	certain	ILs	fail	on	
this	corrosion	test.	Except	the	corrosion	protection	performance	of	the	basic	
hydraulic	 components	 parts,	 e.g.	 hydraulic	 pumps	 and	 valves,	 in	 the	 fore‐
ground	was	their	compatibility	with	other	materials	used	within	other	parts	
of	hydraulic	system,	e.g.	coating	of	the	hydraulic	tank	and	the	filter	material.
For	this	purpose	standard	tests	methods	for	mineral	based	hydraulic	oils	have	
been	 used,	 supplemented	 with	 non‐standard	 tests,	 carried	 out	 at	 the	 same	
conditions	as	they	occur	during	the	operation	of	the	hydraulic	system.	
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1. Introduction 

Mineral	based	hydraulic	oil	is	nowadays	still	the	most	widely	used	type	of	hydraulic	fluid,	with	
all	its	advantages	and	disadvantages	in	regard	to	its	specific	field	of	application.	There	is	no	ideal	
solution,	so	we	are	tending	to	attain	them	as	closely	as	possible,	always	searching	for	new	op‐
tions	resp.	alternatives.	One	of	the	alternative	hydraulic	fluids	is	water	(pure	water),	which	is	in	
fact	environmentally	acceptable,	low‐cost,	non‐flammable	fluid	with	low	isothermal	compressi‐
bility.	But	due	to	the	other	major	disadvantages,	such	as	poor	lubrication	properties,	low	viscosi‐
ty,	 tendency	 to	corrosion,	 the	consequent	problems	need	 to	be	solved	by	using	specific	 (more	
expensive)	materials	and	manufacturing	processes	or	including	special	coatings.	And	at	the	end,	
it	can	only	be	used	under	limited	operating	conditions	[1‐3].	All	these	drawbacks	limit	the	over‐
all	 use	 of	water	 as	 a	 hydraulic	 fluid,	 preventing	 a	 direct	 replacement	 of	mineral	 hydraulic	 oil	
with	water.	

The	newer,	very	promising	option	to	a	future	alternative	to	today’s	commonly	used	hydraulic	
fluids	represents	 ionic	 liquids	(ILs).	Based	on	their	unconventional	properties,	 ionic	 liquids	al‐
low	 fundamentally	 new	 approaches	 to	 technical	 challenges.	 They	 have	 the	 potential	 to	 open	
doors	to	radical	innovations	[4].	

Ionic	liquids	were	first	reported	as	very	promising	high‐performance	lubricants	in	2001	and	
have	 attracted	 considerable	 attention	within	 the	 field	 of	 tribology	 since	 then	 because	 of	 their	

http://apem-journal.org/Archives/2018/VOL13-ISSUE04.html
http://apem-journal.org/
http://apem-journal.org/
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remarkable	 lubrication	and	anti‐wear	capabilities	as	compared	with	 lubrication	oils	 in	general	
use.	Ionic	liquids	have	many	of	good	features	as	described	in	different	literature.	Therefore	they	
should	be	the	ideal	candidates	for	new	lubricants,	suitable	for	use	under	harsh	conditions,	where	
conventional	oils	and	greases	or	solid	lubricants	fail	[5‐8].	

A	large	number	of	studies	have	already	been	carried	out	in	this	area	so	far	but	only	a	few	with	
ionic	liquids	suitable	for	use	within	hydraulic	systems.	Despite	their	excellent	individual	proper‐
ties,	it	is	very	difficult	to	find	an	ionic	liquid	that	would	combine	the	majority	of	good	character‐
istics,	essential	for	use	as	a	hydraulic	fluid	[9‐11].	

Besides	the	low	isothermal	compressibility,	as	an	excellent	property	of	the	most	ionic	liquids	
[12],	 its	good	 lubricating	property	 is	among	the	next	more	 important	conditions	 for	the	use	of	
ionic	 liquids	as	a	hydraulic	 fluid.	Their	 lubricating	properties	need	 to	be	better	or	at	 least	 the	
same	as	of	conventional	hydraulic	mineral	based	oil.	This	problematic	has	so	far	been	quite	well	
studied	by	a	number	of	authors	(e.g.	[13‐19])	and	is	not	in	the	forefront	of	this	paper.	However,	
good	 lubricating	properties	 serve	 for	 the	pre‐selection	of	 appropriate	 ionic	 liquids	 for	 further	
testing	[19].	

In	addition	to	good	lubricating	properties,	the	ionic	liquids	as	an	appropriate	medium	for	the	
use	in	the	high‐pressure	hydraulic	system	must	also	have	other	good	properties.	For	wide	com‐
mercial	 use	 they	 need	 to	 meet	 numerous	 special	 requirements,	 e.g.	 harmlessness	 to	 human	
health,	 good	 thermal	 and	 chemical	 stability,	 low	 corrosion	 impact	on	 the	metallic	parts	of	hy‐
draulic	 components,	 and	 be	 compatible	with	 various	materials	 used	within	 hydraulic	 compo‐
nents	and	system,	such	as	seals,	coating	protection,	and	the	filter	material.	The	latter	properties	
we	will	focus	on	in	the	next	sections.	

2. Materials and methods 

Good	 corrosion	 protection	 is	 in	 addition	 to	 the	 good	 lubrication	 properties	 the	 next	 very	 im‐
portant	feature	of	a	hydraulic	fluid.	Due	to	the	fact	that	the	ionic	liquids	are	actually	salts,	can	be	
expected	that	the	corrosion	protection	capacity	would	be	one	of	the	parameters,	the	most	diffi‐
cult	to	approach	the	properties	of	the	conventional	hydraulic	 liquids,	particularly,	the	mineral‐
based	 oils.	 That	 was	 confirmed	 in	 laboratory	 test,	 particularly,	 in	 corrosion	 test	 in	 a	 humid	
chamber,	where	most	of	tested	ionic	liquids	proved	to	be	considerably	worse	than	the	mineral	
hydraulic	oil.	

Compared	 to	 the	other	 corrosion	 test,	 e.g.	 by	using	 the	 rotating	 cage	 (e.g.	 [20]),	 the	 test	 in	
humid	chamber	is	very	rigorous	and	very	useful	test	for	a	rapid	assessment	the	corrosion	pro‐
tection	 of	 a	 different	 hydraulic	 fluids.	 Because	 of	 very	 tightened‐up	 conditions,	 the	 time	 until	
occurrence	of	corrosion	 it	 is	very	short.	Besides	humid	chamber	test,	 the	corrosion	protection	
capacity	was	determined	by	the	standard	method	of	determination	of	corrosiveness	 to	copper	
and	practical	method	of	determination	of	corrosion	in	the	open	air.	Corrosion	tests	were	so	per‐
formed	in	three	different	ways:	

• Testing	of	corrosion‐preventing	 in	a	condensation	water	alternating	atmosphere	accord‐
ing	DIN	51386‐1	 [21].	 Corrosion	 test	 in	 humid	 chamber	 (DIN	EN	 ISO	 6270‐2)	 [22]	was	
conducted	at	constant	conditions.	The	chamber	was	closed	throughout	the	test,	with	tem‐
perature	of	40	°C	and	relative	humidity	of	100	%).	

• Standard	 test	 method	 for	 corrosiveness	 to	 copper	 from	 petroleum	 products	 by	 copper	
strip	test	according	ASTM	D	130‐04	(copper	is	a	commonly	used	material	for	sliding	sur‐
faces	inside	hydraulic	pumps	and	motors).	

•	 Corrosion	 in	open	air	 (practically	method,	 in	 accordance	with	 the	 real	 operating	atmos‐
phere	conditions).	

2.1 Corrosion test in humid chamber 

The	corrosion	test	in	a	humid	chamber	is	very	suitable	for	comparing	different	protection	mate‐
rials	with	known	corrosion	resistance	and	those	in	the	course	of	testing.	The	corrosion	protec‐
tion	capacity	in	humid	chamber	is	determined	in	detail	by	the	standard	DIN	EN	ISO	6270‐2.	Test‐
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ing	is	carried	out	at	constant	atmosphere	in	duration	until	the	occurrence	the	first	signs	of	cor‐
rosion	and	sometimes	also	after	that	in	order	to	gain	additional	information.	

The	humid	chamber	is	a	closed	container	the	bottom	of	which	is	covered	with	heated	distilled	
water.	 In	 that	way,	 the	 relative	humidity	 in	 the	 chamber	 is	 always	100	%.	The	 tests	are	often	
performed	with	interruptions.	Table	1	shows	the	individual	testing	circumstances	as	defined	by	
that	standard.	

For	 the	 test	 in	 the	 humid	 chamber	 the	 apparatus	 type	 HK	 400	 and	 accessories	 have	 been	
used,	and	as	a	testing	material	steel	metal	plates	(according	to	standard)	made	from	steel	type	
ST	1405	(according	to	DIN	1623,	part	1),	with	thickness	of	0.7	mm	to	0.8	mm,	roughness	of	Ra	=	
0.6	μm	to	Ra	=	1.9,	and	the	standard	plate	size	150	×	210	mm.	The	test	plates	were	prior	the	test‐
ing	sanded	with	the	120‐grit	sandpaper,	and	cleaned	with	acetone	and	ethanol.	

The	 humid	 chamber	must	 be	 placed	 in	 a	 space	without	 aggressive	 atmosphere,	with	 room	
temperature	and	relative	air	humidity	of	not	more	than	75	%.	It	must	be	so	positioned	that	it	is	
protected	against	air	draught	and	direct	sun	rays.	The	bottom	of	chamber	has	to	be	filled	with	
distilled	water	between	10	and	12	mm	level.	The	water	level	must	be	checked	each	time	prior	to	
heating.	The	test	plates	have	to	be	placed	within	the	test	space	at	the	same	level	as	shown	in	the	
Fig.	1.	

The	 polished,	 degreased	 and	 dry	 sheet	 steel	 plate	 should	 be	 thinly	 coated	with	 protective	
agent	or	 lubricant	 (in	our	case	with	mineral	based	hydraulic	oil	or	 ionic	 fluid)	having	 to	com‐
pletely	 cover	 the	 cleaned	 surface,	 and	 then	 introduced	 into	 the	humid	 chamber.	The	 required	
temperature	in	the	chamber	in	amount	of	40	°C	±	3	°C	must	be	reached	within	90	minutes,	con‐
densed	water	having	to	form	on	the	samples.	

During	the	test	in	constant	atmosphere	(K),	the	constant	temperature	(40	°C	±	3	°C)	must	be	
maintained	 throughout	 the	 testing.	 Testing	 has	 to	 be	 effected	 in	 so	many	 cycles	 that	 the	 first	
visible	signs	of	corrosion	–	brown	stains	(1	cycle	=	24	hours)	appear.	When	testing	in	an	alter‐
nating	 condensation	 atmosphere	 (A1),	 heating	 must	 be	 interrupted	 after	 8	 hours,	 reckoning	
from	the	heating	activation,	the	humid	chamber	door	opened	and	left	open	for	16	hours.	In	this	
way,	the	first	cycle	is	at	an	end.	Then,	the	distilled	water	level	has	to	be	checked,	water	added	if	
necessary,	and	the	device	closed.	Other	details	regarding	the	test	procedure	and	testing	samples	
are	given	in	the	standards	DIN	EN	ISO	6270‐2.	
	

Table	1	Atmospheric	types	in	corrosion	tests	in	a	humid	chamber	[21]	

Test	
atmosphere	

Code	 Cycle	
duration	(h)	

Test	period
(min,	h)	

Air	temperature	
(°C)	

Relative
humidity	(%)	

Constant	 K	 ‐	 ‐ 40	± 3 100

Alternating	
condensation	
atmosphere	

A1	 24	
8	h	(including	warm‐up) 40	± 3 100
16	h	(including	cooling	
down,	chamber	open)	

18	to	28	 <	100	

A2	 24	
8	h	(including	warm‐up) 40	± 3 100
16	h	(including	cooling	
down)	 18	to	28	 100	

	

 

Fig.	1	Test	plates	coated	with	different	lubricants	in	humid	chamber	after	24	h	
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2.2 Corrosiveness to copper 

Because	of	the	presence	of	non‐ferrous	metals	based	on	copper	in	hydraulic	components	the	test	
of	 corrosiveness	 to	copper	also	was	 carried	out.	The	corrosiveness	 to	copper	 is	 carried	out	 in	
accordance	to	standard	ASTM	D	130	[23].	

The	polished	copper	plate	has	to	be	dipped	into	the	sample	(50	ml)	at	a	prescribed	tempera‐
ture	and	time.	The	test	tube	has	to	be	placed	into	the	bath	at	the	specified	temperature	50	°C	or	
100	 °C	 and	 specified	 time	 of	 heating	 (usually	 for	 3	 h).	 After	 three	 hours,	 heating	 must	 be	
stopped,	the	plate	taken	out	of	the	test	tube	and	corrosiveness	assessed	with	the	standard	cop‐
per	plates	(etalons),	as	shown	in	Fig.	7.	Corrosiveness	is	expressed	by	values	1	to	4	obtained	by	
comparing	corroded	copper	plate	with	freshly	polished	standard	plate	by	assessing	the	appear‐
ance	of	the	test	plate	(ASTM	Copper	Strip	Corrosion	Standards).	

2.3 Corrosion in the open air at the ambient condition 

In	this	case	a	non‐standardized,	practically	test	was	performed.	Identical	steel	plates	as	for	the	
humid	chamber	corrosion	test	were	used.	Also	the	plate	preparation	was	the	same.	Each	plate	
was	 coated	with	 the	 ionic	 liquid	 sample,	whereby	possible	 changes	of	 the	 surface	appearance	
were	observed	at	the	ambient	conditions	(room	temperature	approximately	about	20	°C	and	the	
humidity	about	60	%).	

2.4 Compatibility with hydraulic components materials 

Presented	standard	tests	of	the	corrosion	protection	in	a	humid	chamber,	corrosiveness	to	cop‐
per	and	practically	test	of	corrosion	in	the	open	air,	were	performed	with	the	standardised	test	
materials,	as	described	in	the	previous	chapter.	In	addition	to	these	test	it	is	reasonable	to	check	
compatibility	the	ILs	with	the	materials	that	are	used	for	the	manufacturing	of	hydraulic	compo‐
nents	–	pumps	and	especially	valves.	Valve	housing,	valve	control	piston,	springs,	washers,	etc.	
are	the	most	exposed	vital	part	of	a	hydraulic	component	and	thus	the	entire	hydraulic	system.	

For	practically	 testing	 the	compatibility	with	 these	materials	 the	more	 interesting	 ionic	 liq‐
uids	IL‐17PI045	(as	very	promising	IL)	and	EMIM‐EtSO4	(as	often	mentioned	and	researched	IL)	
were	used	(these	ILs	have	been	chosen	on	the	basis	of	extensive	IL	pre‐selection	research	[24,	
25],	as	explained	in	chapter	2;	see	also	chapter	3).	Our	target	was	to	test	the	effect	of	both	ionic	
liquids	on	the	component	parts	the	real	hydraulic	systems.	

For	 the	purpose	of	 this	 test	 the	original	 components	of	 the	renowned	hydraulic	equipment	
producer	have	been	procured.	They	are	shown	in	Fig.	2.	The	following	components	were	used:	

• directional	control	valve	piston	made	of	steel	10715,	case	hardened	0.4	mm	and	hardened	
to	58‐62	HRC	(Fig.	2,	item	1),	

• spring	made	of	steel	spring	wire	according	to	DIN	17223‐1	(Fig.	2,	item	2),	
• washer	made	of	steel	DC01	(Fig.	2,	item	3),	
• bolt	made	of	steel	10715	without	subsequent	thermal	treatment	(Fig.	2,	item	4),	
• valve	housing	made	of	grey	cast	iron	GG30,	DIN	1691,	stress‐relief	annealed	(Fig.	2,	item	

5),	
• valve	housing	made	of	steel	10718,	drilled	from	blank	(Fig.	2,	item	6),	
• valve	housing	made	of	steel	Hyt	60R	(Fig.	2,	item	7),	
• piston	RTB	15	made	of	steel	16MnCr5	(Fig.	2,	item	8),	
• piston	 housing	 RTB	 15	 made	 of	 steel	 42CrMo4	 without	 subsequent	 thermal	 treatment	

(Fig.	2,	item	9),	
• piston	VE	60	made	of	steel	16MnCr5,	case	hardened	(Fig.	2,	item	10).	
	

Prior	to	the	test	start,	the	component	parts	were	not	specially	prepared,	but	were	used	such	
as	supplied	by	the	producer.	After	completion	of	manufacture,	they	were	protected	by	him	with	
low‐viscosity	corrosion	protection	oil.	They	were	used	 in	such	a	condition	as	 they	are	usually,	
used	in	practice.	Exceptions	are	all	three	valve	housings	from	which	small	samples	were	cut	off	
by	saw.	
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Fig.	2	Samples	of	hydraulic	valve	parts	

	
The	compatibility	test	was	so	performed	in	this	way	that	different	components	were	first	ful‐

ly	 wetted	 and	 then	 permanently	 dipped	 in	 the	 samples	 of	 ionic	 liquids	 EMIM‐EtSO4	 and	 IL‐
17PI045.	Some	of	the	component	parts,	which	are	also	installed	in	the	same	valve,	were	dipped	
in	the	same	glass	cup.	In	that	way,	items	1,	2	and	3	shown	in	Fig.	2,	were	united	and	so	were	the	
items	5,	6	and	7	and	items	9	and	10.	In	the	liquid	IL‐EMIM‐EtSO4	items	1,	2,	3,	4,	5,	6	and	7,	but	
not	 the	 items	 8,	 9	 and	 10	were	 dipped.	 In	 the	 liquid	 IL‐17PI045	 all	 items	 from	1	 to	 10	were	
dipped.	Glass	cups	with	test	components	prior	to	the	test	start	are	shown	in	Fig.	3.	
	

 
Fig.	3	Hydraulic	valve	samples	prior	to	soaking	

	

 
Fig.	4	Hydraulic	valve	samples	during	test	of	compatibility	with	ionic	liquids	
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After	the	insertion	the	components	parts	into	each	cup,	they	were	poured	with	10	to	30	ml	of	
ionic	liquid.	The	components	parts	were	so	firstly	wetted	with	the	ionic	liquid,	and	then	placed	
into	 upright	 position,	 so	 that	 the	 bottom	part	was	 completely	 immersed,	while	 the	 remaining	
part	above	the	surface	level,	during	testing,	was	exposed	to	the	influence	of	room	temperature	
and	 humidity	 (with	 the	 exception	 of	 washer,	 which	 was	 completely	 immersed).	 This	 corre‐
sponds	to	the	actual	situation	in	the	hydraulic	component	when	the	hydraulic	system	is	not	un‐
der	pressure	(standby	mode)	or	when	the	components	are	temporarily	stored.	Fig.	4	shows	the	
condition	during	execution	of	compatibility	test.	

2.5 Compatibility with paint coats 

Most	hydraulic	tanks	are	painted	inside	and	outside,	with	different	types	of	paint	coats.	There‐
fore,	it	is	very	important	that	the	ionic	liquid	used	for	purposes	as	a	hydraulic	liquid	should	be	
compatible	with	 the	used	paint	coat.	As	known,	 the	compatibility	 the	paint	coats	with	mineral	
based	hydraulic	oils	is	not	a	problem.	

Concerning	protective	coatings	for	hydraulic	reservoirs,	in	particular	the	compatibility	of	the	
protective	paint	 in	regard	 to	 the	 type	of	hydraulic	 fluid,	 there	 is	not	a	specific	standard	which	
would	 be	 related	 to	 this	 issue	 in	 detail.	 There	 are	more	 or	 less	 recommendations	 or	 recom‐
mended	practices	(RP),	mostly	linked	to	related	areas,	providing	guidance	on	achieving	effective	
corrosion	control	in	storage	tanks.	They	contain	information	pertinent	to	the	selection	of	lining	
materials,	surface	preparation,	lining	application,	cure,	and	inspection	of	tank	bottom	linings	for	
existing	and	new	storage	tanks,	e.g.	API	RP	652	Standard	‐	Linings	of	Aboveground	Petroleum	
Storage	 Tank	 Bottoms.	 Thus,	 manufacturers	 of	 lubricants	 are	 using	 simple,	 practical	 experi‐
ments,	 e.g.	 testing	 by	 continuous	 contact	 through	 immersing	 of	 painted	metal	 samples	 in	 the	
liquid	under	test,	at	constant	room	temperature:	20	to	25	°C.	

The	test	of	paint	coat	compatibility	was	performed	with	both	selected	ionic	liquids.	The	metal	
plate	samples	were	painted	with	two	paints	typically	used	for	the	tank	interior	and	exterior.	The	
interior	 is	painted	with	epoxy	type	priming	coat,	while	the	exterior	 is	additionally	coated	with	
epoxy	type	thick‐layer	finishing	coat.	Some	metal	plate	samples	were	painted	only	with	the	inte‐
rior	paint	and	some	were	additionally	coated	still	with	the	paint	for	the	tank	exterior.	

The	test	was	performed	so	that	about	40	ml	of	each	of	the	ionic	liquid	were	poured	into	glass	
cups;	then	single	metal	plate	samples	coated	with	the	paint	coat	for	the	tank	interior	and	a	metal	
plate	sample	coated	with	the	paint	coat	for	the	tank	exterior	were	introduced	into	them.	At	the	
beginning	of	testing	the	entire	metal	plates	were	wetted	with	the	test	liquid;	during	testing	the	
bottom	part	of	the	metal	plate	was	permanently	dipped	into	the	 liquid,	while	the	top	part	was	
above	the	surface	level	as	shown	in	Fig.	5.	

	

  
Fig.	5	Test	of	compatibility	with	paint	coats	
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2.6 Compatibility with filter material 

As	 the	 liquid	 in	 the	hydraulic	 system	acts	 as	 a	 lubricant	 reducing	wear	of	hydraulic	 elements,	
reduction	of	solid	particles	in	the	circulation	is	important.	This	is	particularly	applicable,	when	
clearances	 in	the	hydraulic	system	are	small,	as,	 then,	a	high	degree	of	 liquid	cleanliness	 is	re‐
quired	for	trouble‐free	operation	and	reaching	the	expected	useful	life	time	of	components.	Con‐
taminants	are	removed	by	filters.	Therefore,	the	next	relevant	issue	is	the	hydraulic	fluid	com‐
patibility	with	the	filter	cartridge	material.	

The	ability	of	the	hydraulic	liquid	to	flow	through	fine	filter	elements	without	their	clogging	is	
called	the	filterability	or	filtration	capacity.	The	filtration	capacity	of	mineral	oils	is	assessed	by	
the	laboratory	test	method	according	to	standard	ISO	13357	[26].	With	respect	to	mentioned	the	
compatibility	with	 the	 filter	material,	 can	be	carried	out	 in	 the	very	close	 connection	with	 the	
filterability	test.	

The	first	part	of	standard	ISO	13357	covers	the	testing	in	the	presence	of	water	in	oil	and	the	
second	part	 the	 testing	without	 it.	For	other	 liquids,	 in	principle,	 the	 test	 is	not	applicable	be‐
cause	 the	 testing	 filters	membranes	may	 be	 are	 not	 compatible	with	 them.	 According	 to	 that	
standard	the	membrane	filter	from	mixed	cellulose	esters,	of	47	mm	diameter	and	pore	size	0.8	
µm	is	to	be	placed	in	a	Petri	dish	which,	in	turn,	is	to	be	put	into	the	oven	with	70	°C	±	2	°C	tem‐
perature	for	10	minutes.	

We	wanted	to	determine	in	the	described	manner	also	the	filterability	of	both	samples	of	ion‐
ic	liquids	EMIM‐EtSO4	and	IL‐17PI045	as	well	the	mineral	oil	Hydrolubric	VG	46	and	at	the	same	
time	the	compatibility	with	the	cellulose	as	a	filter	material.	

As	has	already	been	indicated	in	the	Standard	ISO	13357,	that	in	addition	to	mineral	oils	the	
standardised	test	method	can	be	used	also	for	other	liquids,	but	the	latter	are	maybe	not	com‐
patible	with	membrane	filters,	in	our	case	that	proved	to	be	true.	As	both	ionic	liquids	deformed	
the	cellulose	filter	membrane	and	the	filterability	determination	by	that	method	was	not	possi‐
ble.	 The	 filter	 element	 covered	 with	 IL‐17PI045	 started	 to	 decompose	 immediately	 after	 the	
contact	with	liquid	and	was	dissolved.	The	sample	of	EMIM‐EtSO4	ionic	liquid	deformed	the	filter	
element	into	a	glassy	circle.	

Taking	 into	 account	 the	negative	 effect	 of	 ionic	 liquids	 IL‐17PI045	 and	EMIM‐EtSO4	on	 the	
cellulose	filter	paper	when	trying	to	determine	the	filterability	according	to	standard	ISO	13357,	
an	additional	analysis	was	performed	by	us,	too.	The	0.45	µm	filter	paper	of	type	ME	25	(Schlei‐
cher	&	Schuel)	and	0.8	µm	filter	paper	of	type	ME	27	(Whatman)	were	used	for	the	test	of	com‐
patibility	of	the	mentioned	liquids	with	the	cellulose	filter	paper.	

	

	
Fig.	6	Compatibility	of	ionic	liquids	of	mineral	oil	with	cellulose	filter	paper	
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3. Results and discussion 

3.1 Corrosion test in humid chamber 

According	to	the	described	method,	a	larger	number	of	ILs	has	been	tested.	Types	of	testing	ILs	
were	carefully	selected	on	the	basis	of	practical	experiences	from	related	fields	[4]	and	accord‐
ing	to	 their	 tribological	properties	 identified	by	the	previous	tribological	 tests	–	welding	point	
and	wear	diameter	test	[19,	24].	The	pre‐selection	procedure	can	be	carried	out	also	in	the	re‐
verse	order	‐	firstly	the	corrosiveness	test	and	then	the	lubrication	properties	test.	

Table	2	 shows	 time	 to	 first	 occurrence	of	 corrosion	 for	only	 some	of	 ILs,	 in	 comparison	 to	
mineral	hydraulic	oil	Hydrolubric	VG	46.	It	can	be	seen	that	corrosion	protection	in	most	cases	
does	not	amount	to	1	cycle	(24	hours).	In	that	case,	the	time	in	minutes	or	hours	up	to	the	occur‐
rence	of	the	first	signs	of	corrosion	is	stated	in	parentheses.	In	most	cases,	the	corrosion	protec‐
tion	in	comparison	with	the	mineral	hydraulic	oil	is	worse	–	shaded	in	gray.	

In	other	cases,	the	corrosion	protection	capacity	is	comparable	to	that	of	the	mineral	hydrau‐
lic	oil	or	even	much	better,	as	it	can	be	seen	on	the	last	three	samples	in	the	Table	2	respectively	
from	Fig.	1.	According	 to	 the	viscosity	suitable	 for	use	 in	most	hydraulic	systems,	particularly,	
the	last	two	samples	(IL‐10	and	IL‐11)	are	very	interesting.	Beside	the	appropriate	viscosity	they	
have	higher	welding	load	point,	smaller	wear	diameter	(which	corresponds	to	the	lower	sliding	
friction	between	 component	parts	 and	 lower	wear	of	 the	 component	parts),	 and	much	higher	
viscosity	index	(the	smaller	change	of	viscosity	with	temperature).	Otherwise	the	best	results	of	
the	corrosion	 test	 in	humid	chamber	out	of	all	 ionic	 liquids	were	measured	on	 the	sample	 IL‐
17PI064	(quaternary	ammonium	dialkylphosphate	+	7	%	H2O)	which	was	the	only	one	to	offer	
protection	 against	 corrosion	 for	 1	 cycle	 (24	hours)	 and/or	 even	 slightly	 longer.	However,	 the	
viscosity	of	that	sample	is	too	high	for	most	hydraulic	systems.	

	
Table	2	Comparison	of	some	physical‐chemical	properties	

	
	
																					Property/Method	
	

Welding
	point	

IP	239‐85
[kg]	
	

Wear
	diameter	
IP	239‐85	
[mm]	
	

Viscosity
40	°C	

ASTM	D	445
[mm2/s]	

Viscosity	
index	

ASTM	D	2270	
[/]	

Corrosion	in
Humid	
chamber	
DIN	EN	ISO	
6270‐2	

Sample	 	
Hydrolubric	VG	46,		 140 0.58 47.07 119	 0	(3	h)
IL	EMIM‐EtSO4	 180 1.00 39.44 168	 0	(15	min)
IL‐EMIM‐TFSI	 1120 0.65 71.89 132	 0	(1.5	h)
IL‐10PI462	(EMIM‐TFSI)	 ‐ ‐ ‐ ‐	 0	(30	min)
IL‐16PI028‐5	(quaternary	
ammonium	dialkylphosphate)	 ‐	 ‐	 ‐	 ‐	 0	(30	min)	

IL‐10PI028‐3	(quaternary	
ammonium	perfluorocarboxylate)	 ‐	 ‐	 ‐	 ‐	 0	(45	min)	

IL‐16PI062‐2	(quaternary	
ammonium	dialkylphosphate)	 135	 0.82	 59.14	 ‐	 0	(4	h)	

IL‐16PI062‐1	(quaternary	
ammonium	perfluorocarboxylate)	

‐	 ‐	 61.46	 ‐	 0	(5	min)	

IL‐18PI094	(quaternary
ammonium	perfluorocarboxylate	
	+	30	%	EG)	

125	 1.04	 49.28	 109	 0	(15	min)	

IL‐17PI064	(quaternary	ammoni‐
um	dialkylphosphate	+7	%	H2O)	

190	 0.49	 102.90	 105	 1	

IL‐18PI163	(quaternary
ammonium	dialkylphosphate	
	+	40	%	NMP)	

160	 0.38	 47.36	 155	 0	(3.5	h)	

IL‐17PI045		 145 0.35 46.59 155	 0‐1	(> 7.5	h)
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3.2 Corrosiveness to copper 

The	 results	 are	 given	as	 the	 corrosiveness	 to	Cu	with	 the	designation	of	 the	 corrosion	degree	
determined	from	the	table	or	by	comparison	with	the	etalon,	as	shown	in	Fig.	7,	by	stating	the	
temperature	and	duration	of	the	test.	

The	 test	 was	 carried	 out	 (according	 to	 ASTM	 D	 130)	 with	 two	 ionic	 liquid	 samples,	 IL‐
17PI045,	as	the	most	promising	for	the	use	as	hydraulic	fluid	and	EMIM‐EtSO4	as	often	referred	
and	used	within	different	technical	application.	

After	completion	of	testing,	the	appearance	of	the	copper	strip	was	compared	with	the	etalon	
as	shown	in	Fig.	7.	For	both	tested	ILs	there	were	no	visible	changes,	meaning	that	the	result	of	
that	test	is	1a:	both	ionic	liquids	are	compatible	with	materials	containing	copper.	To	the	same	
conclusion	we	have	come	with	other	 tested	 ILs	–	 corrosiveness	 to	 copper	 is	much	 lower	 than	
that	of	steel	and	does	not	represent	any	problems.	

	

 
Fig.	7	Determination	of	corrosiveness	to	copper	for	IL‐11	17PI045	

	

3.3 Corrosion in the open air at the ambient condition 

In	case	of	mineral	hydraulic	oil	 the	corrosion	 in	 the	open	air	did	not	appear	even	after	a	 long	
time	period	(more	than	60	days),	while	in	case	of	some	ionic	liquids	it	appeared	already	after	20	
to	30	minutes.	In	case	of	ionic	liquid	EMIM‐EtSO4	the	corrosion	occurred	too,	already	after	2	to	3	
days.	Fig.	8	shows	the	condition	after	4	days	since	the	test	start.	It	can	be	observed	that	the	con‐
dition	is	worse	on	the	plate	bottom	part,	where	the	ionic	liquid	layer	was	slightly	thicker	due	to	
uneven	base.	

In	case,	when	the	steel	plate,	after	coating	with	ionic	liquid	IL‐17PI045,	was	left	in	the	open	
air	 at	 room	 temperature,	 corrosion	 did	 not	 appear	 even	 after	 3	 months	 since	 the	 test	 start.	
Therefore	the	testing	in	the	open	air	was	interrupted	after	this	period.	
	

 
Fig.	8	Test	of	corrosion	in	the	open	air	for	EMIM‐EtSO4	after	4	days	
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3.4 Compatibility with hydraulic components materials 

The	test	showed	compatibility	of	hydraulic	valve	components	with	both	interesting	ionic	liquids.	
During	 several‐month	 test	 period	 the	 changes	 of	 component	 part	 surface	were	 not	 observed.	
This	was	surprising,	particularly,	when	using	the	ionic	liquid	EMIM‐EtSO4	which	did	not	witness	
good	corrosion	protection	either	in	the	corrosion	test	in	humid	chamber	or	in	the	test	of	corro‐
sion	in	the	open	air.	A	possible	reason	could	be	that	in	this	case	the	component	parts	were	pre‐
viously	protected	by	a	purpose	anticorrosion	agent.	On	item	5	sawn	from	the	valve	housing	and	
not	protected	on	the	sawn	surface,	the	first	signs	of	corrosion	did	appear	after	about	90	days	in	
case	of	EMIM‐EtSO4,	as	shown	in	Fig.	9.	

According	to	the	results	of	the	compatibility	test	corrosion	problems	are	not	to	be	expected	in	
the	practical	use	of	both	ionic	liquids	in	the	hydraulic	system,	unless	water	is	present	in	the	sys‐
tem.	

	

 
Fig.	9	Test	of	soaking	in	EMIM‐EtSO4	after	90	days;	item	5	

3.5 Compatibility with paint coats 

Already	after	a	 few	days	of	testing,	 it	was	proved	that	the	ionic	 liquid	IL‐17PI045,	which	in	all	
previous	 tests	 it	proved	 to	be	an	excellent	 substitute	 to	mineral	oil	was	not	compatible	either	
with	 the	paint	 coat	 for	 the	 tank	 interior	or	with	 the	 coat	 for	 the	 tank	 exterior.	The	paint	 coat	
starts	 to	wrinkle	and	peeled	off	on	 the	part	of	 the	metal	plate	permanently	dipped	 in	 the	 test	
liquid.	The	condition	after	4	days	of	the	test	of	this	IL	is	shown	in	Fig.	10.	

The	ionic	liquid	EMIM‐EtSO4	is	compatible	with	the	usual	paint	coats	of	the	tank	metal	plates	
and	does	not	present	any	problem	in	this	regard.	After	more	than	7	months	of	testing,	no	chang‐
es	of	the	condition	of	painted	metal	plate	occurred	either	on	the	permanently	dipped	part	of	the	
metal	plate	or	on	the	wetted	part	above	the	surface	level.	

The	results	of	this	test	confirm	the	generally	fact	that	(nowadays)	there	is	no	an	ideal	hydrau‐
lic	 fluid,	which	also	applies	 for	 the	 ionic	 liquid.	 In	 the	case	of	certain	superior	properties	 for	a	
particular	IL	may	be	other	properties	conversely	poor.	Thus,	in	the	case	of	IL‐17PI045	as	an	ex‐
cellent	candidate	for	the	future	hydraulic	fluid,	the	latter	problem	can	be	solved	by	another	kind	
of	protection	or	other	materials	for	the	hydraulic	tank.	
	

	
Fig.	10	Ionic	liquid	IL‐11	(17PI045)	and	painted	metal	plate	
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3.6 Compatibility with filter material 

The filter paper was covered with a thin layer of mentioned liquids and their effect was ob-
served (Fig. 6). After 5 minutes, the filter paper covered with ionic liquid IL-17PI045 shrivelled 
and after 15 minutes it became gelatinous. The ionic liquid IL-1 (EMIM-EtSO4) and the mineral 
hydraulic oil did not have such an effect on the filter paper. The filter paper covered with EMIM-
EtSO4 became only a little brittle. 

According to the results of testing of the filterability in conformity with and compatibility 
with cellulose filter paper discussed in this point, it can be concluded that the ionic liquids IL-
17PI045 and EMIM-EtSO4 are not compatible with the cellulose filter paper. Therefore, the use 
of cellulose filter elements within hydraulic systems with those two liquids is not recommenda-
ble. But this incompatibility with the cellulose does not represent a major practical problem for 
the filtering of ionic liquids within the hydraulic system, as they are for the filter cartridges dif-
ferent materials available, e.g. micro-fiberglass or polyester. 

The problem represents the filterability test according the ISO 13357 standard, that dictates 
the cellulose. The performing the filterability test need the reconsider the use of other filter 
membrane materials, for example glass fibres. This would, however, still have to be established. 

4. Conclusion 
The presented results of the research work allow the suggestions for the use of ionic liquids 
within hydraulic systems and some limitations. Most ionic liquids tested were corrosive in the 
presence of moisture. Consequently, even greater attention must be paid to moisture prevention 
in the hydraulic system. Alternatively, stainless hydraulic components can be used, which, how-
ever, results in undesirable structural and price changes. 

Some ionic liquids, such as, e.g. IL-17PI045, shows the best proposition for use as a hydraulic 
fluid, since it has much better properties than mineral oil. But on the other hand is not compati-
ble with conventional paint coats of hydraulic tanks. Therefore, the latter must not be painted, 
when that liquid is used. Another limitation in the use of this liquid is incompatibility with the 
cellulose filter elements. As a result, absorption filter elements, usually based on cellulose, could 
not be utilized, when this liquid is used in the hydraulic system. 

At present, one of the greatest limitations for wider technical use of ionic liquids, also in hy-
draulic systems, is at the moment (due to the production of small quantities) considerably high-
er price than that of conventional hydraulic mineral oil. The target areas of use of ionic liquids in 
hydraulic equipment are currently the small-volume hydraulic systems, such as wind turbines, 
mobile hydraulic equipment etc. 

The performed researches are only a modest beginning of researches of this extensive area of 
new lubricants with promising properties. In particular, in the continuation of the research work 
it would be reasonable to test the selected ionic liquids still in the real hydraulic system. All the 
obtained results of the presented researches and the mentioned limitations can be of assistance 
in selecting proper system components and represent guidelines for further work in this sphere. 
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