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eed	 international	academic	 journal	published	quarterly	by	the	Production	Engineering	Institute	
at	the	University	of	Maribor.	The	main	goal	of	the	APEM	journal	is	to	present	original,	high	quality,	
theoretical	and	application‐oriented	research	developments	in	all	areas	of	production	engineer‐
ing	and	production	management	to	a	broad	audience	of	academics	and	practitioners.	In	order	to	
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A B S T R A C T	   A R T I C L E   I N F O	

Disassembly	sequences	is	a	key	element	of	products recycling	or	remanufac‐
turing,	and	related	with	the	recycling	quality	or	maintenance	cost.	In	order	to	
improve	 the	performance	of	 the	disassembly	 operation,	 this	 paper	 analyzes
the	disassembly	information	on	automobile	parts	and	draws	the	disassembly	
network	graph	by	using	evolution	rules	of	the	AND/OR	graph.	Then	a	disas‐
sembly	 model	 of	 automobile	 parts	 is	 established.	 Considering	 the	 mapping	
between	the	Floyd‐Warshall	algorithm	and	the	automobile	disassembly	mode,	
we	obtain	 the	optimal	disassembly	 sequence	by	 solving	 the	weighted	disas‐
sembly	model.	 Finally,	 a	 case	 study	 on	 automotive	 silicone	 oil	 fan	 clutch	 is	
given	to	illustrate	the	procedure.	This	approach	could	be	used	to	obtain	opti‐
mum	 disassembly	 routes	 of	 products	 containing	 complex	 AND/OR	 hierar‐
chical	relationships.	

©	2017	PEI,	University	of	Maribor.	All	rights	reserved. 
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1. Introduction  

Manufacturing	industry	has	become	a	leading	industry	during	the	economy	development,	while	
manufacturing	industry	produces	large	amounts	of	waste,	which	causes	heavy	environment	pol‐
lution	[1].	 In	addition,	 improper	use	of	 industrial	waste	products	(e.g.	burying)	aggravates	 the	
environment.	The	production	of	vehicles,	as	a	mass	consumer	good,	 increases	year	by	year,	so	
does	the	number	of	scrapped	cars.	 In	one	car,	more	than	70	%	of	the	parts	are	made	of	metal,	
which	 belongs	 to	 renewable	 resources.	 If	 no	 appropriate	 action	 is	 taken	 for	 resource	 re‐use,	
there	will	be	a	huge	waste	for	the	society.	China	and	the	European	Union	have	introduced	rele‐
vant	 laws	 and	 regulations	 which	 stipulate	 that	 the	 car	 manufacturers	 must	 recycle	 its	 own	
branded	products.	As	the	first	step	of	automobiles	recycling,	how	to	determine	the	effective	dis‐
assembly	sequence	has	become	one	of	the	hot	spots	in	the	field	of	automobiles	recycling.	

The	automobile	disassembly	sequence	planning	problem	studies	how	to	determine	the	opti‐
mal	sequence	based	on	assembly	relations	between	different	parts	and	techniques	of	process.	A	
good	disassembly	sequence	can	reduce	the	time	and	cost	of	disassembly,	which	also	 improves	
the	efficiency	of	disassembly	and	the	recycling	rate	of	waste	products.	For	a	long	time,	due	to	the	
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low	level	of	 technology	for	disassembly	and	recycling,	the	disassembly	of	automobile	products	
are	still	mainly	manual	disassembly,	which	depends	on	the	demolition	skills	of	workers.	Work‐
ers	could	find	optimal	disassembly	sequence	with	their	own	experience	when	the	size	of	disas‐
sembly	is	small.	However,	under	the	situation	of	the	large	disassembly	size,	finding	an	efficient	
disassembly	 sequence	will	 become	more	 difficult	 by	 only	 human	 experience.	 Thus	 finding	 an	
effective	method	for	the	disassembly	sequence	of	the	automobile	product	to	make	a	reasonable	
planning	will	improve	the	efficiency	of	disassembly	and	the	reuse	rate	of	the	product.	

Two	main	steps	are	comprised	in	specifying	the	best	disassembly	sequence:	(1)	generating	a	
set	of	feasible	disassembly	sequences,	and	(2)	finding	the	most	efficient	sequence	among	these	
feasible	 solutions	 [2,	 3].	 Lambert	 conducted	 a	brief	 survey	on	disassembly	 sequence	planning	
problem	[4].	 In	their	paper,	many	solution	methods	have	been	introduced,	 including	empirical	
methods,	graphical	methods,	fuzzy	method,	e.g.	simulated	annealing	[5],	search	algorithms	and	
mathematical	programming,	e.g.	linear	programming	[6],	mixed	integer	programming.	

The	 graph‐based	models,	 used	 to	 represent	 various	 disassembly	 sequences,	 includes	 undi‐
rected	graphs,	digraphs,	AND/OR	graphs,	Petri	nets,	 and	so	on	 [7‐14].	 In	addition,	most	of	 re‐
searchers	have	concentrated	on	the	second	step	that	 is	 to	 find	the	best	disassembly	sequence.	
Moore	et	al.	discuss	a	Petri	net‐based	method	to	generate	disassembly	process	plans	automati‐
cally	for	product	with	AND/OR	disassembly	precedence	relationships	[7].	De	Mello	and	Sander‐
so	solve	the	assembly	problem	using	AND/OR	graph	theory	[8].	But	at	the	same	time	the	disas‐
sembly	operation	is	regarded	as	the	inverse	process	of	assembly.	Zhang	and	Kuo	and	Zhang	et	al.	
use	 undirected	 graph	 theory	 to	 generate	 the	model,	 while	 the	 depth	 and	 breadth	 is	 used	 for	
search	algorithm	to	optimize	 the	product	disassembly	sequence	 [9,	10].	Tiwari	et	al.	use	Petri	
net	and	cost	evaluation	parameters	 to	study	the	disassembly	sequence	planning	problem	[11].	
Zussman	and	Zhouuse	Petri	net	theory	for	product	disassembly	modelling,	then	apply	adaptive	
algorithm	to	solve	the	model,	and	finally	achieve	the	planning	and	optimization	of	product	disas‐
sembly	sequence	[12];	Tang	et	al.	further	consider	the	disassembly	uncertainty	characteristic	on	
the	basis	of	the	Petri	net,	and	analyse	the	average	time	of	the	disassembly	process	[13].	

Many	heuristic	algorithms	have	been	applied	in	solving	disassembly	sequence	planning	prob‐
lem,	and	achieved	certain	results.	Li	et	al.,	Kongar	and	Gupta	set	the	remove	time	shortest	and	
the	times	of	disassembly	direction	changes	least	as	the	goal,	and	research	the	optimal	disassem‐
bly	sequence	using	the	genetic	algorithm	[5,	15].	Adenso‐Díaz	et	al.	set	the	disassembly	cost	as	
the	evaluation	index,	using	a	greedy	randomized	adaptive	search	algorithm	to	research	the	op‐
timal	 disassembly	 sequence.	 At	 the	 same	 time,	 the	 paper	 also	 combines	 the	 path	 connection	
method	in	heuristic	algorithms	and	the	greedy	random	adaptive	search	algorithm,	which	obtains	
the	optimization	of	 the	disassembly	 sequence	with	 the	double	 sides	 [16].	Failli	 and	McGovern	
and	Gupta	Dini	apply	the	ant	colony	algorithm	to	the	disassembly	sequence	planning	problems,	
and	the	disassembly	sequence	 is	optimized	[17,	18].	Lye	et	al.	establish	a	hierarchical	product	
network	that	comprise	different	costs	incurred	during	disassembly,	and	the	multiple	service	ac‐
tion	(MSA)	algorithm	then	determines	the	minimum	servicing	cost	based	on	Floyd’s	algorithm,	a	
shortest	path	algorithm	[19].	In	addition,	González	and	Adenso‐Díaz	apply	the	distributed	search	
algorithm	to	the	product	disassembly	sequence	planning	with	a	sequence	dependent	cost	[20].	

The	purposes	of	disassembly	are	different.	Some	are	 for	the	maintenance	or	upgrade	of	the	
target	component,	and	some	are	 for	recycling	end‐of‐life	products.	As	a	result,	 there	are	 three	
types	of	disassembly:	complete,	incomplete,	and	selective	disassembly.	Complete	disassembly	is	
a	 process	 that	 all	 subassemblies	 in	 a	product	 are	 separated	 from	each	other,	which	 is	 usually	
uneconomic.	 The	 incomplete	 disassembly,	 in	which	 only	 part	 units	 are	 disassembled,	 aims	 to	
determine	 the	 appropriate	 disassembly	 level.	 According	 to	Kang	 and	Xirouchakis,	most	 disas‐
sembly	planning	 research	has	 been	 concentrated	on	 end‐of‐life	 products,	which	 is	 incomplete	
disassembly	planning.	In	the	disassembly	planning	problem,	part	of	the	literatures	works	on	the	
incomplete	 disassembly	planning	 of	 abandoned	products	 [21].	 Behdad	 et	 al.	 study	 the	 incom‐
plete	disassembly	planning,	which	applies	mathematical	model	to	obtain	the	optimal	sequence	
of	disassembly	[22].	The	purpose	is	to	recycle	the	value	of	waste	products.	In	contrast	to	incom‐
plete	disassembly,	selective	disassembly	is	for	the	purpose	of	maintenance	or	upgrade.	It	disas‐
sembles	a	determined	component,	which	means	that	the	target	component	is	known.	Srinivasan	
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and	Gadh	and	Srinivasan	et	al.	use	wave	propagation	method	to	analyse	and	optimize	the	selec‐
tive	disassembly	sequence	[23,	24].	Since	the	set	of	products	or	components	which	needs	to	be	
disassembled	 has	 a	 topological	 structure,	 the	 selective	 disassembly	 sequence	 planning	 can	 be	
studied	by	using	the	wave	level	relation.	Kara	et	al.	propose	a	model	for	the	selective	disassem‐
bly	sequence	of	the	parts	with	a	certain	value	for	reusing,	which	can	be	used	to	reduce	the	disas‐
sembly	 time	 [25].	Chung	and	Peng	point	out	 that	 the	wave	propagation	method	 can	 solve	 the	
selective	disassembly	sequence,	but	 it	can	only	solve	products	with	a	 topological	structure,	 ig‐
noring	the	possibility	of	batch	disassembly	[26].	

In	this	paper,	based	on	the	information	of	automobile	parts,	a	reasonable	product	disassem‐
bly	model	 is	proposed	using	 the	network	graph,	which	 is	used	 to	express	 the	relationship	be‐
tween	the	units	[27‐30].	This	paper	will	 transform	the	optimal	disassembly	sequence	problem	
into	the	shortest	path	problem,	aiming	at	planning	and	solving	complete	disassembly	sequences,	
target	(selective)	disassembly	sequences	and	economic	optimal	disassembly	sequences	(incom‐
plete	disassembly	planning)	combing	with	the	Floyd‐Warshall	algorithm.	The	results	show	the	
validity	of	the	model	and	algorithm.	

The	remaining	of	the	paper	is	as	follows:	Section	2	proposes	the	disassembly	sequence	plan‐
ning	model	 on	 the	 basis	 of	 AND/OR	 graph.	 Section	 3	 combines	 the	 Floyd‐Warshall	 algorithm	
with	the	disassembly	sequence	planning	problem.	In	section	4,	we	analyse	the	disassembly	se‐
quence	 planning	 problem	 of	 the	 automotive	 silicone	 oil	 fan	 clutch,	 and	 test	 the	 proposed	 ap‐
proach	on	silicone	oil	fan	clutch	disassembly	network.	Section	5	summaries	the	research	of	this	
paper,	and	the	future	research	direction	is	pointed	out.	

2. Problem formulation 

In	 the	 disassembly	 planning	 problem	 of	 automobile	 parts,	 the	 sequence	 is	 composed	 of	 four	
parts:	 the	 extraction	of	 disassembly	 information,	 the	 establishment	 of	 the	 disassembly	model,	
the	 generation	 of	 disassembly	 sequence,	 the	 evaluation	 and	 optimization	 of	 disassembly	 se‐
quence.	At	present,	the	method	based	on	graph	theory	is	one	of	the	methods	for	the	generation	
and	optimization	of	disassembly	sequence	[14,	31].	In	the	disassembly	information	model	of	the	
automobile	parts,	the	parts	in	the	process	of	disassembly	are	represented	by	a	node,	and	the	side	
is	 used	 to	 represent	 a	 disassembly	 operation.	 Through	 the	 processing	 and	 calculation	 of	 the	
graph,	the	corresponding	disassembly	sequence	scheme	is	obtained.	AND/OR	graph	has	special	
advantages.	In	this	section,	we	will	introduce	the	extraction	of	disassembly	information	and	the	
establishment	of	the	model,	respectively.	

2.1 Disassembly network model 

Disassembly	network	based	on	the	AND/OR	graph	

In	this	paper,	a	disassembly	model	based	on	AND/OR	graph	is	established.	The	node	in	the	net‐
work	represents	 the	state	of	 the	parts	 in	 the	disassembly	process,	and	the	side	represents	 the	
operation	process.	And	the	main	ideas	of	AND/OR	graph	is	as	follows:	

In	 Fig.	 1,	 assuming	 that	 “A”	 is	 the	 original	 problem,	 this	 problem	 can	 be	 decomposed	 into	
three	sub	problems:	“A1”,	“A2”,	and	“A3”.	 If	 “A1,	A2,	A3”	three	sub	problems	can	all	be	solved,	
then	the	original	problem	“A”	can	be	solved	too,	which	means	“and	relationship”	exists	between	
the	 three	sub	problems	“A1,	A2,	A3”.	Node	“A”	 is	called	“and	node”.	As	shown	 in	Fig.	1(a),	 the	
tree	constituted	by	“A,	A1,	A2,	and	A3”	 is	called	as	 “and	 tree”.	 In	 the	graph,	 to	represent	 “And	
nodes”,	we	use	an	arc	to	connect	each	edge	which	connects	the	AND	node	and	its	sub	nodes.	If	
there	 exist	 one	 solution	 between	 “A1,	 A2,	 A3”,	 the	 original	 problem	 “A”	 is	 solvable,	 which	 is	
called	an	“or	relationship”	between	the	three	sub	problems	“A1,	A2,	A3”.	Node	“A”	is	called	“or	
node”.	As	shown	in	Fig.	1(b),	the	tree	constituted	by	“A,	A1,	A2	and	A3”	is	called	as	“or	tree”.	If	
the	above	two	trees	are	combined,	the	graph	is	called	AND/OR	graph.	AND/OR	graph	contains	
and	nodes	and	or	nodes,	as	shown	in	Fig.	1(c).	
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When	using	AND/OR	graph	to	describe	the	disassembly	sequence	of	the	automobile	product,	
node	“A”	represents	the	product,	“A1,	A2,	A3,	A11,	A12	and	A13”	represent	feasible	subassem‐
blies,	and	the	edge	indicates	feasible	disassembly	operation.	The	process	from	the	top	node	“A”	
to	the	bottom	represents	a	product	disassembly	process.	There	are	two	ways	for	disassembling	
“A”	product.	In	the	first	one	we	can	disassemble	“A”	into	“A1”	and	“A2”,	then	disassemble	“A1”	
into	“A11,	A12	and	A13”.	In	the	other	one	“A”	is	first	disassembled	into	“A3	and	A11”,	then	“A3”	
is	disassembled	into	“A2,	A12	and	A13”.	

While	the	AND/OR	graph	cannot	develop	into	the	disassembly	network	directly.	But	we	can	
design	reasonable	evolution	rules	to	obtain	the	network	diagram	from	the	disassembly	AND/OR	
graph.	The	corresponding	evolution	rules	are	defined	as	follows:	

Rule	 1:	 The	 establishment	 disassembly	 network	 is	 different	 from	 the	 top‐down	 approach	 of	
AND/OR	 graph.	 It	 searches	 the	 entire	 possible	 disassembly	 paths	 from	 the	 bottom	 of	 the	
AND/OR	graph	to	the	top.	

Rule	2:	In	a	bottom‐to‐up	search	process,	we	store	all	the	parts	in	the	and	tree	at	a	node.	If	there	
is	a	relationship	between	all	parts	of	an	and	tree,	then	find	all	possible	disassembly	ways.	If	there	
is	no	relationship	between	all	parts	of	an	and	tree,	set	each	part	as	an	independent	node.	Connect	
all	nodes	with	short	lines	without	a	specific	order.	

Rule	3:	If	there	are	more	than	one	disassembly	ways	for	a	node	in	the	graph.	This	node	will	be	
converted	into	different	disassembly	paths	in	the	search	progress.	
In	Rule	 2,	we	 connect	 the	 parts	with	 short	 lines,	 but	 there	 is	 no	disassembly	 relationship	 be‐
tween	parts.	This	paper	simplifies	the	disassembly	network	graph	based	on	the	AND/OR	graph.	
The	simplified	rules	are	as	follows:	

Rule	4:	Delete	all	 the	 individual	parts	of	 the	 transition	graph,	and	reserve	 the	part	nodes,	and	
connect	them	with	short	lines.		

Rule	5:	Define	the	node	of	part	set.	Connect	the	set	of	parts	which	can	be	disassembled	into	parts	
by	one	disassembly	operation	and	the	nodes	of	set	of	parts.	The	disassembly	network	will	finally	
go	into	one	node,	representing	the	end	of	complete	disassembly.	

To	illustrate	the	AND/OR	graph	and	the	model	of	disassembly	graph,	the	analysis	of	the	pis‐
ton	connecting	rod	unit	(exclude	piston	part)	in	automobile	is	presented.	Its	assembly	drawing	is	
as	shown	in	Fig.	2.	
	
	
	
	
	
	

A

A1 A2 A3

 
(a)	AND	tree	

A

A1 A2 A3

	
(b)	OR	tree	

A

A1 A2 A3

A11 A12 A13 A12 A13

A11

A2

	
(c)	AND/OR	tree	

Fig.1	Graphical	representation	of	the	AND/OR tree
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Fig.	2	Explosion	diagram	of	piston	connecting	rod	group	
	

The	AND/OR	graph	of	rod‐bearing	part	is	shown	in	Fig.	3.	
	

	
	

Fig.	3	The	AND/OR	graph	model	of	the	rod‐bearing	part	
	
According	to	the	rules	described	above,	the	AND/OR	graph	of	the	piston	rod	can	be	transformed	
into	a	graph,	as	shown	in	Fig.	4.	

2,12

1

1,2,3,
12

3

2

1,2, 
12

2,3, 
12

12

11

1,2,3,
11,12,

13

13
1,2,3,
11,12

1,2,3,
12,13

		
	

Fig.	4	The	disassembly	network	graph	of	the	rod‐bearing	part	
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Fig.	5	Simplified	graph	of	the	disassembly	network	of	the	rod‐bearing	part	

	
The	disassembly	network	can	be	illustrated	as	Fig.4.	The	bold	path	represents	a	feasible	dis‐

assembly	sequence	of	piston	group.	According	to	Rules	4	and	5,	the	simplified	graph	is	shown	in	
Fig.	5.	

The	order	of	disassembly	is	from	left	to	right	in	the	simplified	graph.	The	first	point	on	the	left	
side	indicates	the	original	product,	that	is,	the	starting	point	of	the	disassembly,	while	node	“E”	is	
the	 final	disassembly	 state.	The	bold	path	 is	 a	disassembly	 sequence	of	piston	 connecting	 rod	
group.	We	take	the	piston	connecting	rod	as	an	example	to	establish	the	transition	matrix	and	
the	weighted	adjacency	matrix	of	the	disassembly	graph.	In	Fig.	6,	numbers	represent	node	and	
letters	stand	for	disassembly	steps.	

	
Fig.	6	The	network	graph	of	the	rod‐bearing	part	

	
Weight	adjacency	matrix	of	network	

In	 order	 to	 formulate	 the	 disassembly	 process,	 this	 paper	 defines	 part	 set	 ܵ	 and	 disassembly	
step	set	ܣ	to	describe	the	states	of	parts	and	disassembly	steps	 in	 the	process	of	disassembly.	
Where	 S	 describes	 all	 possible	 parts	 that	 exist	 in	 the	 disassembly	 process	 (the	 original	 scrap	
product	 is	 also	 included	 in	 set	ܣ).	 Set	 A	 contains	 all	 the	 operation	 steps	 in	 the	 disassembly.	
Therefore,	 the	 simplified	 disassembly	 network	 can	 be	 represented	 by	 a	ܵ ൈ 	transition	ܣ ma‐
trix	ܶ,	and	the	elements	in	the	matrix	ܶ	are	defined	as	follows:	
	

ܽ௜௝ ቐ
െ1
1
0
										

	Node ݅ is the starting point of ݅ to ݆
Node ݅ is the ending point of ݅ to ݆

Node ݅ is conected of ݅ to ݆
																														 (1)	

	

Each	row	of	the	matrix	corresponds	to	a	part	or	a	unit,	and	each	column	corresponds	to	an	
operation	step.	Matrix	elements	in	the	disassembly	represent:	 if	a	disassembly	step	represents	
that	a	unit	 is	disassembled,	then	the	element	is	set	as	‐1;	 if	a	disassembly	step	represents	that	
the	parts	are	assembled	into	a	unit,	then	the	element	is	set	as	1,	while	the	remaining	elements	in	
the	matrix	are	0.		

This	example	illustrates	the	transition	matrix	of	the	network	graph	in	Fig.	6	based	on	Eq.	1:	
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Weight	 adjacency	matrix	of	 the	directed	graph:	 If	 each	 side	has	a	 value	 in	directed	graph	ܦ ൌ
ሺܸ, 	,ሻܧ then	D	 is	 called	weighted	directed	graph.	 If	D	 is	 a	 simple	weighted	directed	graph,	 the	
weight	adjacency	matrix	of	ܦ	is	ܹ ൌ ሺܽ௜௝ሻ௡ൈ௡	.	The	elements	of	matrix	ܹ	are	defined	as	follows:	
	

 

 













Evvif

jiif

wEvvifw

a

ji

ijjiij

ij

,

0

 weight its is  and  ,

	 (2)	

	

Disassembly	network	graph	is	a	directed	graph,	and	different	disassembly	purposes	correspond	
to	different	weights.	For	example,	 if	 the	goal	of	 the	disassembly	 is	 to	 shorten	 the	disassembly	
time,	the	weight	given	to	each	side	of	the	directed	graph	is	time	[31‐33].	If	the	goal	of	the	disas‐
sembly	is	to	obtain	the	maximum	benefit,	the	weight	given	to	each	side	is	benefit.	

2.2 Modelling develop  

Because	the	disassembly	process	of	auto	parts	is	influenced	by	many	factors,	it	is	highly	uncer‐
tain.	In	this	paper,	we	put	forward	the	following	assumptions:	

1. Non‐destructive	disassembly	should	be	used	to	ensure	the	integrity	of	the	parts.	
2. The	parts	need	 to	be	disassembled	are	regarded	as	rigid	bodies,	which	will	not	be	dam‐

aged	or	deformed	in	the	process	of	disassembly.	
3. Use	one	part	to	represent	several	parts	which	have	same	purposes	and	functions.	For	ex‐

ample,	bolts,	etc.	
4. When	 the	part	 is	 removed	 through	 an	 operation,	 all	 the	 constraints	 associated	with	 the	

part	should	be	removed.	
5. When	a	disassembly	operation	 is	 carried	out,	 at	 least	one	part	of	 the	product	 should	be	

removed	from	the	product.	

According	to	the	degree	of	disassembly,	the	disassembly	can	be	divided	into	complete	disas‐
sembly,	 target	 unit/part	 disassembly	 and	 economic	 disassembly	 sequence.	 Revenues	 and	 the	
costs	 of	 disassembly	 are	 considered	 in	 this	 paper.	 Through	 establishing	 the	 disassembly	 net‐
work	graph	and	the	adjacency	matrix,	we	can	clear	 the	physical	and	mathematical	meaning	of	
the	optimization	model.	Then	we	use	the	linear	programming	to	solve	the	optimal	disassembly	
sequence	in	three	ways.	

௜ሺ݅ݔ ൌ 1,2,3, … ሻ	represents	whether	the	disassembly	operation	step	i	is	executed.	
	

௜ݔ ൌ ቄ
1,
0,

execute step ݅
otherwise

																														 (3)	

	
For	each	step	of	operation,	a	parent	part	is	disassembled	into	two	or	more	than	two	sub	parts.	
To	 ensure	 that	only	one	of	 the	ways	 is	 executed	 even	 the	parent	part	 can	be	disassembled	 in	
several	ways,	we	give	out	the	following	constraints.	As	shown	in	Fig.	7,	the	unit	“K”	is	obtained	
by	disassembly	operation	“a”,	unit	“K”	has	two	disassembly	ways:	one	is	disassembled	into	part	
“U”	and	“V”	through	operation	“b”.	

K

U

V

W

X

b

c

a

																																								

P

Q

R

i
h

	
Fig.	7	Typical	disassembly	steps	in	disassembly	network	graph															Fig.	8	Disassembly	steps	of	unit	P	
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So	the	constraint	of	the	unit	“K”	is:	
	

௕ݔ ൅ ௖ݔ ൑ ௔ݔ , ௔ݔ ൌ 1 (4)
	

The	 sign	൑	 enables	 the	 occasion	 of	 “no	 disassembly”	 instead	 of	 “=”,	which	means	 that	 the	
complete	disassembly	sequences	and	selective	disassembly	sequences	are	both	applied	 to	 this	
constraint.	It	is	easy	to	conclude	that	for	each	subassembly;	the	node	constraint	can	be	generat‐
ed,	indicating	that	the	sum	of	leaving	flows	൑	the	sum	of	entering	flows.	As	a	result,	a	set	of	node	
constraints,	 that	 covers	 all	 feasible	 subassemblies	 except	 final	 subassemblies,	 is	 established.	
That	is	because	final	subassemblies	are	all	single	parts	that	need	not	to	be	disassembled	further.	

Once	the	disassembly	network	is	established	by	the	set	of	node	constraints,	the	further	task	is	
to	define	the	objective	function.	The	economic	benefits	of	the	disassembly	are	considered	in	this	
paper.	In	Fig.	8,	the	parent	subassembly	“P”	is	obtained	by	operation	“h”	and	the	operation	“i”	is	
considered	 as	 an	 operation	 that	 destroys	 “P”	 and	 creates	 two	 parts	 “Q”	 and	 “R”.	 Thus	 the	
fits	ݓ௜	brought	by	action	“i”,	is	calculated	as	follows.	
	

௜ݓ ൌ ሺݎ௥ ൅ ௤ݎ െ ௣ݎ െ ܿ௜ሻ ൈ ௜ݔ (5)
	

where	ݓ௜	is	the	benefits	brought	by	operation	“݅”;	ݎ௥	,	ݎ௤,	ݎ௣	are	the	benefits	of	subassemblies	“R,	
Q	 and	 P”,	 respectively.	 ܿ௜	 is	 the	 cost	 of	 operation	 “݅”;	 	௜ݔ is	 a	 binary	 variable	 that	 determines	
whether	conduct	the	action	“݅”.	

Thus,	the	objective	function	is	the	summation	over	all	possible	actions. 

Model	of	complete	disassembly	

Complete	disassembly	is	the	complete	decomposition	of	a	complex	product.	That	is,	the	product	
should	be	disassembled	into	individual	part.	In	complete	disassembly,	regardless	of	the	revenue	
of	the	disassembly,	the	disassembly	will	be	carried	out	until	the	end.	So	the	cost	of	disassembly	
is	the	only	thing	need	to	be	considered.	In	this	paper,	the	time	cost	of	disassembly	is	considered	
as	disassembly	cost.	So	 the	objective	of	complete	disassembly	can	be	regarded	as	 to	minimize	
the	time	of	disassembly:	
	

݉݅݊෍ܿ௜
௝

௜ݔ 	 (6)	

.ݏ ෍			.ݐ ௜ܶ௝

௝

௝ݔ ൑ 0 ௝ୀଵݔ ൌ 1	 (7)	

	
where	ܿ௜	represents	the	time	cost	of	the	operation	step	j. 

Model	of	optimal	disassembly	sequence		

The	disassembly	for	target	units	is	carried	out	to	obtain	a	certain	part/unit.	If	removing	the	tar‐
get	parts	 is	 just	to	repair	products,	we	just	need	to	consider	the	disassembly	time,	rather	than	
benefits.	 Then	 this	 optimization	 problem	 is	 similar	 to	 complete	 disassembly	 sequences.	 If	 the	
removal	of	waste	products	is	to	obtain	the	target	parts,	while	the	benefit	of	the	other	parts	ob‐
tained	from	the	disassembly	process	should	be	maximized.	We	need	to	consider	the	benefits	and	
disassembly	costs	of	the	parts.	Then	the	optimal	sequence	of	the	disassembly	of	the	target	parts	
can	be	expressed	as	the	maximum	benefit	of	disassembly.	In	the	process	of	disassembly,	the	re‐
maining	parts	may	have	 lower	reuse	value	than	their	disassembly	costs.	So	 in	order	 to	ensure	
the	 efficiency	of	 disassembly,	 further	disassembly	 should	be	 stopped.	We	deal	with	 the	disas‐
sembly	problem	considering	remaining	values,	and	determine	which	removal	steps	can	get	the	
global	maximum	economic	benefits.	
	

෍෍ሺݔܽ݉ ௜ܶ௝ݎ௜ െ ௝ܿሻ
௝

௝ݔ
௜

	 (8)	
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.ݏ ෍			.ݐ ௜ܶ௝

௝

௝ݔ ൑ 0 ௝ୀଵݔ ൌ 1	 (9)	

	

where	 ௜ܶ௝	 is	the	transition	matrix;	ݔ௝	is	the	binary	variable;	ݎ௜	is	the	benefits	brought	by	subas‐
sembly	 i;	 ௝ܿis	operation	cost	of	 j.	ݔ௝ୀଵ ൌ 1	means	the	initial/first	operation.	The	indexes	 i	and	 j	
represent	subassemblies	and	operations,	respectively.	

3. Floyd‐Warshall algorithm 

In	this	paper,	the	AND/OR	graph	to	is	used	to	describe	the	disassembly	process,	and	we	make	
use	of	the	conversion	rules	to	convert	the	AND/OR	graphs	to	disassembly	network	graphs.	The	
process	of	searching	for	the	path	in	the	network	is	as	same	as	the	disassembly	sequence	plan‐
ning.	

Floyd‐Warshall	algorithm,	which	 is	one	of	 the	most	commonly	used	algorithms	to	solve	the	
shortest	path,	can	find	the	shortest	path	between	any	two	points.	In	Floyd‐Warshall	algorithm,	
the	positive	and	negative	values	of	weight	wij	are	not	limited	to	be	positive	numbers.	Because	of	
the	disassembly	cost	is	greater	than	the	value	that	can	be	brought	by	the	disassembly	part,	the	
benefit	is	negative,	which	means	the	weight	of	the	disassembly	network	is	negative	too.	So,	it	is	
feasible	 to	 use	 the	 Floyd‐Warshall	 algorithm	 to	 solve	 the	 problem	 of	 disassembly	 sequences	
planning.	The	steps	of	the	Floyd‐Warshall	algorithm	are	summarized	as	follows:	

Step	1:	Input	weight	matrix	W,	seek	the	shortest	path	from	point	ݒ௥	to	point	ݒ௝ሺ݆ ൌ 1,2,3… ሻ.	

Step	2:	Make	݈௥௝
ሺ௞ሻ	restore	the	shortest	path	form	point	ݒ௥	to	point	ݒ௝within	k	steps.	So	݈௥௝

ሺଵሻ ൌ 														.௥௝ݓ
The	path	 from	ݒ௥	 to	ݒ௝	within	k	 steps	 can	be	divided	 into	 two	parts:	 from	ݒ௥	 to	 	k‐1	within	௜ݒ	

steps,	the	shortest	path	is	݈௥௜
ሺ௞ିଵሻ;	from	ݒ௥	to		ݒ௝	within	one	step,	the	shortest	distance	is	ݓ௜௝.	

	

݈௜௝
ሺ௞ሻ ൌ ݉݅݊ଵஸ௜ஸ௡ሼ݈௥௜

ሺ௞ିଵሻ ൅ 	௜௝ሽݓ (10)
	

݈௞ ൌ ሺ݈௥ଵ
ሺ௞ሻ, ݈௥ଶ

ሺ௞ሻ, … , ݈௥௡
ሺ௞ሻሻ் ሺܭ ൌ 1,2, … ሻ	 (11)

According	to	the	Eq.	11,	the	݅௧௛	element	݈௥ூ
ሺ௞ሻ	in	the	column	matrix	݈௞	is	the	minimum	of	the	sum	

of	 the	 ݅	 columnሺݓଵ௜, … , 	௡௜ሻ்inݓ the	weight	matrix	W	 and	 the	 corresponding	 elements	 of	 row			
݈௥௜
் (݈௥ଵ

ሺ௞ିଵሻ, ݈௥ଶ
ሺ௞ିଵሻ, … , ݈௥௡

ሺ௞ିଵሻ).	
	

݈௞
் ൌ ݈௞ିଵ

் ൈܹ	 (12)
	

Step	3:	When	all	ݓ௜௝ ൒ 0,	the	shortest	path	from	ݒ௥	to	ݒ௜	does	not	repeat	(no	circle).	Since	there	
are	n	nodes	in	the	network,	n	–	1	steps	are	needed	at	most	from		ݒ௥	to		ݒ௜	in	the	shortest	path.	If	
the	shortest	path	contains	n	steps,	we	must	repeat	one	step	at	a	certain	point,	which	makes	it	the	
same	as	the	shortest	path	with	n	–	1	steps.	So	we	have:	
	

݈௡ ൌ ݈௡ିଵ (13)
	

Step	4:	After	n‐1	times	multiplication	of	the	matrixes,	the	shortest	paths	from	ݒ௥to	each	point	can	
be	found.	When	݈௞ ൌ ݈௞ିଵ	appears	in	the	calculation	process,	we	can	find	it	consistent	with	the	
shortest	distance	of	walking	k‐1	steps	and	k	steps,	then	the	calculation	can	be	ended.	

	

In	this	paper,	the	Floyd‐Warshall	algorithm	is	introduced	to	solve	the	problem	of	disassembly	
sequences	planning	for	automotive	products,	and	the	optimal	product	disassembly	sequence	is	
obtained:	

Step	a:	If	the	shortest	time	of	disassembly	is	the	target,	the	weight	adjacency	matrix	 ௧ܹ	for	the	
time	of	the	disassembly	should	be	put	into	the	program.	If	obtaining	maximum	benefit	of	disas‐
sembly	is	the	target,	the	weight	adjacency	matrix	ܹ	for	the	benefit	of	disassembly	should	be	put	
into	the	program.	
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Step	b:	Set	݇ ൌ 1,	and	the	original	vehicle	as	a	starting	point	ݒ௥	of	disassembly.	Secondly,	calcu‐
late	the	shortest	distance	݈ଵ

௞ ൌ ௝ሺ݆ݒ	state	disassembly	the	to	௥ݒ	from	௥௝ݓ ൌ 1,2,3, … , ݊ሻ	after	one	
operation	step.	

Step	 c:	 Set	݈௞
் ൌ ݈௞ିଵ

் ൈܹor	݈௞
் ൌ ݈௞ିଵ

் ൈ െܹ,	k ൌ 2,3,4…	 then	 calculate	 the	 shortest	 distance	݈௞
்	

to	the	disassembly	state	ݒ௝ሺ݆ ൌ 1,2,3, … , ݊ሻ	within	at	most	k	operation	steps.	

Step	d:	Confirm	whether	 the	equation	݈௞
் ൌ ݈௞ିଵ

் 	 is	correct.	 If	 the	equation	 is	satisfied,	 then	the	
algorithm	ends,	and	we	can	get	the	product	sequence.	Otherwise,	return	to	Step	c.	
In	order	to	describe	the	application	of	the	algorithm	in	this	problem,	the	design	procedure	of	the	
Floyd‐Warshall	algorithm	is	used	to	optimize	the	complete	disassembly	sequence	of	the	piston	
connecting	rod	based	on	the	benefit	adjacency	matrix	in	Sec.	2.	The	benefit	adjacency	matrix	of	
the	piston	connecting	rod	group	is	assumed	as	follows:	
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The	optimized	complete	disassembly	sequence	 is	1‐3‐4‐5‐7‐8,	as	shown	 in	bold	path	 in	Fig.	9.	
The	maximum	benefit	of	this	disassembly	sequence	is	11.	
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Fig.	9	The	complete	disassembly	sequence	of	the	piston	connecting	rod	group	

4. Case study  

In	order	to	verify	the	feasibility	and	effectiveness	of	the	application	of	disassembly	model	based	
on	the	AND/OR	graph	in	disassembly	sequence	planning,	the	silicon	oil	fan	clutch	is	taken	as	an	
example	depicted	 in	Fig.	10.	According	 to	 the	connection	relation	and	precedence	relation	be‐
tween	the	silicone	oil	fan	clutch	parts,	the	disassembly	AND/OR	graph	is	obtained	after	analysis.	
As	shown	in	Fig.	11.		

Fig.	10	Silicon	oil	fan	clutch	assembly	explosion	diagram	

a:	Bimetallic	strip	temperature	sensor;	b:	Clutch	front	cover;	c:	Valve	shaft;	d:	Valve;																											
e:Partition;	f:	Seal	ring;	g:	Active	plate;	h:	Bearing;	i:	Shim;	j:	Clutch	rear	cover;	k:	Drive	shaft	
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Fig.	11	The	AND/OR	graph	model	of	silicon	oil	fan	clutch	disassembly	
	

According	 to	 the	 rules	between	 the	disassembly	AND/OR	graph	and	 the	disassembly	network	
graph,	 the	AND/OR	graph	model	of	 the	silicon	oil	 fan	clutch	are	transformed	and	simplified	to	
Fig.	12.	The	disassembly	path	of	the	silicon	oil	clutch	is	represented	by	the	network.	

	
Fig.	12	The	disassembly	network	diagram	of	silicone	oil	fan	clutch	assembly	
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The	nodes	in	Fig.	12	are	numbered	for	simplification	as	shown	in	Fig.	13.	Number	“1”	is	the	
original	silicone	oil	clutch,	while	number	“11”	is	the	completely	disassembly	state	of	a	silicon	oil	
clutch.	Other	numbers	are	the	states	that	may	exist	 in	the	disassembly	operation.	Separate	the	
different	units	in	a	node	with	a	comma.	For	example,	the	node	“bcde, hij”	consists	of	two	parts:	
the	unit	“bced”	and	the	unit	“hij”.	

Assume	that	the	disassembly	process	of	the	silicon	oil	fan	clutch	is	linear.	In	order	to	simplify	
the	model,	 this	 paper	 only	 considers	 the	 time	 consumed	 by	 the	 disassembly	 process	 and	 the	
benefits	 of	 disassembly	 parts.	 The	 disassembly	 sequence	 planning	 is	 studied	 according	 to	 the	
disassembly	network	graph	model.	

First,	we	need	to	obtain	the	relevant	data	about	 the	recovery	value	of	all	parts	and	units	 in	
disassembly	operations.	The	relevant	data	is	obtained	according	to	the	actual	disassembly	expe‐
rience.	

According	 to	 practical	 experience,	 the	 time	 adjacency	 matrix	 ௧ܹof	 disassembly	 network	
graph	 is	 obtained.	 The	 demolition	 time	 for	 each	 disassembly	 operation	 and	while	 the	 benefit	
adjacency	matrix	W	of	disassembly	network	graph	can	be	attained	accordingly.	

Based	on	the	data	above,	the	Floyd‐Warshall	algorithm	is	used	to	solve	the	optimal	sequence	
of	the	complete	disassembly,	the	optimal	sequence	of	the	disassembly	of	the	target	unit,	and	the	
economic	optimal	disassembly	sequence	of	the	silicon	oil	fan	clutch.	
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Fig.	13	The	disassembly	network	diagram	silicone	oil	fan	clutch	
	

4.1 The optimal sequence of the complete disassembly 

We	do	not	need	to	consider	the	effectiveness	of	the	disassembly	parts	in	complete	disassembly,	
just	need	to	consider	the	minimum	disassembly	cost.	That	is,	the	time	of	disassembly	should	be	
the	least.	Use	the	Floyd‐Warshall	algorithm	to	calculate	the	shortest	path	from	node	“1”	to	node	
“11”.	The	shortest	time	of	complete	disassembly	is	32,	corresponding	to	the	complete	disassem‐
bly	is:	1‐25‐21‐5‐7‐9‐11	(Fig.	14).	
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Fig.	14	The	complete	disassembly	sequence	path	
	

4.2 Optimal sequence for disassembly of target units  

Since	the	case	is	the	disassembly	of	the	target	unit	in	the	silicon	oil	fan	clutch,	and	aim	to	maxim‐
ize	the	benefits	of	disassembly	while	ensuring	obtaining	the	target	units	successfully.	Node	“16”	
in	Fig.	15	is	the	objective	state.	Calculate	the	shortest	path	from	node	“1”	to	node	“16”.	The	opti‐
mal	sequence	is:	1‐25‐21‐5‐16	(Fig.	15),	while	the	maximum	benefit	to	the	objective	state	is	81.	
The	final	state	of	disassembly	is:	part	f,	part	k,	part	g,	part	a,	unit	“bcde”,	unit	“hij”.	
	

	
	

Fig.	15	Optimal	sequence	of	disassembly	of	target	units	
	

4.3 Economic optimal sequence 

The	economic	benefit	of	disassembly	is	the	difference	between	the	economic	value	of	disassem‐
bled	parts	 and	 the	 cost	 of	disassembly	process.	While	 a	products	 is	disassembled	 to	 a	 certain	
extent,	and	the	residual	part	recovery	value	is	less	than	their	disassembly	cost,	then	further	dis‐
assembly	is	unnecessary.	In	order	to	determine	the	economic	optimal	sequence	of	the	silicon	oil	
fan	clutch,	we	need	to	calculate	the	benefits	of	node	“1”	to	other	nodes	through	the	benefit	adja‐
cency	matrix,	and	find	the	maximum	benefits	of	them.	The	node	of	the	maximum	benefit	is	the	
end	of	the	demolition	operation.	The	benefit	of	node	“1”	to	each	node	is	shown	in	Fig.	16.	
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Fig.	16	Benefits	of	node	1	to	each	node	

	
From	Fig.	16	we	can	see	that	the	maximum	benefit	appears	at	1‐15.	That	means	when	the	silicon	
oil	fan	clutch	is	removed	to	the	state	of	node	“15”,	the	benefit	of	the	whole	disassembly	is	maxi‐
mum,	and	the	maximum	benefit	is	147.	Economic	optimal	sequence	is	1‐25‐21‐5‐16‐15	(Fig.	17).	
The	final	state	of	disassembly	is:	part	f,	part	k,	part	g,	part	a,	part	b,	unit	“cde”,	unit	“hij”.		

By	solving	the	optimal	sequence	of	the	above	three	kinds	of	disassembly	methods,	we	verify	
the	effectiveness	of	the	disassembly	network	model	and	the	Floyd‐Warshall	algorithm	proposed	
in	this	paper	for	the	disassembly	sequence	planning	of	silicon	oil	fan	clutch.	This	paper	improves	
the	efficiency	and	efficiency	of	disassembly,	and	presents	a	new	way	of	 thinking	 for	 the	disas‐
sembly	sequence	of	automobile	parts.	
	

	
Fig.17	Economic	optimal	sequence	

	

5. Conclusion 

Disassembly	and	recycling	of	 industrial	products	are	one	of	the	effective	methods	for	resource	
conservation	 and	 environment	protection.	Reasonable	disassembly	planning	helps	 to	 improve	
the	disassembly	efficiency	and	reduce	the	cost	and	time	of	disassembly.	In	this	paper,	the	disas‐
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A general approach to optimize disassembly sequence planning based on disassembly network: A case study from… 
 

sembly sequence of automobile parts is studied. We propose the model of disassembly network 
based on the idea of the AND/OR graph. The transition matrix is used to describe the constraint 
relations between parts and units, while the weight adjacency matrix is used to describe the cost 
and benefit in disassembly operations. The disassembly sequence planning problem is solved by 
the classic Floyd-Warshall algorithm. The feasibility of the model and algorithm are verified by 
solving the optimal sequence of three different disassembly purposes. In this paper we consider 
the time and benefits of disassembly, but there are a lot of factors affect the disassembly effi-
ciency in manufacturing. In the future, we will improve the model by considering more factors 
such as the direction of the demolition and the energy consumption. This approach could be 
applied to obtain optimum disassembly sequence of products containing complex AND/OR hier-
archical relationships such as airplanes, automobiles and industrial machinery. 
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A B S T R A C T	   A R T I C L E   I N F O	

An	expert	technique	in	bearing	fault	diagnosis	is	proposed	for	the	identifica‐
tion	 of	 actual	 status.	 A	 new	 diagnosis	method	 based	 on	 a	 two‐stage	 hybrid	
modality	 in	 integrating	 generalized	 discriminant	 analysis	 (GDA)	 with	 the	
chemical	 reaction	 support	 vector	 machine	 (CRSVM)	 classification	 model,	
named	GDA‐CRSVM,	is	proposed.	The	GDA	reduces	high‐dimensional	data	to	a	
more	 compact	 data,	which	 serves	 an	 optimized	 CRSVM	 classification	model	
with	 input	 data,	 in	which	 a	 support	 vector	machine	 (SVM)	 classifier	model	
with	the	best	parameters	are	selected	by	the	meta‐heuristic	chemical	reaction	
optimization	 algorithm	 (CRO)	 to	 build	 an	 optimized	 CRSVM	 classification	
model.	The	implementation	of	the	new	proposed	method	is	based	on	a	multi‐
aspect	feature	(MAF)	set	that	presents	most	of	the	actual	aspects	of	the	com‐
plex	vibration	signal.	The	MAF	set	is	collected	from	the	statistical	features	in	
time‐domain,	 frequency‐domain,	 and	 time‐frequency	 domain	 features	 are	
extracted	 by	 local	 characteristic‐scale	 decomposition	 (LCD).	 Experiments	
have	been	 conducted	on	 two	bearing	 vibration	datasets	 by	 the	 expert	 tech‐
nique	 in	 the	bearing	 fault	diagnosis.	Results	 shown	 that	 the	effectiveness	of	
GDA‐CRSVM	in	terms	of	classification	accuracy	and	execution	time.	
©	2017	PEI,	University	of	Maribor.	All	rights	reserved.	
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1. Introduction 

The	bearing	is	a	key	component	of	rotating	machinery	and	is	closely	allied	to	system	operation.	
Any	 failure	of	bearing	may	cause	unsafe	 conditions	 for	 the	operator	and	 inefficient	operation,	
stopping	work	may	also	affect	associated	systems.	Hence,	advanced	fault	diagnosis	methods	in	
the	mechanical	maintenance	 field	 are	 a	 focus	of	 interest	 to	many	 researchers.	These	methods	
can	be	summarized	into	several	consecutive	steps	aimed	at	 identifying	patterns	of	 fault	status.	
The	first	step	is	acquisition	vibration	data,	which	may	need	pre‐processing	such	as	denoising	or	
removing	artefacts.	The	second	step	 is	 feature	extraction	step	to	get	the	most	 important	 infor‐
mation.	Then,	 these	 features	are	 transformed	 into	 the	pattern	diagnosis	model	 to	classify	pat‐
terns.	Finally,	 the	pattern	diagnosis	model	determines	the	pattern	type	to	which	the	particular	
fault	signal	belongs.		

One	the	most	important	actions	for	fault	diagnosis	technique	is	feature	extraction.	An	effec‐
tiveness	feature	set	needs	to	contain	the	most	salient	features,	beneficial	features	of	the	classifi‐
cation	stage.	This	paper	focuses	on	a	multi‐aspect	feature	extraction	(MAF),	which	many	actual	
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aspects	of	the	complex	vibration	signal.	MAF	is	based	on	statistical	features	in	time‐domain,	fre‐
quency‐domain,	which	directly	represent	the	outward	aspects	of	signal,	and	time‐frequency	do‐
main	features,	which	represent	the	intrinsic	aspects	deeply	hidden	in	the	vibration	signal.	Fea‐
tures	in	the	time‐frequency	domain	are	especially	extracted	by	local	characteristic‐scale	decom‐
position	(LCD),	a	method	that	becomes	superior	in	running	time,	restraining	the	end	effect	and	
relieving	mode	mixing	[1,	2].	The	MAF	set	can	be	extracted	from	the	original	vibration	signal	as	a	
high‐dimensional	feature	vector	including	seven	features	that	represent	the	aspect	in	the	time‐
domain,	eight	features	that	represent	the	aspect	in	frequency‐domain,	and	five	features	that	rep‐
resent	the	aspect	in	the	time‐frequency	domain.	The	obtained	MAF	can	provide	extremely	ade‐
quate	information	on	various	bearing	conditions	to	make	an	effective	diagnosis	of	performance.	

Normally,	 a	 feature	 set	 of	 an	 original	 vibration	 signal	 can	 also	 provide	more	 handy	 infor‐
mation.	Increasing	the	problem	of	using	these	features	efficaciously	 in	a	way	that	would	inter‐
fere	with	the	classification	stage,	such	as	the	computational	burden,	the	processing	time	is	slow‐
er,	 the	classification	accuracy	results	are	poorer.	This	paper	aims	at	making	classification	per‐
formance	more	effective.	The	high‐dimensional	 feature	dataset	 that	was	extracted	 from	vibra‐
tion	signals	is	mapped	onto	a	new	feature	space	to	discover	the	intrinsic	structure	in	these	non‐
linear	high‐dimensional	data	and	to	obtain	a	more	compact	feature	dataset	in	a	lower	dimension.	
Recently,	dimensionality	reduction	approaches	have	aroused	great	interest	in	the	fault	diagnosis	
research	field.	Principal	component	analysis	 (PCA)	 [3,	4]	 is	one	of	 the	most	 traditionally	used,	
along	with	multi‐dimensional	 scaling	 (MDS)	 [5]	 and	 linear	 discriminate	 analysis	 (LDA)	 [6,	 7].	
However,	while	 these	 approaches	 are	 remarkably	 effective	 on	 linear	 data,	 they	may	 not	 ade‐
quately	handle	complex	non‐linear	data.	This	may	be	cause	of	low	accuracy	or	misjudgement	of	a	
fault	diagnosis	with	non‐linear	data.	To	expand	the	field	of	non‐linear	data	of	LDA,	the	general‐
ized	discriminant	analysis	 (GDA)	method	was	proposed	by	Baudat	and	Anouar	(2000)[8].	The	
main	idea	is	to	project	the	input	space	into	an	advantageous	feature	space,	where	variables	are	
nonlinearly	related	to	the	input	space.	According	to	the	current	literature,	the	GDA	method	has	not	
been	previously	applied	for	fault	diagnosis.	In	the	case	of	medicine	[9]	and	imaging	[10],	there	
are	previous	reference	works.	An	important	contribution	in	this	study	is	the	introduction	of	the	
GDA	method	 in	 the	discovery	of	 the	 intrinsic	structure	of	 the	non‐linear	high‐dimensional	 fea‐
ture	dataset.	Its	combination	with	a	classifier	model	make	it	effective	for	classification	purposes.		

Support	vector	machine	(SVM)	based	on	statistical	learning	theory	is	a	new	machine	learning	
algorithm	proposed	by	Vapnik	et	al.	SVM	is	a	powerful	supervised	machine	learning	tool	and	is	
used	in	a	number	of	applications	such	as	pattern	recognition	[11],	time‐series	forecasting	[12],	
robotics	[13]	and	diagnostics	[14].	When	SVM	is	used,	one	should	remark	that	the	optimal	pa‐
rameters	play	a	leading	role	for	forming	a	classification	model	with	high	classification	efficiency,	
thus	creating	something	 that	has	aroused	 the	great	 interest	of	 researchers	 for	 the	selection	of	
optimal	parameters.	Recently,	 several	 evolutionary	based	algorithms	such	as	 the	genetic	algo‐
rithm	(GA)	[15],	particle	swarm	optimization	(PSO)	[16],	ant	colony	optimization	(ACO)	[17],	the	
simulated	annealing	algorithm	(SA)	 [18]	have	been	used	 to	optimize	 the	SVM	parameters	and	
have	also	shown	promising	ability	as	learning	algorithms	that	can	be	utilized	for	diagnosis	pur‐
poses	[19].	However,	their	performance	may	vary	from	one	object	to	another	in	fault	diagnosis	
and	may	not	be	 suitable	 for	 the	different	 statuses	of	 roller	 bearings.	Besides,	 the	 efficiency	of	
these	optimization	algorithms	is	characterized	by	the	procedure	used	for	selection	the	parame‐
ters,	which	 requires	 a	deep	knowledge	of	 the	use	of	 algorithms.	The	 recent	 chemical	 reaction	
optimization	(CRO)	algorithm,	which	is	a	novel	computational	method,	is	one	optimization	of	the	
found	meta‐heuristics	introduced	in	2010	[20].	CRO	is	an	evolutionary	optimization	technique,	
which	 is	comprehended	 from	the	nature	of	chemical	 reaction.	 It	performs	very	well	 in	solving	
optimization	problems	in	a	very	short	time.	In	a	short	period,	there	have	been	a	few	applications	
of	CRO	to	the	recognition	field,	data	mining,	classification	rule	[21,	22],	and	efficiency	has	been	
demonstrated.	 Indeed,	CRO	has	been	applied	 to	solve	complex	problems	successfully,	has	out‐
performed	many	existing	evolutionary	algorithms	 in	most	of	 the	test	cases.	A	guideline	can	be	
found	in	the	tutorial	 introduced	in	[23]	to	help	readers	implement	CRO	for	optimization	prob‐
lems.	Motivated	by	the	capability	of	CRO,	an	important	contribution	in	this	study	is	the	authors’	
aim	 to	use	 the	CRO	algorithm	 to	 select	 the	best	parameters	of	 the	SVM	model,	which	 is	 a	 fre‐
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quently	used	diagnosis	technique	called	CRSVM.	Then,	the	optimized	CRSVM	model	is	used	for	
bearing	fault	diagnosis.	

Finally,	 in	this	paper,	a	two‐stage	hybrid	modality	for	integrating	GDA	with	CRSVM	is	intro‐
duced,	called	GDA‐CRSVM.	The	proposed	GDA‐CRSVM	method	is	based	on	an	expert	technique	
that	aims	 to	exploit	 the	highest	 identification	accuracy	 in	 the	 fault	diagnosis	of	 roller	bearings	
based	on	an	MAF	set.	GDA	is	first	used	to	reduce	the	high‐dimensional	feature	set	that	acts	as	the	
data	 pre‐processing	 for	 classifier	 model.	 Then,	 the	 obtained	 feature	 set	 provides	 the	 CRSVM	
model	with	input	data.	For	exploration,	experiments	have	been	conducted	on	two	bearing	vibra‐
tion	 datasets	 with	 different	 conditions	 based	 on	 the	 GDA‐CRSVM	 method.	 Moreover,	 the	 ac‐
quired	vibration	signals	have	been	analysed	to	extract	the	MAF	set.	It	is	remarkable	that	the	per‐
formance	of	the	GDA‐CRSVM	method	is	significantly	better	than	that	of	the	other	methods	and	
showed	the	most	accurate	results	for	classification	purposes	along	with	superior	execution	time.	

The	paper	 is	 constructed	 as	 follows.	 Section	2	presents	materials	 and	methods	 for	bearing	
fault	diagnosis.	In	Section	3,	the	GDA‐CRSVM	method	is	proposed	by	a	two‐stage	hybrid	modality	
by	integrating	the	GDA	method	with	the	CRSVM	classification	model	for	the	expert	fault	diagno‐
sis	technique.	In	Section	4,	we	present	experiments	for	bearing	fault	diagnosis,	where	vibration	
data	is	acquired	for	roller	bearings,	MAF	is	used	to	extract	vibration	signals,	and	the	actual	fault	
statuses	are	identified	by	our	proposed	method.	Section	5	is	the	conclusion.	Acknowledgments	
and	a	list	of	references	follow.	

2. Materials and methods 

2.1 Generalized discriminant analysis (GDA) method 

Dimensionality	 reduction	 can	 be	 done	 by	 feature	 transformation	 to	 a	 low‐dimensional	 data	
space	once	features	have	been	extracted	from	the	vibration	signals.	The	purpose	of	the	dimen‐
sionality	reduction	is	to	select	the	most	superior	features	of	the	original	feature	set,	which	can	
provide	 dominant	 actuality‐related	 information.	 Irrelevant	 or	 redundant	 factors	must	 be	 dis‐
carded	to	improve	classification	performance,	to	avoid	problems	with	dimensionality.	Therefore,	
the	GDA	method	is	presented	and	used	to	select	the	superior	features	from	the	original	feature	
set	[8].	

The	objective	of	GDA	 is	 to	find	mapping	 for	 the	 input	 feature	 set	 into	 a	 lower	dimensional	
space/	new	space.	The	ratio	of	centre‐class	partner	 ௕ܲ	to	within‐class	partner	 ௪ܲcan	be	maxim‐
ized	[8].	A	set	of	input	patterns	S	of	training	features‐set	can	be	given	as:	

ܵ ൌ ෍ܵ௖ܺ௖௜

஼

௖ୀଵ

ܿ ൌ 1,2, . . , ;ܥ ݅ ൌ 1,2, . . , ܵ௖	 (1)

This	is	a	C‐class	problem,	ܵ௖	is	the	number	of	samples	in	class	ܿ.	The	mapping	߰: ்ܴ ⟶ ܶ	is	
non‐linear	for	training	patterns	in	the	new	space,	thus	ܺ → ߰ሺܺ௖௜ሻ,	ܿ ൌ 1,2, . . , ;ܥ ݅ ൌ 1,2, . . , ܵ௖	is	
represented.	

The	center‐class	partner	 ௕ܲ	to	within‐class	partner	 ௪ܲ	of	the	training	feature	set	can	be	calcu‐
lated	as	below:	

௪ܲ ൌ
1
ܥ
෍

1
ܵ௖

஼

௖ୀଵ

෍߰ሺܺ௖௜ሻ

ௌ೎

௜ୀଵ

்߰ሺܺ௖௜ሻ	 (2)

௕ܲ ൌ
1
ܥ
෍ሺߤ௖ െ ௖ߤሻሺߤ െ ሻ்ߤ
஼

௖ୀଵ

	 (3)

We	have	to	calculate	the	eigenvalues	and	eigenvectors	,ߥ	ߥ ∈ ܶ ∖ ሼ0ሽ	to	satisfy	the	equation:	

ߣ ௪ܲߥ ൌ ௕ܲߥ	 (4)
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ߣ ൌ
′ߥ ௕ܲߥ
′ߥ ௪ܲߥ

	 (5)

The	 eigenvectors	 	ߥ are	 combinations	 of	 ߰ሺܺ௖௜ሻ	 elements	 and	 the	 existing	 coefficients	
௖݂௜ , ܿ ൌ 1,2, . . , ;ܥ 	݅ ൌ 1,2, . . , ܵ௖	such	that:	

ߥ ൌ ෍෍ ௖݂௜߰ሺܺ௖௜ሻ

ௌ೎

௜ୀଵ

஼

௖ୀଵ

	 (6)

To	simplify,	we	can	write	the	coefficient	vector	as	below:	

݂ ൌ ሺ ௖݂௜ሻ௖ୀଵ,ଶ,..,஼
௜ୀଵ,ଶ,..,ௌ೎

	 (7)

Further,	let	us	consider	this	vector.	We	used	the	kernel	technique	in	the	new	space.	Using	the	
dot	 product	 of	 a	 sample	݉	 from	 class	 ݃	 and	 another	 sample	 ݊	 from	 class	 	,݌ the	 dot	 product	
ሺ݇௠௡ሻ௚௣	gives	the	following:	

ሺ݇݉݊ሻ݃݌ ൌ ߰൫ܺ݃݉൯ ⋅ ߰൫ܺ݊݌൯	 (8)

First,	let	ܭ	be	a	ሺܰ ൈ ܰሻ	matrix	defined	in	terms	of	the	class	elements	by	൫݌݃ܭ൯݃ൌ1,2,..,ܥ
ൌ1,2,..,஼݌

.	In	the	

new	space,	the	ܭ	matrix	is	represented	as	below:	
ܭ ൌ ൫ܭ௚௣൯௚ୀଵ,ଶ,..,஼

௣ୀଵ,ଶ,..,ܥ
	 (9)

where	ܭ௚௣	is	a	൫ ௚ܵ ൈ ܵ௣൯	matrix:	

൫ܭ௚௣൯ ൌ ሺ݇௠௡ሻ௠ୀଵ,ଶ,..,ௌ೒
௡ୀଵ,ଶ,..,ௌ೛

	 (10)

Then,	a	ሺܰ ൈ ܰሻ	matrix	ܣ	is	introduced,	ܣ	is	defined	as:		

ܣ ൌ ሺܣ௖ሻ௖ୀଵ,ଶ,..,஼ 	 (11)

where	ሺܣ௖ሻ	is	a	ሺܵ௖ ൈ ܵ௖ሻ	matrix	with	all	terms	equal	to	1 ോ ܵ௖.	
Finally,	 from	the	Eqs.	2,	3,	6	and	4,	we	 found	the	 inner	product	with	vector	߰ሺܺ௖௜ሻ	on	both	

sides.	

ߥܭܭߣ ൌ 	ߥܭܣܭ (12)

There,	ߥ	represents	a	column	vector	with	values	ߥ௖௜, ܿ ൌ 1,2, . . , ;ܥ ݅ ൌ 1,2, . . , ܵ௖.	
The	solution	of	Eq.	(12)	is	satisfactory	when	the	eigenvectors	of	matrix	ሺܭܭሻିଵܭܣܭ	are	cal‐

culated.	

2.2 Optimal classification model 

This	section	emphasizes	the	superiority	of	the	CRO	algorithm,	which	is	then	applied	to	select	the	
best	parameters	of	the	SVM.	These	parameters	play	a	leading	role	for	building	an	optimal	CRSVM	
classification	model.	The	obtained	CRSVM	model	can	be	used	for	fault	diagnosis	of	bearing	com‐
ponents,	combining	the	input	feature	set	to	become	the	expert	classifier	model	with	high	classi‐
fication	accuracy,	stability	and	effectiveness	of	performance.	Fig.	1	depicts	the	flowchart	for	us‐
ing	the	CRO	algorithm	to	select	parameters	of	the	SVM	model.	

Principle	of	SVM	

Support	Vector	Machine	(SVM)	were	introduced	by	Vapnik	[24].	The	SVM	classifier	is	designed	
for	classification	tasks	with	two‐class	datasets.	The	data	are	separated	by	a	hyperplane	in	order	
to	maximize	distance.	The	separating	hyperplane	is	defined	by	the	closest	points	of	the	training	
dataset,	which	are	called	support	vectors.	The	details	of	SVM	are	presented	in	[14].	The	parame‐
ter	pair	ሺܥ, 	(ߛ	of	parameter	width	and	ܥ	of	parameter	penalty	the)	function	kernel	RBF	the	in	ሻߛ
plays	an	important	part	in	the	classification	purpose.	The	parameter	pair	values	cover	a	broad	
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range	and	controls	the	generalization	capability	of	SVM.	The	best	selection	of	parameter	pair	is	
important	and	necessary	to	training	the	SVM	classifier.	In	this	work,	values	of	ܥ, 	selected	are	ߛ
using	the	CRO	algorithm	for	the	best	performance	for	accurate	bearing	fault	diagnosis.	

The	optimized	SVM	model	based	on	CRO	

To	fulfil	 the	aim	to	build	an	optimal	classification	model,	CRSVM,	the	CRO	algorithm	is	used	to	
exploit	the	best	parameter	pair	ሺܥ, 	employed	is	model	classification	obtained	The	SVM.	the	of	ሻߛ
to	identify	the	bearing	conditions.	
	

	
Fig.	1	The	architecture	of	CRSVM	classification	model	

Chemical	reaction	optimization	algorithm	

The	CRO	algorithm	 is	 introduced	 in	2010	 [20]	 in	 the	 finding	meta‐heuristics	of	 computational	
method	 which	 is	 the	 efficient	 optimization	 technique	 that	 enjoys	 the	 advantages	 of	 previous	
genetic	algorithms	and	simulated	annealing.	This	algorithm	is	not	only	inspired	by	the	elemen‐
tary	chemical	 reactions,	 that	 is	different	 from	evolutionary	algorithms	motivated	by	biological	
evolution,	but	also	easily	constructed	by	defining	the	agents	and	the	energy	directional	scheme.	
Consequently,	 algorithm	 has	 been	 deployed	 for	 different	 problems	 and	 has	 been	 successfully	
used	 to	 counteract	 complicated	 problems,	 outperforming	 other	 prevailing	 evolutionary	 algo‐
rithms	in	test	conditions.		

Furthermore,	CRO	algorithm	carried	out	parallel	of	sub‐reaction	steps	in	the	optimal	process	
which	 benefits	 the	 minimizing	 for	 accomplishing	 time.	 Algorithm	 accomplishes	 local,	 global	
search	with	elementary	reactions.	In	these,	four	types	of	elementary	reactions	are	included:	(1)	
on‐wall	ineffective	collision,	(2)	decomposition,	(3)	inter‐molecular	ineffective	collision,	and	(4)	
synthesis.	In	fact,	each	reaction	is	the	interaction	(the	combination	and	variation)	of	molecules	at	
a	high	energy	level	to	become	new	products	with	a	low	energy	level,	in	a	stable	status.	The	de‐
tails	of	the	CRO	algorithm	can	be	seen	in	[20,	23].	Motivated	by	the	superior	capability	of	CRO,	
the	authors	applied	select	parameters	of	the	SVM	model.	

The	solution	 to	optimize	 the	CRO	algorithm	 involves	using	 the	natural	chemical	 reaction	of	
reactants	to	solve	problems.	The	beginning	of	the	algorithm	establishes	initial	reactants,	which	
play	an	 important	role	 in	a	solution.	Then,	 the	reactants	react	and	produce	 four	 types	of	reac‐
tions.	 The	 algorithm	 is	 stopped	when	 the	 termination	 criterion	 reaches	 final	 status,	when	 no	

Parameters	of	SVM:	
Initial	values	(ܥ, 	(ߛ

CRO	

Training	SVM	model	

Evaluate	fitness	by	deterioration	
parameter	Eq.	(13)	

Update	parameters	(ܥ, 	(ߛ

Trained	SVM	model	with	best	parame‐
ters	ሺܥ, 	ሻߛ

Start	

Termination	
criterial	

Training	
set	

End	

Y	

N	
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more	reactions	can	take	place.	In	this	work,	the	parameter	pair	ሺܥ, 	in	reactants	as	set	is	SVM	of	ሻߛ
four	types	of	reactions.	According	to	this,	the	CRO	algorithm	consists	of	the	following	steps	[21]:		

Step	1:	Initialize	the	parameters.	
Step	2:	Set	the	initial	reactants	and	evaluate	enthalpy.	
Step	3:	Apply	chemical	reactions	to	reactants.	
Step	4:	Update	and	select	reactants.	
Step	5:	Go	to	step	3	if	termination	criterion	not	satisfied.	
Step	6:	Output	reactant	with	best	enthalpy.	

Classification	model	CRSVM	

The	 optimization	 parameter	 pair	 ሺܥ, 	of	ሻߛ the	 SVM	 can	 be	 obtained	 using	 the	 CRO	 algorithm.	
This	CRO	algorithm	conducts	stochastic	searches	using	a	population	of	molecules,	each	of	which	
represents	a	possible	solution	to	a	problem.	A	population	includes	a	finite	number	of	molecules,	
with	each	molecule	defined	by	an	evaluating	mechanism	to	obtain	its	potential	energy.		

The	principled	training	phase	of	the	CRSVM	model	includes	seven	main	steps,	which	are	im‐
plemented	as	follows:	

Step	1:	Training	and	testing	datasets	are	prepared	after	 feature	extraction	from	original	vibra‐
tion	signals.	

Step	2:	This	is	initialization	step.	The	initial	ܥ, ‐maxi	the	Set	SVM.	for	random	are	parameters	ߛ
mum	 iteration	number	 	.௠௔௫ݐ Set	 the	 iterative	 variable:	 ݐ ൌ 0	and	perform	 the	 training	
process	for	the	next	steps.	The	parameters	for	this	optimization	algorithm	are	iteration	
௠௔௫ݐ ൌ 50,	population	size	݌݋݌ ൌ 5,	upper	bound	ݑ௣ ൌ 2ଵଶ	and	lower	bound	݈௣ ൌ 2ିଵଶ.	

Step	3:	Increase	the	iteration	variable	by	set	ݐ ൌ ݐ ൅ 1	
Step	4:	Deterioration	evaluation.	The	deterioration	function	is	employed	to	evaluate	the	quality	

of	every	element.	Eq.	(13)	shows	the	classification	accuracy	of	an	SVM	classifier:	

ሺ%ሻ݊݋݅ݐܽݎ݋݅ݎ݁ݐ݁݀ ൌ ௙ܰ௔௟௦௘

ஊܰ
100 %	 (13)

where	 ௙ܰ௔௟௦௘	is	false	classified	samples,	 ஊܰ	is	total	samples	in	the	testing	process.	The	desirable	
value	is	small	for	high	classification	accuracy.	

Step	5:	Stop	criteria	checking.	If	the	deterioration	function	satisfies	Eq.	(13)	or	iteration	is	max‐
imal,	go	to	step	7.	If	not,	go	to	the	next	step.	

Step	6:	Update	the	new	ܥ, 	.3	step	to	Go	conditions.	on	based	parameters	ߛ
Step	7:	End	of	the	training	procedure.	Fitting	parameters	are	optimal	output	values.	

The	 efficient	 search	 capability	 of	 the	 chemical	 reaction	 algorithm	 is	 incorporated	with	 the	
generalization	capability	of	SVM	to	bring	out	synergies	of	the	classification	accuracy.	The	archi‐
tecture	for	CRSVM	is	presented	in	Fig.	1.	Each	reactant	represents	the	candidate	solution	for	the	
model,	which	includes	the	parameters	ܥ, 	.ߛ

3. An expert technique based on the proposed GDA‐CRSVM method 

In	this	section,	the	authors	propose	a	new	diagnosis	method	based	on	a	two‐stage	hybrid	modal‐
ity	for	integrating	GDA	with	the	CRSVM,	called	the	GDA‐CRSVM.	This	takes	special	consideration	
of	 improved	 computational	 time,	 reduction	 of	 calculation	 memory	 and	 enhanced	 recognition	
accuracy	of	 fault	data.	The	methodology	of	dimensionality	reduction	(GDA)	 is	close,	which	can	
obtain	 the	 total	 intrinsic	 emergent	 information	 of	 the	 original	 high‐dimensional	 feature	 set.	
Combined,	the	optimized	CRSVM	model	can	obtain	effective	classification	performance.	

The	process	of	the	proposed	method	consists	of	two	parts:	dimensionality	reduction	and	pat‐
tern	recognition.	First,	 the	authors	used	 the	GDA	method	 to	reduce	 the	high‐dimensional	 fault	
feature	dataset	by	taking	out	the	most	responsive	features	to	produce	a	low‐dimensional	feature	
set.	The	obtained	feature	set	increased	the	overall	reliability	of	the	fault	diagnosis	technique	as	
well	 as	 the	 accuracy	 of	 diagnosis	 of	 an	 actual	 fault	 condition.	 Second,	 the	 reduced	 feature	 is	
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served	 as	 input	 to	 the	optimized	 classification	mode,	which	was	 elaborately	 optimized	by	 the	
CRO	algorithm	based	on	the	SVM,	namely	CRSVM.	

Overall,	the	expert	bearing	fault	diagnosis	technique	based	on	the	GDA‐CRSVM	hybrid	meth‐
od	 aims	 to	 further	 improve	 fault	 diagnosis	 performance	 and	 ensure	 diagnosis	 reliability.	 It	 is	
presented	in	Fig.	2.	From	this	figure,	the	technique	includes	four	main	steps	as	follows:	Step	1	is	
vibration	signal	acquisition,	Step	2	is	MAF	extraction,	Step	3	is	dimensionality	reduction,	Step	4	
is	pattern	classification.	The	implementation	process	is	described	below:	

Step	1:	In	the	first	step,	the	original	vibration	signals	are	acquired	from	acceleration	sensors.		
Step	2:	Feature	extraction	 is	an	urgent	step	of	 the	diagnosis	process.	The	extracted	 feature	set	

represents	 important	 information	 about	 the	 actual	 bearing	 conditions,	 which	 governs	
the	final	results	of	the	diagnosis	process.	This	feature	set	contains	the	time‐domain,	fre‐
quency‐domain	features,	and	time‐frequency	domain	features	are	extracted	by	the	LCD	
method,	which	is	used	to	form	the	MAF	set	of	the	original	vibration	signal.	

Step	3:	The	GDA	method	is	used	to	discover	the	intrinsic	structure	of	the	MAF	set.	The	reduced	
feature	set	as	a	low‐dimensional	feature	vector	has	more	effective	classification	perfor‐
mance,	such	as	reduced	calculation	memory,	computational	time,	and	the	best	classifica‐
tion	accuracy	results.	

Step	4:	The	reduced	feature	set	is	divided	into	training	set	and	testing	set.	Each	low‐dimensional	
training	sample	in	its	respective	class	labelled	as	the	training	set	is	used	to	discover	the	
best	parameter	pair	 ሺܥ, 	of	ሻߛ the	SVM	by	CRO.	The	obtained	CRSVM	classifier	model	 is	
then	used	 to	 recognize	 the	 samples	 in	 the	 testing	 set.	For	 reliable	diagnosis	 capability,	
the	diagnosis	technique	based	on	this	proposed	GDA‐CRSVM	method	is	applied	for	bear‐
ing	fault	diagnosis.	

	

	
Fig.	2	Struct	diagram	of	expert	fault	diagnosis	technique	
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Fig.	5	The	schematic	drawing	of	test	rig	

4. Results and discussion for bearing fault diagnosis performance case study 

In	this	section,	two	datasets	of	bearing	conditions	were	collected.	They	are	used	for	the	experi‐
ments	based	on	the	proposal	of	proposed	expert	technique	in	actual	status	identification.	

4.1 Data acquisition 

The	 first	 dataset	 is	 vibration	 signals	 of	 bearing	 component	 fault	 cross	 from	 the	 Bearing	 Data	
Center	at	Case	Western	Reserve	University	(Loparo,	2013).	Fig.	3	shows	the	experimental	setup	
model,	which	consists	of	a	two‐HP	reliance	electric	motor,	a	torque	transducer	and	a	dynamom‐
eter.	The	 test	bearings	were	 installed	on	 the	motor	shaft,	which	was	 loaded	by	dynamometer.	
The	accelerometer	data	at	DE	were	used	as	original	signals	for	the	detection	of	four	bearing	con‐
ditions:	 healthy	 bearing	 (HB),	 inner	 race	 (IR)	 fault,	 outer	 race	 (OR)	 fault,	 and	 rolling	 element	
(RE)	 fault.	A	defect	was	 tested	on	 the	 IR,	OR,	RE	of	 test	bearing	using	defect	sizes	0.5334	mm	
(0.021	 inches)	 in	 diameter	 with	 a	 depth	 of	 0.2794	mm	 (0.011	 inches)	 generated	 by	 electro‐
discharge	 machining.	 Four	 vibration	 signal	 datasets	 were	 acquired	 from	 the	 bearings	 with	 a	
sampling	frequency	of	12	kHz,	tested	under	motor	load	of	two‐HP	at	a	speed	of	1750	RPM.	Fig.	4	
presents	the	vibration	signals	in	time‐domain,	in	frequency‐domain	from	four	signal	samples	of	
the	bearing	conditions.	In	each	fault	pattern,	25	samples	were	acquired	from	vibration	signals.	
Each	 sample	 includes	 4096	 continuous	 data	 points	 in	 the	 time‐domain.	 The	 results	 obtained	
groups	with	100	vibration	signals	at	various	bearing	conditions.	

To	further	test	the	efficacy	of	the	fault	detection	technique,	the	second	dataset	was	acquired	
from	test	rig,	as	shown	in	Fig.	5	[25].	The	bearing	faults	were	introduced	by	laser	cutting	in	the	
IR	or	RE	with	slot	width	of	0.15	mm	and	depth	of	0.13	mm,	respectively.	The	three	experimental	
conditions	tested	were	healthy	bearing	(HB),	bearing	with	IR	fault	and	bearing	with	RE	fault.	A	
total	of	15	acceleration	measuring	signals	with	sampling	frequency	of	4096	Hz	were	acquired	for	
each	bearing	condition.	

Fig.	3	Schematic	of	the	experimental	 Fig.	4 The	bearing	conditions	in	the	time	domain	and	frequency	
domain	

										‐	a,	b)	Normal	bearing	 																				‐	c,	d)	Inner	bearing	fault	
										‐	e,	f)	Outer	bearing	fault																			‐	g,	h)	Roller	element	fault	
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Fig.	6	The	time‐domain	features	of	a	bearing	sample	in	different	conditions 

4.2 Multi‐aspect feature extraction 

The	MAF	set	extracted	 from	original	vibration	signals	plays	an	 important	role	 for	 the	achieve‐
ment	 of	 the	 diagnosis	model.	 The	MAF	 includes	 time‐domain	 features,	 frequency‐domain	 fea‐
tures	and	features	in	the	time‐frequency	domain,	which	are	considered	a	high‐dimensional	fea‐
ture	vector.	

 Time‐domain	features	

The	 signal	was	 analysed	 to	 extract	 seven	 time‐domain	 statistical	 features	ܶܦଵ	݋ݐ	ܦܶ଻.	 Table	 1	
shows	the	seven	feature	definitions.	In	this	table,	the	first	five	dimensions	ܶܦଵ െ	ܶܦହ	reflect	the	
vibration	amplitude	and	energy	 in	 the	 time‐domain,	 the	 last	 two	dimensions	ܶܦ଺, 	are	଻ܦܶ the	
crest	factor	and	clearance	factor,	which	represent	the	time‐series	distribution	of	the	signals.	Fig.	
6	describes	the	time‐domain	features	of	the	bearing	samples	in	the	different	conditions.	

Table	1	The	feature	definition	equations	in	time‐domain	

No.	
Time	Domain	(TD)	 Remark	

Feature	 Equation	

1	 Mean	 ଵܦܶ ൌ
1
ܯ
෍ݔ௜

ெ

௜ୀଵ

	 ௜ݔ is	a	vibration	signal	in	time	
domain	݅ ൌ 1,2, . . , 	the	is	ܯ	,ܯ
number	of	data	points.	
	2	 Standard	deviation	 ଶܦܶ ൌ ඨ

1
ܯ െ 1

෍ ሺݔ௜ െ ሻଶݔ̅
ெ

௜ୀଵ
	

3	 Root	Mean	Square	 ଷܦܶ ൌ ඨ
1
ܯ
෍ ௜ݔ

ଶ
ெ

௜ୀଵ
	

4	 Skewness	 ସܦܶ ൌ
1

ଶܦܶ
ଷሺܯ െ 1ሻ

෍ሺݔ௜ െ ሻଷݔ̅
ெ

௜ୀଵ

	

5	 Kurtosis	 ହܦܶ ൌ
1

ଶܦܶ
ସሺܯ െ 1ሻ

෍ሺݔ௜ െ ሻସݔ̅
ெ

௜ୀଵ

	

6	 Crest	factor	 ଺ܦܶ ൌ
|௜ݔ|ݔܽ݉

ଷܦܶ
	

7	 Clearance	Factor	 ଻ܦܶ ൌ ௠௔௫ݔ ൥
1
ܯ
෍ඥ|ݔ௜|
ெ

௜ୀଵ

൩

ିଶ

	

 Frequency‐domain	features	

Some	 signal	 information	 is	 also	 described	 in	 the	 frequency‐domain	 and	 reveals	 information	
about	the	demodulation	spectrum,	amplitude	frequency	or	distribution,	which	cannot	be	found	
in	the	time‐domain.	To	extract	these	features,	the	Hilbert	transform	was	first	used	to	transform	
the	vibration	signals.	Eight	frequency‐domain	features	ܦܨଵ	݋ݐ	଼ܦܨ	were	then	extracted	from	the	
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frequency	spectrum	of	vibration	signals,	as	shown	in	Table	2.	The	obtained	features	ܦܨଵ െ 	ସܦܨ
describe	 the	convergence	or	divergence	of	 the	spectrum	power,	ܦܨହ, 	଺ܦܨ indicate	a	change	 in	
position	 frequency.	 The	 spectrum	power	 energy	 degree	 can	 centralize	 or	 de‐centralize	 as	 de‐
scribed	by	parameter	ܦܨ଻	ܽ݊݀	଼ܦܨ	can	quantitatively	measure	disorder	in	the	system.	The	fre‐
quency‐domain	features	of	the	bearing	conditions	in	an	inner	race	fault,	outer	race	fault,	roller	
element	fault	and	healthy	fault	are	depicted	in	Fig.	7.	The	features	of	the	conditional	outer	race	
fault	and	inner	race	fault	are	shown	especially	clearly.		

 Time‐frequency	domain	features	

LCD	 is	 a	 self‐adaptive	method	used	 in	data	decomposition.	 LCD	has	been	 successfully	used	 to	
analyse	 non‐linear,	 non‐station	 signals,	 especially	 fault	 signals	 [2].	 Obviously,	 LCD	 can	 extract	
the	deeply	hidden	features	 in	bearing	fault	data,	as	these	features	are	very	hard	to	distinguish	
only	 from	 the	 time‐domain	 and	 frequency‐domain	 statistical	 characteristics.	 In	 this	 study,	 the	
authors	investigated	the	energy	correlation	coefficients	between	the	first	several	intrinsic	scale	
components	 (ISC),	which	were	decomposed	by	 the	LCD	method.	These	 coefficients	 can	 reveal	
the	original	vibration	signal	in	the	time‐frequency	amplitude	and	distribution	view,	which	is	well	
and	good	for	accurate	diagnosis	of	a	bearing	fault.	Further,	any	complex	vibration	signal	ݔሺݐሻ	is	
decomposed	into	ISC	and	the	residue	by	LCD,	as	in	the	equation	below	[1]:		

ሻݐሺݔ ൌ෍ܥܵܫ௜ሺݐሻ ൅ ሻݐ௡ሺݎ
௡

௜ୀଵ

	 (14)

where	ܥܵܫ௜ሺݐሻ	is	the	݅௧௛	ICS	of	original	signal	obtained	by	LCD,	the	residue	is	ݎ௡ሺݐሻ.	
	

Table	2	The	feature	definition	equations	in	frequency‐domain	

No.	
Frequency	domain	(FD) 

Remark	
Feature	 Equation	

1	 Mean	frequency	 ଵܦܨ ൌ
1
ܯ
෍݌௜

ெ

௜ୀଵ

 
௞ܲ is	the	energy	probability	
distribution	defined	as:		

௞ܲ ൌ
௜|ଶ݌|

∑ ௜|ଶெ݌|
௜ୀଵ

൘ 	

where	݌௜	is	the	spectrum	of	
	,signal	vibration	ሺ݅ሻݔ
݅ ൌ 1,2, . . , 	of	number	the	is	M	,ܯ
spectrum	lines.	
	
௜݂ 	is	the	frequency	value	of	the	
݅௜௛	spectrum	line.	

	

2	
Standard	deviation	fre‐
quency	 ଶܦܨ ൌ

1
ܯ െ 1

෍ሺ݌௜ െ ଵሻଶܦܨ
ெ

௜ୀଵ

 

3	 Skewness	frequency	 ଷܦܨ ൌ
1
ܯ

∑ ሺ݌௜ െ ଵሻଷܦܨ
ெ
௜ୀଵ

ටቀ
1

ܯ െ 1∑ ሺ݌௜ െ ଵሻଶெܦܨ
௜ୀଵ ቁ

ଷ
 

4	 Kurtosis	frequency	 ସܦܨ ൌ
1
ܯ

∑ ሺ݌௜ െ ଵሻସܦܨ
ெ
௜ୀଵ

ቀ
1

ܯ െ 1∑ ሺ݌௜ െ ଵሻଶெܦܨ
௜ୀଵ ቁ

ଶ 

5	 Frequency	centre	
ହܦܨ ൌ

∑ ௜݂݌௜
ெ
௜ୀଵ

∑ ௜ெ݌
௜ୀଵ

൘  

6	
Root	mean	square	fre‐
quency	

଺ܦܨ ൌ ඩ
∑ ௜݂

ଶ݌௜ெ
௜ୀଵ

∑ ௜ெ݌
௜ୀଵ

൘  

7	 Root	variance	frequency	 ଻ܦܨ ൌ ඨ
∑ ሺ ௜݂ െ ௜ெ݌ହሻଶܦܨ
௜ୀଵ

ܯ
 

8	 Shannon	Entropy	 ଼ܦܨ ൌ െ෍݌௞ log ௞ܲ

ெ

௜ୀଵ
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The	first	several	ISCs	contain	almost	all	valid	fault	information	that	characterizes	the	original	
signal.	There,	ISCs	have	higher	energy	than	the	rest.	In	this	work,	the	first	five	ISCs	were	used	to	
calculate	the	correlation	of	energy	with	the	original	vibration	signal.	These	five	energy	correla‐
tion	 coefficients	 formed	 a	 feature	 subset	 representing	 the	 time‐frequency	 domain	 features	 of	
bearing	fault	status.	These	following	steps	were	taken:	

Step	1:	The	original	vibration	signals	were	collected	from	fault	samples	of	the	roller	bearing.	
Step	2:	The	LCD	method	decomposed	the	vibration	signals	into	ISCs.	The	first	h	ISCs	were	chosen.	
Step	3:	The	energy	ܧሺܥܵܫ௜ሻ	of	the	first	݄	ISCs	was	calculated,	as	related	in	Eq.	15	and	Eq.	16:	

௜ሻܥܵܫሺܧ ൌ ෍ ܽ௞ሺݐ௡ሻ
ெ

௡ୀଵ

	 (15)

where	݊ ൌ 1,2, . . , ‐compo	௜ܥܵܫ	the	in	݉	point	of	amplitude	the	is	௡ݐ	,ISC	݅௧௛	of	length	data	is	ܯ	,ܯ
nent,	and	ܽ௞ሺݐሻ	is	the	obtained	amplitude	of	the	݅௧௛	ISC	by	Hilbert	transform:	

ሻݐ௜ሺܥܵܫ ൌ ܽ௜ሺݐሻ݁௜ 	ఠ೔ሺ௧ሻௗ௧׬ (16)

Step	4:	A	feature	vector	ܨ	was	constructed	with	the	energy	correlation	coefficient	as	element:	

ܨ ൌ ሾܧଵ
ᇱ , ଶܧ

ᇱ , . . , ௞ܧ
ᇱ ሿ	 (17)

where	ܧ௜
ᇱ, ݅ ൌ 1,2, . . , ݇	are	the	energy	correlation	coefficients.	

௜ܧ
ᇱ ൌ

௜ܧ
∑ ௜ܧ
௠
௜ୀଵ

	 (18)

Fig.	8	also	shows	time‐frequency	domain	features	of	the	bearing	conditions.	The	deeply	hid‐
den	features	in	the	bearing	fault	signal	were	extracted	by	LCD.	The	feature	values	show	that	the	
energy	level	of	ISCs	gradually	decreased.	

The	obtained	time‐frequency	domain	 features	were	added	 into	 the	 feature	set	and	thus	 the	
complete	MAF	was	formed	containing	20	features.	The	obtained	MAF	represents	a	bearing	fault	
condition	as	a	high‐dimensional	 feature	vector	that	serves	the	GDA‐CRSVM	method	with	 input	
data.	

 4.3 Diagnosis analysis based on GDA‐CRSVM 

The	high‐dimensional	MAF	discovered	non‐linear	characteristics	by	the	GDA	method	as	dimen‐
sionality	 reduction,	 which	 can	 be	 given	 as	 a	 low‐dimensional	 feature	 set.	 The	 obtained	 low‐
dimensional	feature	set	was	then	randomly	divided	into	a	training‐testing	partition,	70	%	:	30	%.	
Finally,	as	mentioned	in	Section	3,	the	training	set	was	used	to	train	the	optimal	CRSVM	diagno‐
sis	model	in	actual	bearing	conditions.	The	obtained	optimal	diagnosis	model	was	employed	to	
classify	the	samples	in	the	testing	set.	

Fig.	7	The	frequency‐domain	features	of	a	bearing	
sample	in	different	conditions	

Fig.	8 Time‐frequency	domain	features
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Feature‐dimensional	reduction	by	GDA	method	

Practically,	 the	 high‐dimensional	 feature	 dataset	 involves	 too	 much	 memory	 for	 parameters,	
which	results	in	a	complicated	and	inefficient	for	classification	model.	For	this	goal,	the	extracted	
MAF	 of	 original	 vibration	 signals	was	 reduced	 to	 three	 features	 using	 the	 GDA	method	men‐
tioned	in	Section	2.	To	demonstrate	the	superiority	of	the	introduced	GDA	dimensionality	reduc‐
tion	method,	when	GDA	is	used	in	the	process	of	the	training	pattern	labelled	into	C	classes,	Sc	
number	of	samples	in	each	class,	C	is	set	to	4,	Sc	is	set	to	25.	

An	experiment	was	 conducted	on	 the	 feature	 set,	 the	authors	 explored	 this	 to	evaluate	 the	
GDA	method’s	dimensionality	reduction	performance	on	the	sample	 feature	set.	We	compared	
GDA	with	PCA	and	LDA	as	 representative	methods.	The	 experimental	 results	 of	 the	PCA,	 LDA	
and	GDA	methods	 are	 shown	 in	 Fig.	 9	 to	 Fig.	 11,	 respectively,	which	 show	 that	 PCA	 and	LDA	
have	dim	pattern	classification	performance,	with	three	classes	of	overlap.	Compared	with	these,	
GDA	can	obtain	a	clearer	separation	on	the	mapping.	Therefore,	GDA	can	accurately	separate	the	
bearing	fault	status	for	the	extracted	MAF	set.	In	fact,	this	is	because	the	GDA	has	greater	ability	
to	discover	the	maximal	ratio	of	centre‐class	partner	to	within‐class	partner	in	the	multi‐aspect	
data	by	employing	 class	 label	 information.	Overall,	 the	best	GDA	method	 is	used	 for	 the	high‐
dimensional	MAF	dataset	to	obtain	the	low‐dimensional	feature	dataset	with	prominent	features	
as	a	dimensionality	reduction	task.	

	
Fig.	11	Scatter	plot	for	the	reduced	feature	set	by	GDA	

		

	 	

Fig.	9	Scatter	plot	for	the	reduced	feature	set	by	PCA Fig.	10 Scatter	plot	for	the	reduced	feature	set	by	LDA
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CRSVM	training	

In	this	study,	CRSVM	classifier	models	were	designed	to	identify	various	bearing	conditions.	In	
fact,	CRSVM1	was	designed	to	identify	normal	bearing	conditions,	with	normal	bearing	condition	
data	assigned	to	ݕ ൌ ൅1,	other	data	assigned	to	ݕ ൌ െ1.	CRSVM2	was	designed	to	identify	inner	
race	 faults	 of	 bearings,	with	 inner	 race	 fault	 data	 assigned	 to	 ݕ ൌ ൅1,	 other	 data	 assigned	 to	
ݕ ൌ െ1.	CRSVM3	was	designed	to	identify	outer	race	faults,	with	outer	race	fault	data	assigned	
to	ݕ ൌ ൅1,	other	data	assigned	to	ݕ ൌ െ1.	In	the	same	work,	CRSVM4	was	designed	to	identify	
roller	element	faults	of	bearings.	To	evaluate	the	performance	of	the	diagnosis	technique	based	
on	the	proposed	GDA‐CRSVM	method,	the	SVM	was	adopted	to	perform	bearing	condition	diag‐
nosis.	 This	 is	 a	 traditional	 model,	 with	 the	 parameter	 set	 selected	 to	 follow	 experience	 at	
ܥ ൌ 200, ݀ ൌ 1.	These	classifiers	were	trained	on	both	the	reduced	feature	set	and	the	original	
MAF	set	to	evaluate	the	recognition	accuracy	results	and	time	of	diagnosis.	

Table	3	shows	the	MAF‐GDA‐CRSVM	diagnosis	techniques.	They	were	designed	to	identify	the	
different	 bearing	 conditions	 of	 the	 first	 dataset	 based	 on	MAF	 and	 the	 proposed	GDA‐CRSVM	
method.	In	the	experimentation	in	this	dataset,	these	classifiers	were	trained	with	the	reduced	
feature	set,	with	18	samples	per	class	selected	randomly	as	the	training	set,	meaning	72	samples	
were	 collected	 as	 the	 training	 set.	 They	were	 used	 to	 calculate	 the	 deterioration	 function	 Eq.	
(13)	and	construct	the	optimized	classifiers.	The	seven	rest	samples	per	class	were	used	to	test	
the	obtained	classifier	with	the	best	parameters.	The	archived	diagnosis	results	for	bearing	con‐
ditions	are	shown	in	Tables	4	and	5.	

To	demonstrate	the	effectiveness	of	the	MAF‐GDA‐CRSVM	diagnosis	technique,	we	designed	
diagnosis	models	based	on	GDA‐CRSVM	to	identify	bearing	conditions	of	 the	second	dataset	 in	
Table	6.	Similar	to	the	process	for	the	first	dataset,	the	bearing	fault	diagnosis	results	are	listed	
in	Tables	7	and	8.	

Table	3	The	MAF‐GDA‐CRSVM	diagnosis	technique	of	the	first	dataset.	

Bearing	
condition	

A	sample	feature	vector	
Diagnosis	technique	

MAF‐ 							
GDA‐CRSVM1	

MAF‐ 						
GDA‐CRSVM2	

MAF‐							
GDA‐CRSVM3	

MAF‐							GDA‐
CRSVM4	

HB	 ‐53.2173	 0.2071	 0.1407 (+1) (‐1) (‐1)	 (‐1)
IR	fault	 49.6764	 8.0919	 ‐0.2715 (‐1) (+1) (‐1)	 (‐1)
OR	fault	 35.4594	 ‐8.7378	 0.8780 (‐1) (‐1) (+1)	 (‐1)
RE	fault	 ‐31.0524	 2.6843	 ‐0.4135 (‐1) (‐1) (‐1)	 (+1)
	

Table	4	The	diagnosis	accuracy	result	(%)	of	first	dataset	with	various	feature	sets	

Bearing	condition		
Samples	 Original	feature	set Reduction	feature	set

Training	 Test SVM CRSVM GDA‐SVM	 GDA‐CRSVM
HB	 72	 28 75 99.35 98.70	 100
IR	fault	 72	 28 75 97.08 92.85	 99.03
OR	fault	 72	 28 75 96.42 85.71	 99.67
RE	fault	 72	 28 75 88.63 96.42	 98.70

	
Table	5	The	time	cost	(s)	of	first	dataset	with	various	feature	sets	

	Bearing	condition		
Original	feature	set Reduction	feature	set	

SVM	 CRSVM GDA‐SVM GDA‐CRSVM
HB	 1.3249	 1.4095 1.2473 1.3035
IR	fault	 1.1137	 1.4454 1.0277 1.0883
OR	fault	 0.9838	 1.4490 0.9833 1.2997
RE	fault	 0.8671	 1.5266 0.8869 1.5039

According	to	these	results,	the	MAF	set	extracted	from	original	vibration	signals	can	cope	well	
with	both	the	SVM	and	CRSVM	diagnosis	models	 for	all	 four	bearing	conditions.	The	use	of	all	
input	features	does	not	ensure	an	improvement	in	the	classification	accuracy	results	for	the	var‐
ious	classifiers.	In	fact,	the	diagnosis	accuracy	results	in	Tables	4,	7	shown	that	evaluation	on	the	
conventional	SVM	model	with	the	high‐dimensional	feature	set	obtained	the	very	poor	accuracy,	
the	 accuracy	 is	 only	 75	%	 in	 every	 bearing	 condition.	 Thus,	 this	 diagnosis	 technique	 usually	
tends	 to	 produce	 a	 rejection	 and	 not	 reuse	 the	model.	 It	 should	 be	 emphasized	 that	 the	 low‐
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dimensional	feature	set	gained	from	GDA	generated	the	better	results	in	comparison	with	high‐
dimensional	feature	set	by	the	same	SVM	models,	the	accuracy	got	maximum	of	98.70	%	for	the	
first	dataset	and	getting	maximum	of	90	%	for	the	second	dataset.	

Additionally,	 in	 this	 work,	 we	 explored	 the	 CRSVM	 model	 to	 exploit	 accuracy	 results	 for	
classification	 purpose.	 The	 CRSVM	model	 has	 achieved	 good	 diagnosis	 accuracy	 result	 in	 the	
healthy	bearing	(HB)	and	inner	race	(IR)	fault	conditions	even	with	using	the	high‐dimensional	
feature	set.	Thus,	this	CRSVM	model	is	more	appropriate	with	diagnosis	technique	for	individual	
condition	of	bearing.	 In	particular,	Table	4	and	7	also	showed	 that	 the	proposed	GDA‐CRSVM‐
based	 diagnosis	 technique	 provides	 the	 best	 results	 for	most	 bearing	 conditions.	 Its	meaning	
that	GDA	method	generated	the	compact	feature	set	that	inputted	the	optimized	CRSVM	classifi‐
cation	model	in	integrating	to	produce	effectiveness.	Consequently,	this	diagnosis	technique	can	
be	more	used	 in	 the	mechanical	engineering	environment	 to	satisfy	with	 the	expected	results.	
Fig.	12,	13	presented	the	results	in	comparison	the	proposed	method	with	the	other	methods.	

Moreover,	the	execution	time	of	the	CRSVM	classifier	for	bearing	fault	diagnosis	is	faster	than	
other	classifiers	for	both	the	original	feature	set	and	the	reduced	feature	set,	as	the	results	show	
in	Tables	5	and	8.	The	considerable	usefulness	of	reducing	the	original	input	feature	space	de‐
fined	by	 the	GDA	was	combined	with	 the	optimal	 classifier	CRSVM	to	build	an	expert	bearing	
fault	diagnosis	technique.	

	
	

Table	6	The	MAF‐GDA‐CRSVM	diagnosis	technique	of	the	second	dataset	

Bearing	condition	 A	sample	feature	vector		
Diagnosis	technique	

MAF‐ 							
GDA‐CRSVM1	

MAF‐											
GDA‐CRSVM2	

MAF‐ 							
GDA‐CRSVM4	

HB	 ‐52.6982	 0.2977 ‐5.8266 (+1) (‐1)	 (‐1)
IR	fault	 15.0308	 ‐2.0533 ‐1.4911 (‐1) (+1)	 (‐1)
RE	fault	 ‐25.3478	 0.9476 9.9225 (‐1) (‐1)	 (+1)

	
Table	7	The	diagnosis	accuracy	result	(%)	of	second	dataset	with	various	feature	sets 

Bearing	condition	
Samples	 Original	feature	set Reduction	feature	set	

Training	 Test SVM CRSVM GDA‐SVM	 GDA‐CRSVM
HB	 30	 15 75 99.09 90 100
IR	fault	 30	 15 75 95.45 86.81	 96.82
RE	fault	 30	 15 75 93.18 87.27	 95	

	
Table	8	The	time	cost	(s)	of	second	dataset	with	various	feature	sets 

Bearing	condition	
Original	feature	set Reduction	feature	set

SVM	 CRSVM GDA‐SVM	 GDA‐CRSVM
HB	 1.0190 1.0456 0.8793	 1.0240
IR	fault	 1.0800 1.1376 0.9420	 1.1522
RE	fault	 1.0495 1.1607 0.8901	 0.9278
	
	

	 	 	

   

Fig.12	The	classification	accuracy	of	different	diagnosis
techniques	for	the	first	dataset	

Fig.13	The	classification	accuracy	of	different	diagnosis
techniques	for	the	second	dataset	
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5. Conclusion 
In this paper, a GDA-CRSVM-based expert fault diagnosis technique is proposed. The GDA-
CRSVM method is a two-stage hybrid method that integrates GDA with CRSVM for an expert di-
agnosis technique. The original vibration dataset is firstly extracted the high-dimensional fea-
ture set by the MAF extraction. This feature set then provides GDA-CRSVM, in which the GDA 
method exploits to produce a reduced feature set which serves as input to the CRSVM classifica-
tion model. The most of reduced feature set is used for training the optimized CRSVM classifier 
and the rest use for evaluation. The experimental results demonstrate the high efficiency of the 
proposed method and its expertness in bearing fault diagnosis. 

In fact, the MAF extraction produces features in the different domain to represent the bearing 
status which can restrain the effect of proposed method. Furthermore, the proposed method 
capacity can be restricted due to the operating of GDA method depends on the classes label 
which reveals the non-objective condition in supervised feature learning. Thus, a feature reduc-
tion method is very useful and necessary for un-supervised feature learning in the future. Never-
theless, we have unshaken confidence that the GDA-CRSVM method can help to improve the 
fault classification performance of any diagnosis technique with different subjects. The practical 
applications of GDA-CRSVM is enquired and attached the most of features corresponding to the 
real subject status. 
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A B S T R A C T	   A R T I C L E   I N F O	

This	paper	demonstrates	a	decision	support	tool	for	workforce	planning	and	
scheduling.	 The	 research	 conducted	 in	 this	 study	 is	 oriented	 on	 batch	 type	
production	 typical	 for	 smaller	 production	 systems,	 workshops	 and	 service	
systems.	The	derived	model	 in	 the	research	 is	based	on	historical	data	 from	
Public	utility	service	billing	company.	Model	uses	Artificial	Neural	Networks	
(ANN)	 fitting	techniques.	A	set	of	eight	 input	 indicators	 is	designed	and	two	
variants	were	 tested	 in	 the	model	with	 two	different	 outputs.	 Several	 com‐
prehensive	parameter	 setting	 experiments	were	performed	 to	 improve	pre‐
diction	 performances.	 Real	 case	 studies	 using	 historic	 data	 from	 public	
weather	database	and	communal	consolidated	billing	service	show	that	 it	 is	
difficult	to	predict	the	required	number	of	servers‐workers	in	front	office.	In	a	
similar	 way,	 this	 model	 is	 adequate	 for	 complex	 production	 systems	 with	
unpredictable	and	volatile	demand.	Therefore,	manufacturing	systems	which	
create	 short	 cycle	products,	 typical	 for	 food	processing	 industry,	or	produc‐
tion	 for	 inventory,	may	benefit	of	 the	research	presented	 in	this	paper.	ANN	
simulation	model	with	 its	 unique	 set	 of	 features	 and	 chosen	 set	 of	 training	
parameters	illustrate	that	presented	model	may	serve	as	a	valuable	decision	
support	system	in	workforce	scheduling	for	service	and	production	systems.		
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1. Introduction  

In	 recent	 years	 artificial	 intelligence	 is	 increasingly	 used	 to	 solve	 optimisation	 problems	 in	
scheduling	or	timetabling	[1].	The	skilled	Workforce	Project	Scheduling	is	a	complex	problem	of	
resource	assignments	and	task	scheduling	that	are	performed	on	daily	bases	in	service	centres	
[2].	 Internal,	as	well	as	external,	part	of	 the	service	processes	has	 to	be	performed	as	a	whole	
with	planned	level	of	quality	and	efficiency.	The	aim	of	the	paper	is	to	demonstrate	an	example	
of	workforce	planning	and	scheduling,	predicting	the	need	of	products	and	services,	which	has	
direct	 implication	 on	 operation	manager’s	 tasks	 such	 as:	 production	 process	 planning,	 design	
and	management,	logistics	management,	quality	management	and	productivity	improvement[3].	
Chopra	 et	 al.	 defines	 the	 area	 of	 operational	 management	 as	 a	 planning	 and	management	 of	
transformation	processes	which	contribute	to	creation	of	social	value	[4].	Previous	statements	
demonstrate	that	there	is	no	strict	limitation	between	production	and	service	delivery	[3],	but	is	
clear	that	efficient	management	of	organizational	resources	have	a	positive	effect	on	successfully	
reaching	organizational	goals.	

Services	are	intangible	and	customers	participate	actively	or	passively	in	the	service	delivery	
process	[5].	Waiting	is	inevitable	in	any	service	delivery	process	that	involves	some	type	of	ran‐
domness	 like	 random	 arrival.	 Workforce	 management	 (WFM)	 systems	 are	 automated	 tools	
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which	 allow	workforce	 to	be	managed	more	 effectively	 and	 efficiently	 [6].Workforce	manage‐
ment	systems	may	be	observed	as	an	IT	systems	driving	the	organizational	innovation	in	work‐
force	scheduling	[7].	Workforce	management	tools	enable	the	capability	of	the	Company	to	in‐
crease	the	level	of	the	productivity	[8].	

Experience	based	workforce	scheduling	is	the	simplest	way	of	planning.	 In	order	to	achieve	
flexibility	and	high	responsiveness	towards	the	client	needs,	different	ways	of	planning	methods	
and	use	of	real	 time	data	may	be	used	to	 improve	the	service	process.	Rather	than	solely	plan	
driven	approach,	creating	monthly	or	bi‐annual	plans	of	workforce	scheduling,	iterative	and	real	
time	planning	could	be	used	as	an	alternative.	Iterative	planning	is	implemented	through	shorter	
iteration	cycles	(daily	or	weekly	planning)	and	it	requires	a	decision	support	system	based	on	
the	real	time	data,	predicting	the	estimation	of	the	number	of	the	clients	to	be	attended	by	the	
production	or	service	system,	which	is	at	the	same	time	designed	with	satisfactory	error	 level.	
Therefore,	to	able	to	plan	more	efficiently,	and	to	be	able	to	respond	to	unexpected	changes	in	
service	 demand,	 decision	 support	 tool	 should	 be	 developed	 and	 customized	 according	 to	 the	
Company	needs.	One	way	of	achieving	the	solution	for	this	problem	is	to	develop	Artificial	Neu‐
ral	Network	(ANN)	prediction	model	to	be	used	by	workforce	project	scheduling	manager.	

Majority	of	demand	prediction	issues,	especially	in	production	systems	oriented	on	lean	ap‐
proach	and	Just	 in	Time	(JIT)	concept,	may	be	resolved	 if	 the	model	proposed	in	this	research	
would	be	used.	Inputs	for	this	kind	of	model	may	be	multiple	variables	such	as	product	demand,	
consumer	income,	product	price	range	etc.	These	variables	directly	influence	and	should	be	in‐
corporated	 in	algorithm	 for	product	demand	prediction.	 In	 this	 research	study	 the	 focus	 is	on	
product	and	service	prediction	which	depend	on	seasonal	parameters	–	weather	condition.	The	
model	may	be	successfully	used	to	reduce	early	risks	 in	supply	chain	management.	Early	risks	
and	uncertainties	exists	in	demand	prediction,	capacity	planning,	time	delivery	estimation,	and	
production	cost	estimation	[9].	

This	study	 is	motivated	by	the	challenge	to	predict	as	accurately	as	possible	 the	number	of	
required	servers	in	Public	Billing	Service	Company,	using	weather	forecast	and	historical	trans‐
actions	data,	underlying	on	methodology	of	ANN.	By	predicting	the	expected	number	of	servers	
on	daily	bases,	management	of	the	Company	can	direct	and	transfer	employees	from	back‐end	to	
front‐end	office	 and	vice	versa.	 In	 this	manner,	 operational	 efficiency	would	be	 improved	and	
employees	would	 be	working	with	 clients	 in	 the	 front‐end	office,	 or	would	 be	 directed	 to	 the	
background	activities.	

The	research	objective	of	 this	paper	was	 to	explore	 if	 appropriate	neural	network	decision	
support	system	could	be	developed	for	the	needs	of	Public	Utility	Company	billing	department.	
Use	of	WFM	system	in	a	supermarket	chain	is	presented	by	Mirrazavi	and	Beringer	[10],	and	in	
their	work	 system	allowing	 the	 demand	 to	 be	 precisely	 estimated.	Aicklein	 and	Dowsland	 [1]	
used	genetic	algorithms	for	resolving	scheduling	problems	in	medical	industry.	Their	intention	
was	to	develop	a	fast	and	flexible	solution	to	nurse	scheduling	problem.	Group	of	authors	pre‐
sented	a	hybrid	genetic	algorithm	for	solving	scheduling	problem	in	service	centers	with	genetic	
algorithm	as	a	decision	support	tool	[2].	Application	of	Particle	Swarm	Optimization	algorithm	
for	scheduling	of	home	care	workers	in	UK	showed	promising	results	in	terms	of	effective	and	
efficient	 scheduling	 of	 employees	 [11].	 Support	 Vector	 Machine	may	 be	 used	 well	 to	 predict	
thermal	 comfort	 of	 visitors	 in	 public	 areas,	 and	 group	of	 authors	 showed	 that	 certain	 climate	
factors	can	be	well	related	to	predict	the	comfort	of	visitors	[12].	Rebai	et	al.	[13]	considered	a	
problem	of	scheduling	production	jobs	on	parallel	machines	in	production,	and	have	minimized	
the	 job	 completion	 time	with	 genetic	 algorithms.	 Nissen	 and	 Günther	 [14]	 also	 used	 Particle	
Swarm	 Optimization	 algorithm	 for	 day	 to	 day	 workforce	 scheduling,	 as	 the	 way	 to	 improve	
productivity.	Workforce	scheduling	is	very	important	part	of	operations	management	and	a	cru‐
cial	for	a	good	organization	management	[15].	As	the	reports	suggest,	in	Germany	(which	is	con‐
sidered	highly	productive	country)	employees	spend	up	to	36	%	of	their	work	time	unproduc‐
tively,	depending	on	the	branch	[16].	In	most	cases	the	usual	tools	for	planning	are	prior	experi‐
ence	 and	 spreadsheets	 [17].	 Different	 decisions	 support	models	 for	 the	workforce	 scheduling	
are	identified	in	the	research	literature	but	due	to	specificity	of	the	observed	system	of	the	Pub‐



Improving workforce scheduling using artificial neural networks model
 

Advances in Production Engineering & Management 12(4) 2017  339
 

lic	Utility	Company	billing	process	it	was	necessary	to	develop	a	new	customized	solution	to	be	
used	for	this	case.		

Literature	review	

This	section	summarizes	previous	work	scientific	literature	in	the	fields	of:	production	and	ser‐
vice	systems,	workforce	scheduling	and	advanced	technologies	in	workforce	scheduling.		

Production	and	service	systems	

In	 this	 paper	we	 discuss	workforce	 capacity	management	 and	 operational	 distribution	 of	 the	
workforce	in	service	and	production	systems.	According	the	Schroeder	production	systems	may	
be	classified	by	 the	process	 type	on:	 line	systems,	batch	and	project	oriented	production	 [18].	
The	research	conducted	 in	this	study	 is	oriented	on	batch	type	production	which	 is	 typical	 for	
smaller	production	systems	and	workshops.	Over	the	years	there	was	a	disagreement	weather	
the	 service	 is	 a	 product	or	not	 and	what	 is	 the	difference	between	 service	 and	products	 [19].	
According	 to	 the	 ISO	 9001:2015	 standard	 [20]	 service	 is	 defined	 as	 one	 of	 the	 four	 types	 of	
products,	 and	 their	main	 characteristics	 are	 defined	 also.	 First	 characteristic	 is	 that	 service	 is	
intangible	[21],	although	some	authors	tend	to	disagree	with	this	[22].	Second	characteristic	is	
that	services	cannot	be	stock	piled.	Third	characteristic	states	 that	 it	 is	 impossible	 to	separate	
the	 client	getting	 the	 service	and	 the	 service	 itself.	 Fourth	 characteristic	 is	 involvement	of	 the	
client	in	the	service	process	or	the	making	of	the	service.	Fifth	characteristic	is	referred	to	as	a	
service	level	quality	in	this	paper,	and	it	states	that	services	are	perishable	goods,	and	they	don’t	
tolerate	waiting	[21].	If	the	service	is	received	latter	then	expected	the	client	will	rate	its	quality	
lower,	even	if	everything	else	was	on	the	level	that	was	expected	by	the	client	[23].	The	quality	
of	the	service	is	correlated	with	the	moment	when	the	service	is	delivered	[24].	Creating	service	
experience‐point	of	service	starts	at	the	first	moment	when	the	client	gets	in	touch	with	service	
provider,	 interior	of	 the	place	where	service	 is	provided,	 rules	and	 terms	of	engagement	 [25],	
[26].	Numerous	 factors	 influence	 service	 experience	 such	 as	 interaction	with	 employees	 [27],	
psychology	 and	 behavior	 of	 distribution	 personnel	 in	 direct	 contact	with	 customers	 [28],	 and	
client	waiting	time	in	queue	for	the	service	[29].		

Workforce	scheduling	

The	impact	of	workforce	scheduling	system	is	very	severe	in	terms	of	both	quality	of	the	service,	
and	 productivity	 [6],	 and	 not	 having	 a	workforce	 scheduling	 system	 can	 be	 potentially	 disas‐
trous	 for	 the	 company.	 In	 the	 transitional	 economies	where	 Public	Utility	 Companies	 are	 still	
self‐centred	instead	of	being	client‐centred,	the	inefficiency	will	signal	for	competition	from	pri‐
vate	sector	[30].	While	having	an	workforce	scheduling	system	based	on	experience	can	be	ap‐
propriate	prediction	tool	until	certain	extent,	there	are	obviously	limitations	in	terms	of	system	
size	and	ever‐changing	client	demands	[8].	Billing	companies	by	the	nature	of	their	work	have	a	
negative	connotation	for	the	clients,	service	productivity	should	be	in	focus,	while	also	having	in	
mind	clients	waiting	time	[7].	Also	there	should	be	not	worries	about	dip	in	productivity	while	
rotation	 [31]	 as	 both	 front‐end	office	 and	 back‐end	office	 are	 equally	 demanding	 [2].	 As	with	
other	service	companies	the	key	to	successful	work	scheduling	system	is	the	prediction	of	client	
numbers	[8]	for	each	day	in	advance,	and	this	is	where	artificial	neural	networks	can	help.	

Advanced	technologies	in	workforce	scheduling	

Soft	computing	methods	such	as	artificial	neural	networks	(ANN)	have	been	successfully	used	
for	forecasting	and	decision‐making	[32].	In	service	systems,	ANN	have	been	applied	mostly	in	
simulation	models	 [33].	 Altiparmaket	 at	al.	 [34]	 presented	 advantages	 of	 ANN	metamodeling	
approach	 in	modelling	of	asynchronous	assembly	systems.	One	good	example	of	ANN	applica‐
tion	 in	predicting	the	accumulation	of	clients	 is	published	 in	 [35]	where	ANN	is	used	 for	 fore‐
casting	patient	 length	of	 stay	 in	an	emergency	department.	Not	many	cases	of	artificial	neural	
networks	(ANN)	used	as	a	decision	support	tool	for	short	term	planning	in	service	systems	can	
be	found	in	research	literature.	Most	of	the	research	has	been	done	in	the	field	of	medicine,	spe‐
cifically	emergency	medicine,	where	ANN	was	used	to	determine	the	length	of	stay	of	patients	in	
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emergency	departments.	The	model	shows	around	80	%	of	accuracy	with	5	predictors.	Gul	at	al.	
[35]	also	used	ANN	as	a	tool	for	predicting	patient	length	of	stay	at	intensive	care.	Candan	at	al.	
[36]	used	neuro‐fuzzy	ANN	to	create	model	that	they	used	to	predict	demand	in	pharmaceutical	
industry.	Milović	at	al.	 [37]	used	data	mining	to	create	decision	support	tool	 for	hospital	man‐
agement.	Different	methods	have	been	used	for	workforce	scheduling	such	as	PSO‐based	algo‐
rithm	[11],	indirect	genetic	algorithm	[1],	genetic	algorithm	[38]	and	others	[8].	Other	research‐
ers	used	discreet	 event	 simulation	model	 for	 capacity	planning	 in	 emergency	medical	 depart‐
ments	[39],	[40].	All	these	researches	create	a	prediction	tool	used	for	different	goals	like	queue	
management,	capacity	management	and	workforce	scheduling	and	rotation.	

The	rest	of	the	paper	is	organized	into	seven	sections.	Section	2	defines	the	problem.	Section	
3	presents	prior	related	research.	Section	4	describes	the	research	data.	Section	5	discusses	the	
ANN	prediction	model.	In	Section	6,	the	empirical	results	are	summarized	and	discussed.	Section	
7	contains	the	concluding	remarks	and	future	work.	Finally,	references	are	listed	in	Section	8.	

2. Problem definition 

The	problem	to	be	tackled	in	this	paper	can	be	described	as	follows.	The	task	is	to	create	weekly	
schedule	with	daily	updates	 if	 significant	changes	 in	 input	parameters	are	 identified.	The	pro‐
posed	schedule	has	to	satisfy	employee	contracts	and	meet	the	forecasted	demand	of	clients	to	
be	served	by	the	Public	Utility	Company	billing	system.	In	other	words,	internal	optimization	of	
the	systems	(shifting	employees	between	front‐end	and	back‐end	office)	should	not	decrease	the	
expected	service	level	quality	measured	by	waiting	time	of	the	client,	on	the	contrary,	the	service	
level	quality	 level	should	be	 increased	from	the	perspective	of	 the	client.	When	operating	per‐
formance	improved,	sooner	or	 later	results	are	converted	into	profits	[41].	 In	the	Fig.	1	billing	
service	process	in	the	Public	Utility	Company	is	shown.	

Scheduling	manager	should	plan	in	the	most	efficient	way	the	distribution	of	employees	be‐
tween	the	front‐end	office	and	back‐end	office.	As	the	bills	usually	arrive	in	the	first	week	of	the	
month,	the	company	can	expect	the	most	of	the	clients	coming	to	their	office	to	pay	the	bills	at	
that	time,	and	based	on	workers’	previous	experience	workforce	scheduling	was	planned	based	
on	 this	parameter.	Bills	 are	 sent	out	on	6th	or	7th	of	 the	month	and	majority	of	 clients	are	 ex‐
pected	to	arrive	in	the	front	office	around	15th	of	the	month,	therefore	during	those	days’	extra	
workers	are	allocated	to	the	 front‐end	office.	However,	many	factors	affect	 the	behavior	of	cli‐
ents	coming	to	the	front	office	to	pay	their	bills.	For	instance,	weather	conditions,	holidays,	days	
of	the	week,	are	some	of	the	most	important	factors	affecting	the	clients.	Research	objective	of	
this	paper	is	to	create	a	decision	support	tool,	the	artificial	neural	network	system	that	would	be	
able	to	predict	the	precise	number	of	clients	on	daily	bases	(with	acceptable	error	 level)	to	be	
served	in	the	billing	process	of	Public	Utility	Company.		
	

 

Fig.	1	Billing	service	process	in	the	Company	

Research	data	

This	section	presents	the	volume	and	origin	of	the	research	data	and	describes	the	selection	of	
useful	 indicators	 for	accurate	prediction.	The	research	data	used	 in	 this	study	 include	publicly	
available	daily	weather	information	and	historical	transaction	data	from	a	Public	Service	Billing	
Company	in	period	of	one	year	(Fig.	2).	The	total	number	of	cases	is	393	days	during	one‐year	
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period	(from	May	4	2015	to	May	31	2016).	Data	set	is	classified	on	subsets	(training,	validation	
and	test)	and	on	type	of	working	days	in	Table	1.	The	Public	Billing	Service	Company	operate	in	
full	working	time	(12.5	h)	from	Monday	to	Friday,	in	reduced	working	time	(7	h)	on	Saturdays,	
while	Sundays	and	National	holidays	are	nonworking	days.	

From	Fig.	 2	 it	 can	be	 concluded	 that	 from	 there	 are	 very	high	oscillation	on	daily	 bases	 in	
number	of	 transactions.	Number	of	 transactions	per	day	 ranges	 from	 to	245	 to	4657	 transac‐
tions	per	day.	A	 lot	of	external	 factor	affect	 the	number	of	 customers,	and	number	of	 transac‐
tions	in	an	observed	day.	The	most	influencing	factor	are	weather	conditions	(rainfalls,	very	high	
and	very	low	temperatures,	thunderstorms	etc.).	The	factor	that	has	also	very	high	influence	is	
day	in	week,	and	day	in	month	because	payment	deadline	for	communal	bills	is	20th	in	month,	
and	during	 that	period	peak	 in	number	of	 customers	 can	be	expected.	Training	 subset	 is	pre‐
sented	to	the	network	during	training,	and	the	network	parameters	are	adjusted	according	to	its	
error.	

Validation	subset	is	used	to	measure	network	generalization,	and	to	halt	training	when	gen‐
eralization	stops	improving.	Test	subset	has	no	effect	on	training	and	so	provide	an	independent	
measure	of	network	performance	after	training.	

 
Fig.	2	Number	of	transactions	per	day	

Weather	data		

The	weather	 conditions	data	 are	downloaded	 from	 the	public	 historic	weather	data	 database.	
Data	 is	 derived	 from	 the	nearest	weather	 station	 for	 the	 same	date	 range	 that	 fits	 date	 range	
used	for	number	of	transactions.	Data	of	interests	are	temperature,	relative	humidity,	pressureat	
sea	level,	wind	speed	and	current	weather	events.	

Data	are	measured	eight	times	per	day.	Data	about	temperature,	relative	humidity,	pressure	
at	sea	level	and	wind	speed	are	averaged	over	working	time	for	the	day	of	interest.	For	weather	
event	that	describes	observed	day,	the	worst	measured	event	is	adopted.	
	 	

Table	1	Classification	of	the	research	data	set	

	 	 Number	of	days	(samples)	 	

Subset	
Time	period		
(YYYY‐MM‐DD)	

Full	
working	
time	

Reduced	
working	
time	

Nonworking	
day	 Total	 Percentage	

Training	 2015‐05‐04	to	2016‐03‐31	 235	 45	 52	 332	 84.48	
Validation	 2016‐04‐01	to	2016‐05‐08	 22	 5	 11	 38	 9.67	
Test	 2016‐05‐09	to	2016‐05‐31	 17	 3	 3	 23	 5.85	
Total	 2015‐05‐04	to	2016‐05‐31	 274	 53	 66	 393	 100	
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Indicators	

Indicators	are	calculated	based	on	the	number	of	transactions	and	weather	conditions	data.	In‐
dicators	on	the	better	way	represent	and	emphasis	characteristic	of	real	data.	Average	number	
of	transactions	per	day	during	week	

௝ߤ ൌ
1
݉
෍ܶ݉ݑܰ݊ܽݎ௜ୀ௝

௠

௜ୀଵ

  (1)

where	j	is	an	observed	day	in	week,	i	is	a	current	day	in	week	and	TranNumi	=	j	is	vector	made	up	
of	m	data	samples	of	number	of	transactions	where	the	current	day	in	week	is	equals	to	the	ob‐
served	day	in	week.	
Average	number	of	transactions	per	day	in	month	is	calculated	by	Eq.	1	where	j	is	an	observed	

day	in	month,	i	is	a	current	day	in	month	and	TranNumi	=	j	is	vector	made	up	of	m	data	samples	of	
number	of	transactions	where	the	current	day	in	month	is	equals	to	the	observed	day	in	month.	

Temperature	index	is	calculated	based	on	tree	following	equations	that	are	proposed	in	[42]:	
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where	ܶ	is	a	temperature,	ܪ	is	a	humidity	and	 ௦ܹ	is	a	wind	speed.	
Humidity	index	is	calculated	from	relative	humidity	based	on	following	equation.	

ݔ݁݀݊ܫݕݐ݅݀݅݉ݑ݄ ൌ ൝
ܪ
40

100 െ ܪ

ௌܲ௅ ൏ 40
40 ൑ ௌܲ௅ ൑ 60
ܶ ൐ 60

  (5)

Graphic	representation	of	Eq.	5	is	shown	on	Fig.	3:	

 

Fig.	3	Humidity	index	

Pressure	index	is	calculated	from	pressure	at	sea	level	based	on	following	equation:	

ݔ݁݀݊ܫ݁ݎݑݏݏ݁ݎ݌ ൌ ൝
15

ௌܲ௅ െ 1013.25
0

ௌܲ௅ ൐ 1013.25
998.25 ൑ ௌܲ௅ ൑ 1013.25

ܶ ൏ 998.25
  (6)

Weather	 conditions	 are	 gradually	 coded	 starting	with	 1	 representing	 the	worst	 conditions	
(thunderstorms	and	rain)	ending	with	40	representing	the	good	weather	conditions	(clear).	Ta‐
ble	2	displays	codes	for	particular	weather	conditions.		
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Table	2	Weather	condition	coding	
Weather	condition	 Code	
Thunderstorms	and	rain	 1	
Thunderstorm 2	
Light	thunderstorm	 3	
Light	sandstorm 4	
Light	freezing	rain	 5	
Heavy	fog	 6	
Rain	 10	
Light	rain	showers	 11	
Light	rain	 12	
Snow	 13	
Light	snow	 14	
Light	drizzle	 15	
Partial	fog	 20	
Light	fog	 21	
Mist	 22	
Overcast	 30	
Mostly	Cloudy 31	
Partly	Cloudy	 32	
Scattered	Clouds	 33	
Clear	 40	

		

Statistical	parameters	

Statistical	parameters	are	calculated	for	all	indicators	and	are	presented	in	the	Table	3.		

Table	3	Statistical	parameters	of	research	data		

	
	Mean	value	is	calculated	based	on	equation:	
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where	ܫ	is	vector	made	up	of	n	data	samples	of	observed	indicator.	
Standard	deviation	is	calculated	based	on	equation:	
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where	ܫ	is	vector	made	up	of	n	data	samples	of	observed	indicator	and	ߤ	is	mean	value	of	ܫ.	
Kurtosis	is	a	measure	of	how	outlier‐prone	a	distribution	is	and	is	calculated	based	on	equa‐

tion:	

Name	of	indicator	 Min.	 Max. Mean Std.	dev. Kurtosis	 Skewness
Working	hours	 7.00	 12.50 11.61 2.03 4.36	 ‐1.83	
Avg.	trans.	per	day	in	
week	

812.51	 2,276.34 1,886.60 481.54 4.12	 ‐1.69	

Avg.	trans.	per	day	in	
month	

825.55	 3,208.82 1,886.60 744.05 1.91	 0.20	

Temp.	index	 0.00	 10.00 8.14 2.79 2.97	 ‐1.18	
Humidity	index	 1.00	 40.00 29.29 11.12 2.25	 ‐0.73	
Pressure	index	 0.00	 15.00 13.48 3.03 9.71	 ‐2.57	
Wind	speed	 0.72	 32.40 8.31 5.17 5.83	 1.52	
Weather	conditions	 11.80	 50.00 30.41 7.95 2.66	 ‐0.24	
Number	of		
transactions	

245.00	 4,657.00 1,886.60 1,044.19 2.28	 0.56	

Number	of	servers	 1.00	 7.00 3.41 1.46 2.27	 0.48	
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݇ ൌ
ܫሺܧ െ ሻସߤ

ସߪ
  (9)

Skewness	is	a	measure	of	the	asymmetry	of	the	data	around	the	sample	mean	and	is	calculat‐
ed	based	on	equation:	

ܵ ൌ
ܫሺܧ െ ሻଷߤ

ଷߪ
  (10)

In	both	equations	(Eq.	9	and	10)	I	represents	vector	made	up	of	n	data	samples	of	observed	
indicator,	ߤ	is	mean	value	of	,ܫ	ߪ	is	standard	deviation	of	ܫ	and	ܧሺݐሻ	represents	the	expected	val‐
ue	of	the	quantity	ݐ.	

3. ANN prediction model 

Neuron	is	the	basic	process	element	of	ANN.	Model	of	one	neuron	can	be	seen	in	Fig.	4.	Generally	
speaking	neuron	has	݊	 inputs	 labeled	with	ݔ௜	ሺ݅ ൌ 1,2,3, . . . , ݊ሻ	 that	 represents	 source	of	 input	
signal.	Every	inputs	are	weighted	with	ݓ௜	before	reach	the	body	of	process	element.	In	process	
element	 all	weighted	 inputs	 and	 bias	w0	 are	 summarized.	 Activation	 signal	 ܴ௜	 gets	 a	 value	 of	
summation	if	a	sum	is	greater	than	threshold	ߠ௜	otherwise	activation	signal	becomes	zero.	Acti‐
vation	 signal	ܴ௜	 further	 leads	 to	nonlinear	 function	 ௜݂ .	 The	output	of	nonlinear	 function	 is	 the	
output	of	neuron	 ௜ܱ.	The	functional	depending	from	input	to	output	for	one	neuron	is	given	in	
following	equation:	
 

௜ܱ ൌ ௜݂ ቌ෍ݓ௜௝ݔ௜௝ ൅ ଴ݓ

௡

௝ୀଵ

ቍ

෍ݓ௜௝ݔ௜௝ ൅ ଴ݓ

௡

௝ୀଵ

൒  ௜ߠ

(11)
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Fig.	4	A	model	of	one	neuron	

In	this	research,	two‐layer	feed‐forward	Artificial	Neural	Network	with	sigmoid	hidden	neu‐
rons	(white	circles	 in	Fig.	6)	and	linear	output	neurons	(gray	circles	 in	Fig.	6)	 is	composed	for	
prediction	 of	 required	 number	 of	 servers	 in	 billing	 service.	 Network	 inputs	 are	 carefully	 de‐
signed	as	eight	indicators	with	greatest	impact	on	prediction	performance.		

Two	different	training	sets	are	created	for	ANN	training	experiments.	First	training	set	is	cre‐
ated	to	train	the	network	to	predict	the	number	of	transactions,	 from	which	is	 later	calculated	
the	number	of	required	servers.	This	calculation	takes	into	consideration	the	number	of	working	
hours	 (the	 next	working	 day)	 and	 statistical	 average	 number	 of	 transactions	 per	 server.	 One	
server	can	process	up	to	55	transactions	per	hour.	Statistical	average	number	of	transactions	per	
server	is	calculated	as	688	(55	×	12.5)	transactions	for	full	working	time	(12.5	h)	and	385	(55	×	
7)	transactions	for	reduced	working	time	(7	h).	The	correlation	between	number	of	transactions	
and	number	of	servers	is	given	in	following	equation:	
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݉ݑܰݒݎ݁ܵ ൌ

ە
ۖۖ

۔

ۖۖ

ۓ
1, 1 ൑ ݉ݑܰ݊ܽݎܶ ൑ 688 ሺ385ሻ
2, 689	ሺ386ሻ ൑ ݉ݑܰ݊ܽݎܶ ൑ 1375 ሺ770ሻ
3, 1376	ሺ771ሻ ൑ ݉ݑܰ݊ܽݎܶ ൑ 2063	ሺ1155ሻ
4, 2064	ሺ1156ሻ ൑ ݉ݑܰ݊ܽݎܶ ൑ 2750	ሺ1540ሻ
5, 2751	ሺ1541ሻ ൑ ݉ݑܰ݊ܽݎܶ	 ൑ 3438	ሺ1925ሻ
6, 3439 ሺ1926ሻ ൑ ݉ݑܰ݊ܽݎܶ ൑ 4125 ሺ2310ሻ
7, 4126 ሺ2311ሻ ൑ ݉ݑܰ݊ܽݎܶ ൑ 4813 ሺ2695ሻ

  (12)

 
where	 	݉ݑܰݒݎ݁ܵ is	 calculated	 number	 of	 servers	 and	 	݉ݑܰ݊ܽݎܶ is	 number	 of	 transactions.	
Graphical	 representation	 of	 this	 equation	 is	 shown	 in	 Fig.	 5.	 In	 brackets	 is	 given	 number	 of	
transactions	for	day	with	reduced	working	time	(Saturdays).	

The	second	idea	was	to	train	the	network	to	predict	the	number	of	required	servers	directly.	
For	that	case,	desired	output	column	of	training	set	was	recalculated	using	Eq.	11.	

The	 architecture	 of	 the	 prediction	model	 is	 illustrated	 in	 Fig.	 6.	 The	number	 of	 neurons	 in	
hidden	layer	is	determined	empirically.	The	output	layer	consists	of	just	one	neuron	with	a	pur‐
pose	to	return	the	predicted	number	of	transactions	that	will	occur	next	day.	Prediction	model	
uses	the	output	of	the	ANN	to	calculate	the	required	number	of	servers	for	the	next	working	day.		
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Fig.	5	Ceiling	function	
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Fig.	6	The	architecture	of	prediction	model	

The	backpropagation	learning	algorithm	was	used	for	training	the	proposed	ANN.	Three	dif‐
ferent	 training	 functions	 Levenberg‐Marquard,	 Bayesian	 regularization	 and	 Scaled	 conjugate	
gradient	 algorithm.	 Levenberg‐Marquard	 algorithm	 typically	 requires	more	memory	 but	 con‐
sume	less	time.	Training	automatically	stops	when	generalization	stops	improving,	as	indicated	
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by	an	increase	in	the	mean	square	error	of	the	validation	samples.	One	example	of	convergence	
graph	can	be	seen	in	Fig.	7.	Bayesian	regularization	typically	requires	more	time,	but	can	result	
in	good	generalization	for	difficult,	small	or	noisy	datasets.	Training	stops	according	to	adaptive	
weight	 minimization	 (regularization).	 Scaled	 conjugate	 gradient	 algorithm	 requires	 less	
memory.	Training	automatically	stops	when	generalization	stops	improving,	as	indicated	by	an	
increase	in	the	mean	square	error	of	the	validation	samples.	

Fifty‐one	different	values	of	neurons	 in	hidden	 layer	 (n)	were	 tested	 for	both	 training	 sets.	
Number	of	neurons	is	ranging	from	8	to	58	neurons	in	experiments.	ANN	has	8	inputs	and	it	is	
not	recommended	to	use	number	of	neurons	in	hidden	layer	smaller	than	number	of	inputs.	Also	
very	 large	 number	 of	 neurons	 often	 leads	 to	 network	 overfitting	 and	 can	 be	 time	 consuming	
during	training	process.	Training	was	repeated	thirty	times	for	each	combination	of	parameters	
(2	training	sets,	3	training	functions	and	51	different	number	of	neurons	in	hidden	layer).	That	
yield	9.180	(2	×	3	×	51	×	30)	treatments	for	ANN.	The	best	training	function,	the	most	appropri‐
ate	number	of	neurons	in	hidden	layer	and	the	best	combination	of	both	are	determined	in	these	
experiments.	Table	4	summarizes	ANN	parameters	and	their	values	used	in	experiments.	

	

 
Fig.	7	Convergence	graph		

Table	4	ANN	parameter	values	tested	in	experiments	

Parameters	 Level(s)	
Backpropagation	training	function	 Levenberg‐Marquard,	Bayesian	regulation,	

Scaled	conjugate	gradient	
Number	of	neurons	in	hidden	layer	 8,	9, 10,	...	,	58
Maximum	number	of	epochs	to	train	 1000	
Maximum	validation	failures	 6
Minimum	performance	gradient	 1e‐6
Performance	goal	 0

4. Results and discussion 

The	aim	of	this	study	was	to	demonstrate	a	decision	support	tool	for	Public	Billing	Service	com‐
pany	that	would	help	them	schedule	the	workforce	with	better	accuracy,	leaving	them	time	for	
planning	work	 in	 the	back	office.	The	presented	prediction	 tool	 is	 intended	 to	be	used	by	 the	
company	 to	 improve	 the	 operational	 efficiency	with	 rotation	 of	 employees	 between	 back‐end	
and	front‐end	while	both	improving	the	workforce	efficiency	and	service	experience	for	the	cus‐
tomers.	We’ve	presented	decision	support	system	that	is	based	on	the	predictions	made	by	arti‐
ficial	neural	networks	that	take	in	account	different	variables	and	put	out	a	number	of	servers	
needed	(workers	in	front	office)	for	the	day	ahead.	It	is	suitable	for	single	or	small	batch	produc‐
tion	for	products	that	cannot	be	stored	for	a	long	time	(such	as	food),	and	demand	prediction	is	
very	 important	 for	 these	 systems.	 Each	product	 or	 line	 of	 products	 is	 produced	 in	 a	 different	
manner.	Advantage	of	batch	production	is	its	flexibility	to	accommodate	specific	requests	of	cus‐
tomers.	 In	 this	 production	 type	 products	 are	 frequently	 changed	 and	 tasks	 for	workforce	 are	
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varying	significantly.	Different	simulation	models	used	in	production	systems	are	customized	for	
service	management	and	vice	versa.	McDonald’s	Company,	or	similar	fast	 food	production	sys‐
tems	where	food	is	prepared	in	the	back	office	in	accordance	with	all	the	organization	principles	
in	industrial	production	may	serve	as	a	good	example	of	production	and	service	systems	analo‐
gy.	 Similarly,	workshop	 for	 pastry	 and	 ice	 cream	production	where	 product	 offer	 directly	 de‐
pends	on	weather	circumstances.	Workforce	in	this	production	type	have	to	be	more	qualified	
than	workforce	 in	 line	production	systems,	which	 increases	 labour	costs	and	total	cost	of	pro‐
duction	 process.	 Due	 to	 this	 reason,	 well	 performed	 demand	 estimation	 is	 very	 important	 to	
distribute	resources	 in	production	process.	Artificial	 intelligence	and	neural	networks	applica‐
tion	brings	better	consumer	behaviour	estimation.	By	using	the	proposed	model,	demand	plan‐
ning	and	production	process	improvement	and	optimization	is	expected.		

The	major	contributions	of	this	study	was	to	explore,	demonstrate	and	verify	the	predictabil‐
ity	of	required	number	of	servers	(front	office	workers)	for	the	next	working	day	in	real	billing	
service	 institution	 in	Novi	Sad	(Serbia).	Using	historical	and	forecast	data,	 the	proposed	meth‐
odology	 gives	 very	 encouraging	 results.	 The	 number	 of	 required	 servers,	 which	 in	 real	 cases	
varied	from	one	to	seven,	is	predicted	exactly	in	most	test	cases,	while	the	worst	cases	were	very	
rare	and	with	maximal	error	of	two	servers.	This	effectiveness	proved	that	presented	ANN	mod‐
el	 could	 be	 a	 valuable	 decision	 support	 in	workforce	 scheduling	 system.	With	 the	 help	 of	 the	
prediction	tool,	employees	in	billing	department	can	be	assigned	with	proper	tasks	(in	front‐end	
or	back‐end)	resulting	with	increased	productivity.		

For	ANN	 trained	with	 first	 training	 set,	mean	error	between	 target	 (real)	 and	output	 (pre‐
dicted)	number	of	transactions	is	shown	on	Fig.	8.	For	the	same	ANN	mean	error	between	target	
(real)	 and	output	 (predicted)	number	of	 servers	 expressed	 through	number	of	 transactions	 is	
shown	on	Fig.	 9.	On	both	 figures	 (Fig.	 8	 and	Fig.	 9)	 error	 obtained	with	 Levenberg‐Marquard	
algorithm	is	displayed	with	dash‐dotted	line,	error	achieved	with	Bayesian	regularization	algo‐
rithm	is	displayed	with	dashed	line	and	error	achieved	with	Scaled	conjugate	gradient	algorithm	
is	displayed	with	dotted	line.	Best	mean	error	in	number	of	transactions	is	obtained	when	ANN	
with	26	neurons	is	trained	with	Bayesian	regularization	algorithm.	In	that	case	mean	error	was	
429.17	transactions.	When	number	of	transactions	is	expressed	in	number	of	servers	best	mean	
error	is	achieved	when	ANN	with	21	neurons	is	trained	with	Bayesian	regularization	algorithm.	
In	that	case	mean	error	has	value	0.55	servers.	

 

Fig.	8	Mean	error	between	target	and	output	number	of	transactions	for	first	training	set	
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Fig.	9	Mean	error	between	target	and	output	number	of	servers	for	first	training	set	

For	ANN	trained	with	second	training	set	mean	error	between	target	(real)	and	output	(pre‐
dicted)	number	of	servers	 is	shown	on	Fig.	10.	Error	obtained	with	Levenberg‐Marquard	algo‐
rithm	is	displayed	with	dash‐dotted	line,	error	achieved	with	Bayesian	regularization	algorithm	
is	 displayed	with	 dashed	 line	 and	 error	 achieved	with	 Scaled	 conjugate	 gradient	 algorithm	 is	
displayed	with	dotted	line.	Best	mean	error	in	number	of	servers	is	obtained	when	ANN	with	43	
neurons	 is	 trained	with	 Bayesian	 regularization	 algorithm.	 In	 that	 case	mean	 error	 has	 value	
0.83	servers.		

For	ANN	trained	with	first	training	set,	minimum	error	in	number	of	transactions	is	obtained	
with	 17	neurons	 and	 Scaled	 conjugate	 gradient	 algorithm,	 Fig.	 11(a).	 In	 that	 case	mean	 error	
was	295.87	transactions,	Fig.	11(b).	For	the	same	ANN	minimum	error	in	number	of	servers	is	
obtained	with	14	neurons	and	Scaled	conjugate	gradient	algorithm,	Fig.	11(c).	In	that	case	mean	
error	was	0.3	servers,	Fig.	11(d).	

 

Fig.	10	Mean	error	between	target	and	output	number	of	servers	for	second	training	set	
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Fig.	11	Target	and	output	number	of	transactions	for	first	training	set	(a),	error	between	them	(b),	target	and	output	
number	of	servers	for	first	training	set	(c),	error	between	them	(d)	

For	ANN	trained	with	second	training	set,	minimum	error	 in	number	of	servers	 is	obtained	
with	 28	 neurons	 and	 Levenberg‐Marquard	 algorithm,	 Fig.	 12(a).	 In	 that	 case	mean	 error	was	
0.57	servers,	Fig.	12(b).	

In	Table	5	 is	presented	summarized	view	of	obtained	errors	 for	ANN	tested	with	 train	and	
test	subset	of	both	training	set.		

	

 
Fig.	12	Target	and	output	number	of	servers	for	second	training	set	(a),	error	between	them	(b)	

Table	5	Results	review	
Training	set	 Min	 Max Mean Err = 0	(%) Err	=	1	(%)	 Err	>	2	(%)
First	training	set	(training	subset)	 0.00	 2.00 0.12 88.34 11.38	 0.28	
First	training	set		
(test	subset)	

0.00	 2.00 0.30 78.26 13.05	 8.69	

Second	training	set	(training	subset)	 0.00	 3.00 0.18 84.28 13.82	 1.90	
Second	training	set	(test	subset)	 0.00	 3.00 0.57 56.52 34.79	 8.69	
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4. Conclusion 
In this paper we have presented a decision support tool to be used in Public Utility Service Com-
pany. Primary objective was to improve efficiency of workforce scheduling which was success-
fully achieved with use of prediction system. With use of presented decision support system 
management can plan workforce rotation and optimize both the front-end office workers and 
back-end office workers and synchronize activities. Another objective was to improve quality 
and reduce waiting times for clients, and with proper workforce scheduling there should be a 
minimum of ad-hoc situations demanding additional counter to reduce the waiting lines. ANN 
prediction model estimating number of expected clients on daily bases was key to achieving the 
predefined research objectives. Estimation error is satisfactory and proposed model could be 
applied in the real system with minor changes in the work system. By using the model presented 
in the paper, unpredictability can be reduced since ANN prediction model improves demand 
estimation, which helps in real time workforce distribution and thus reduces supply chain man-
agement risks. 

Improving waiting times is one way of improving the customer service, and secondary focus 
of this research paper was on this parameter. Adequate and timely response have become a pre-
requisite for good business results in industrial production and service management. Due to 
frequent product or service demand changes it is important to be capable to adapt the rearrange 
distribution of machines/servers or workforce to accommodate the market expectations.As this 
is the Public Utility company case, the queuing policy is that there should always be minimum 
number of servers available. With that in mind, an average error of 0.3 servers per day would be 
major increase both in company’s productivity in back-end office (primary focus) and in cus-
tomer satisfaction due the minimized waiting time. In current working conditions, with mini-
mum number of servers needed the waiting time is around 2.3 minutes, and the average error of 
0.3 servers would not have significant impact on waiting time. However, having extra workers in 
the front-end office on less crowded days is not needed (frequent scenario with current work-
force scheduling), and their assignment to the back-end office would greatly improve the opera-
tional efficiency. Data used in the ANN prediction model were historical daily transaction infor-
mation on transactions and publicly available weather conditions during that period, summing 
up to 8 parameters in total. 

In the future research additional historical data about transaction or influence of e-commerce 
should be taken into account. Improving other dimensions of the customer service (apart from 
reduction of waiting time which was focus of this research) should also be taken in account for 
future research. Adding the historical data of transactions would improve the ANN training. In 
this research one year of data was used, but with further data we could expect to reduce the er-
ror present in the current model due the nature of moving holidays (mainly religious holidays), 
that are specific for this region. As it was seen in the results, major error in the prediction model 
was tied to the case of moving holiday. 
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A B S T R A C T	   A R T I C L E   I N F O	

One	of	 the	major	challenges	 in	 the	machining	process	 is	measuring	the	tem‐
perature	accurately	which	has	a	considerable	importance	in	calibrating	finite	
element	models	 and	 investigating	 thermodynamic	 of	 machining	 process.	 In	
the	present	paper,	one	of	the	effective	methods	for	measuring	temperature	in	
the	machining	processes	–	i.e.	infrared	imaging	–	is	used	and	effective	param‐
eters	which	increase	measurement	accuracy	are	investigated.	One	of	the	most	
effective	 parameter	 in	 the	 temperature	 measurement	 accuracy	 of	 infrared	
imaging	 is	 extracting	 and	 calibrating	 the	 emissivity	 coefficient	 for	 different	
temperature	 ranges.	 The	 obtained	 results	 show	 that	 the	 lack	 of	 precision	
calibration	of	the	emissivity	for	different	temperature	ranges	may	cause	high	
error	 in	 the	measurement	 results.	 To	measure	 temperature,	 several	 experi‐
ments	 are	performed	 for	 turning	 a	 thin	walled	workpiece	which	 is	made	of	
aluminium	alloy	Al‐7075	and	the	effects	of	the	machining	parameters	and	tool	
material	–	polycrystalline	diamond	(PCD)	and	cemented	carbide	–	are	studied.	
Based	on	the	achieved	results,	it	can	be	concluded	that	the	generated	temper‐
ature	in	the	cutting	area	can	be	decreased	significantly	by	using	PCD	tools	and	
selecting	appropriate	machining	parameters.	
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1. Introduction  

In	metal	machining	processes,	the	majority	of	the	applied	energy	in	metal	deformation	and	the	
friction	between	 tool	 and	workpiece	 appear	 to	 enhance	heat	 at	 the	 cutting	 area	 [1].	 The	heat	
generated	at	this	area	causes	numerous	economic	and	technical	problems	in	the	machining	pro‐
cess.	Some	of	these	problems	include	rapid	wear	of	the	tool	due	to	diffusion	acceleration	induc‐
ing	of	residual	stresses	and	structural	changes	in	the	machined	surface	and	the	tool	due	to	ex‐
erted	 thermal	gradients,	and	also	 thermal	distortion	and	deformation	of	 the	work	piece,	espe‐
cially	in	thin‐walled	workpieces	[2].	In	order	to	attain	optimal	process	outputs,	it	is	important	to	
identify	creation	manner,	 intensity,	and	heat	distribution	 in	 the	cutting	area	precisely.	Despite	
many	 research	projects	done	 in	 this	 area;	 it	 is	difficult	 to	present	a	perfect	 theory	of	 the	heat	
generation	mechanism	and	also	to	predict	heat	intensity	and	distribution	in	the	machining	pro‐
cess,	 due	 to	 the	 thermodynamic	 and	 nonlinear	 complex	nature	 of	 this	 process,	which	 also	 in‐
volves	high	pressure	and	strain	in	a	small	area	[3].	
					Recently,	there	have	been	lots	of	unsolved	issues	in	this	area	and	some	contradictory	results	
have	been	 reported	 from	research	projects.	However,	 the	 influence	of	machining	different	pa‐
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rameters,	material,	and	the	geometry	of	the	tool	on	the	heat	in	the	cutting	area	has	been	proved	
by	many	researchers	 [4‐6].	Tool	material	 is	one	of	 the	effective	parameters	 in	cutting	process	
efficiency	and	generated	heat	 in	the	cutting	area.	 In	the	machining	of	high	strength	aluminium	
alloys,	cemented	carbide	tools	are	the	most	widely	used	tools.	Among	different	metals,	alumini‐
um	alloys	have	a	suitable	machinability	due	to	a	 low	machining	 force	and	 low	generated	heat.	
Using	common	tool	for	machining	these	alloys	creates	built‐up	edge	(BUE)	which	decreases	tool‐
life	 and	process	 efficiency	 especially	 in	 dry	machining	 [7].	 Therefore,	 using	 cutting	 tools	with	
low	friction	and	high	hardness	may	lead	to	heat	and	BUE	reduction	and	ultimately	the	tool’s	life,	
and	process	efficiency	increase.	Polycrystalline	diamond	(PCD)	cutting	tools	are	one	of	the	most	
effective	 tools	 in	 aluminium	alloys	machining.	 PCD	 tools	 consist	 of	 an	 artificial	 diamond	 layer	
which	is	constructed	at	very	high	pressure	and	temperature	and	is	brazed	on	a	base	of	cemented	
carbide.	These	tools	have	unique	characteristics	including	very	high	hardness,	Young’s	modulus,	
and	thermal	conductivity,	and	a	low	friction	coefficient	of	their	surface	which	leads	to	enhance	in	
cutting	process	effectiveness	[8].	

Experimental	measurement	and	studying	 temperature	 in	 the	cutting	area	are	another	chal‐
lenge	 in	machining	 science,	 and	numerous	methods	have	been	developed	 for	 this.	 Several	 im‐
portant	 methods	 use	 a	 thermocouple,	 infrared	 radiation	 (IR)	 measurement,	 measurement	 of	
hardness,	and	study	of	metal’s	microstructure	changes	which	may	provide	some	advantages	or	
disadvantages	 [9].	One	of	 the	effective	 techniques	of	measuring	 temperature	 is	 infrared	radia‐
tion	measurement,	which	is	a	non‐contact	method.	In	this	method,	the	temperature	of	the	body	
is	measured	by	considering	the	thermal	energy	or	infrared	radiation	which	is	radiated	from	the	
body	[10].		

This	research	is	aimed	to	study	the	effect	of	cutting	parameters	and	tool	material	on	the	tem‐
perature	of	cutting	area	in	turning	of	a	thin	walled	workpiece	which	is	made	of	aluminium	alloy	
Al‐7075.	To	measure	temperature,	a	thermal	infrared	camera	(IR)	was	used,	and	factors	affect‐
ing	the	accuracy	of	measurements	were	evaluated.	

2. Materials and methods 

2.1 Infrared temperature measurement principle 

Each	hot	object	with	a	temperature	higher	than	absolute	zero	(Kelvin's	zero	or	‐273.15	°C)	radi‐
ates	an	 infrared	 radiation	according	 to	 its	 temperature.	The	 relation	between	radiated	energy	
qe,	and	an	object's	temperature	is	defined	by	Stefan	Boltzmann	law:	

௘ݍ ൌ 	(1)																																																																														ସܶߪߝ	

Where	σ	is	the	Stefan	Boltzmann	constant	and	is	equal	to	ߪ ൌ 5.67 ൉ 10ି଼ ቀ	
୛

୫మ୏ర
ቁ.	T	is	the	ther‐

modynamic	temperature	of	an	object	in	terms	of	K	and	ε	is	the	emissivity	coefficient	of	the	ob‐
ject's	surface.	ε	is	defined	as	the	emitted	energy	of	a	body	at	a	specific	temperature	divided	by	
the	emitted	energy	of	a	black	body,	which	is	a	dimensionless	quantity.	A	black	body	is	an	object	
or	material	which	absorbs	the	all	existing	radiations	with	any	wave	length	and	does	not	reflect	
any	 radiation	 [11].	 An	 ideal	 black	 body	 theoretically	 has	 an	 emissivity	 coefficient	 of	 1,	 but	 in	
practice,	the	emissivity	coefficient	of	all	objects	 is	 less	than	1.	When	the	thermal	radiation	col‐
lapses	onto	 an	object,	 it	may	be	 absorbed,	 reflected,	 or	 transmitted.	The	 relation	between	ab‐
sorptivity	α,	reflectivity	ρ	and	transmissivity	τ	is	defined	as	below	

ߙ ൅ ߩ ൅ ߬ ൌ 1																																																																									(2)	

In	fact,	the	effective	radiation	received	by	the	infrared	detectors	of	an	infrared	thermal	cam‐
era	consists	of	 three	parts:	(1)	the	object's	radiation;	(2)	the	radiation	caused	by	 light	and	the	
reflection	of	environmental	heat	on	the	object's	surface	and	(3)	atmospheric	transmission	radia‐
tion.	Infrared	detectors	integrate	radiation	energy	received	in	their	working	wavelength	range,	
and	then	create	its	corresponding	electrical	signal	݂ሺ ௥ܶሻ:	

݂ሺ ௥ܶሻ ൌ ߬ఈ݂ߝሺܶሻ ൅	߬ఈሺ1 െ ሻ݂ሺߝ ஜܶሻ ൅ ሺ1 െ ߬ఈሻ݂ሺ ௔ܶሻ																																				(3)	
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This	 relation	 is	 a	 general	 equation	 for	 temperature	 measurement	 in	 a	 thermal	 camera	 in	
which	߬ఈ	is	atmospheric	transmissivity.	T,	 ௥ܶ , ஜܶ	and	 ௔ܶ	are	the	measured	temperature	of	the	ob‐
ject,	temperature	shown	by	camera,	environment	temperature,	and	temperature	of	atmosphere	
respectively.	The	three	right‐hand	side	terms	of	the	above	equation	define	the	object's	radiation,	
the	radiation	caused	by	 the	reflection	of	object	and	radiation	of	atmospheric	 transmission,	 re‐
spectively.	 If	 the	object	 is	a	black	body,	 then:	߬ఈ ൌ 1	and	therefore:	݂ሺ ௥ܶሻ ൌ ݂ሺܶሻ,	meaning	the	
temperature	shown	by	the	camera	equals	the	object's	temperature.	But	for	any	other	object	ex‐
cept	a	black	body	and	especially	for	any	metal	with	a	high	reflection	and	low	absorptivity,	there	
is	a	significant	variation	between	݂ሺ ௥ܶሻ	and	݂ሺܶሻ.	When	the	distance	between	the	target	object	
and	the	camera	is	small,	then	the	effect	of	atmospheric	radiation	is	negligible	[12].	Thus,	the	ac‐
curacy	of	emissivity	coefficient	is	the	most	important	parameter	in	the	accuracy	of	temperature	
measurement	with	an	 infrared	thermal	camera,	since	 this	parameter	will	 fully	specify	 the	sur‐
face’s	characteristics	in	regard	to	absorptivity	or	the	reflection	of	infrared	radiation	[13].	

The	IR	method	has	many	advantages;	first,	the	IR	method	is	a	non‐contact	method	and	does	
not	create	any	interference	with	heat	flow	in	the	cutting	area.	Also,	the	IR	method	has	a	very	fast	
response.	However,	the	IR	technique	has	restrictions,	such	as	the	high	dependency	of	measure‐
ment	 accuracy	 on	 the	 precise	 determination	 of	 the	 emissivity	 coefficient	 [14].	 In	 some	 of	 the	
research	performed	on	heat	measurement	with	the	IR	technique,	the	emissivity	coefficient	of	the	
tool	and	 the	workpiece	 is	not	mentioned,	or	 the	emissivity	coefficient	change	of	 the	machined	
surface	 and	 chip	 is	not	 considered	 [15‐17].	 Some	 researchers	have	 covered	 the	 surface	of	 the	
workpiece	or	the	tool	with	a	material	with	a	specific	emissivity	coefficient,	to	decrease	the	errors	
due	to	the	determination	of	the	emissivity	coefficient	[18,	19].	This	method	is	applicable	in	the	
measurement	of	a	fixed	surface,	but	in	machining,	due	to	material	removal,	a	new	surface	with	a	
different	emissivity	coefficient	will	be	created,	and	the	reflection	of	the	new	surface	on	the	cov‐
ered	surface	and	the	chip	surface	decreases	the	effectiveness	of	this	method.	

2.2 Experimental procedure 

Several	different	experiments	were	carried	out	on	a	thin‐walled	parts	of	Al‐7075	alloy	by	a	com‐
puter	numerical	control	(CNC)	machine	(Tabriz	TC50	model),	to	study	the	effects	of	various	ma‐
chining	parameters	on	 the	heat	 generated	 in	 the	 cutting	area.	To	evade	 the	pressure	of	 chuck	
jaws	on	the	workpiece	and	 its	subsequent	deformation,	 the	workpiece	was	bolted	on	a	 fixture	
which	was	fastened	into	a	chuck.	Fig.	1	shows	the	geometry	of	the	fixture,	the	workpiece	and	the	
assembled	workpiece	on	the	fixture.	

The	temperature	was	measured	by	using	an	IR	camera	(Dali	DL700	model).	The	camera	was	
mounted	on	a	sheet	which	was	linked	to	the	turret,	so	that	by	using	tool	feed	on	the	workpiece,	
the	gap	between	the	cutting	area	and	the	infrared	camera	remained	constant.	Fig.	2	shows	the	
setup	for	performing	the	experimental	case	studies.	

	
Fig.	1	The	geometry	of (a)	the	fixture,	(b) the	workpiece,	(c)	and	the	assembled	workpiece	on	the	fixture  

The	conditions	of	machining	process	

To	study	 the	effects	of	different	conditions	of	 the	cutting	process	on	 the	 temperature,	and	 the	
effect	of	various	parameters	on	each	other,	a	full	factorial	design	was	used	for	experimental	case	
studies.	This	study	investigates	the	effects	of	feed	rate,	cutting	speed,	and	tool	material.		

(a)	 (b)	 (c)	
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Fig.	2 The	setup	for	measurement	of	the	machining	temperature	in	the	CNC	machine	

Table	1	Machining	parameters	and	required	levels	

Level Parameters	
DC	BA	
‐ 180.0 120.0 60.0 Feed	rate	(mm/min) 

590.0 470.0 350.0 230.0 Cutting	speed	(m/min) 

‐ ‐ Cemented	
carbide 

Polycrystalline	
diamond	

Cutting	tool 

Table	1	presents	 various	 levels	 for	 cutting	parameters	which	were	 applied	 in	 case	 studies.	
Therefore,	24	tests	were	machined	by	using	a	CNC	lathe	machine.	In	order	to	validate	the	exper‐
imental	results,	each	test	was	repeated	three	times.	Moreover,	in	order	to	study	the	effect	of	the	
tool	material	on	the	temperature,	two	type	of	cutting	insert	with	various	materials	of	cemented	
carbide	(Sandvik‐VCGX160404‐AL)	and	PCD	(Sandvik‐VCMW160404FP)	were	utilized.	In	the	all	
experiments,	the	cutting	depth	equalled	1	mm	in	dry	cutting	condition.	

Emissivity	calibration	and	temperature	measurement	

To	measure	the	heat	in	the	cutting	area,	a	thermal	infrared	camera	was	applied.	The	camera	had	
a	spectral	range	of	8‐14	μm,	a	frame	rate	of	50/60	Hz	and	a	temperature	resolution	of	0.05	°C.	
The	camera’s	detector	was	uncooled	amorphous	Silicon	and	sensitivity	of	0.08	°C	in	30	°C.	The	
calibration	 of	 the	 camera's	 detector	 was	 performed	 in	 different	 temperature	 ranges,	 using	 a	
black	body	(Optikos‐model	BBS‐200).	The	black	body’s	emissivity	was	0.994.	Since,	the	3.4	µm	
to	5	µm	wavelength	bandwidth	provides	higher	accuracy	in	the	machining	process	[20,	21],	4	µm	
wavelength	bandwidth	was	adjusted	in	the	camera.	The	camera	lens	which	show	a	15mm	×	20	
mm	window	were	located	on	the	cutting	area	to	reach	a	320	×	256	pixels	resolution.		

Emissivity	is	a	function	of	temperature,	wavelength,	surface	characteristics,	and	emission	di‐
rection.	However,	the	temperature	is	the	most	important	factor	influencing	the	emissivity	as	the	
luminance	of	a	black	body	(ܮఒ

଴)	is	a	function	of	wavelength	(λ)	and	temperature	(T)	in	the	Plank’s	
law:	

ఒܮ
଴ ൌ

஼భఒషఱ

గቂቀ௘௫௣
಴మ
ഊ೅
ቁିଵቃ

																																																																						(4)	

C1	and	C2	are	constant	parameters.	In	fact,	the	emissivity	(ε)	is	defined	as	the	ratio	between	the	
real	monochromatic	luminance	and	the	luminance	of	a	black	body	as	below:	

ߝ ൌ
௅ഊ	ሺఒ,்,∆ሻ

ߣܮ
0	ሺఒ,்ሻ

																																																																											(5)	

,ߣሺ	ఒܮ ܶ, ∆ሻ	is	defined	as	value	of	luminance	for	wavelength	λ,	at	temperature	T	and	direction	∆.	
The	relation	between	luminance	with	wavelength	and	temperature	is	shown	in	Fig.	3(a).	As	this	
figure	 shows	 temperature	 is	 the	most	 important	 factor	which	 influences	 the	 emissivity	 coeffi‐
cient	[22].	Accurate	determination	of	emissivity	is	the	most	important	parameter	in	temperature	
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measurement	 accuracy	 with	 an	 infrared	 camera.	 The	 emissivity	 coefficient	 of	 a	 chip	 surface	
changes	by	varying	temperature	during	machining.	Since	the	aim	of	this	research	is	measuring	
the	 temperature	 of	 the	 chip,	 to	 increase	 the	 accuracy,	 the	 precise	 determination	 of	 the	 chip's	
emissivity	 for	 different	 temperature	 ranges	 is	 necessary.	 Therefore,	 a	 part	 of	 the	 chip,	 were	
heated	to	different	temperature	ranges	from	50‐310	°C	by	using	a	tungsten	element	device	which	
creates	a	 controlled	 temperature	by	utilizing	specified	voltage	and	current.	The	exact	value	of	
chip’s	 temperature	was	 determined	 via	 a	 contact	 thermocouple	 (Testo	model	 925‐T/C	 Type)	
and	the	chip’s	temperature	was	measured	using	the	IR	camera	simultaneously.	The	emissivity	of	
the	IR	camera	was	calibrated	and	defined	so	that	the	camera’s	apparent	temperature	was	pre‐
cisely	 identical	with	 the	 thermocouple’s	measured	 temperature.	Fig.	3(b)	 shows	 the	 results	of	
experimentally	emissivity	extracted	curve	in	different	temperature	ranges	for	Al‐7075	according	
to	above	instruction.	Results	showed	that	by	changing	temperature	from	50‐310	°C	the	emissivi‐
ty	 coefficient	 values	were	 varied	 between	 0.136	 and	 0.254.	 By	 following	 this	 instruction,	 the	
accurate	emissivity	of	 the	chip	 for	different	 temperature	was	extracted.	Since	 the	reflection	of	
emitted	radiation	in	the	measurement	environment	on	the	desired	object	leads	to	an	increase	in	
its	emitted	radiation	and	 therefore	a	decrease	 in	measurement	accuracy,	 the	present	 research	
tried	to	eliminate	all	light	and	heat	sources	in	the	measurement	area	during	the	experiments.	

 
	Fig.	3 (a)	Luminance	as	a	function	of	wavelength	and	temperature	[22],	(b)	Experimental	emissivity	curve	which	is	

				extracted	for	different	temperatures	for	Al‐7075 

3. Results and discussion 

Fig.	4	shows	two	thermal	images	of	the	cutting	area	which	were	achieved	through	experiments.	
Fig.	4(a)	shows	that	the	chips	gather	around	the	cutting	area	and	the	tool,	while	Fig.	4(b)	indi‐
cates	that	the	produced	chips	get	away	from	cutting	area.	By	comparing	these	two	images,	it	can	
be	observed	how	the	 increase	of	 the	emitted	energy	 from	a	body	 is	affected	by	reflection.	Fig.	
4(a)	 shows	 that	due	 to	 the	chip	warping	and	aggregation	around	 the	 tool,	 the	camera's	meas‐
ured	temperature	increases	significantly,	so	that	in	the	same	machining	conditions,	due	to	chip	
aggregation,	90	Ԩ	temperature	difference	was	occurred.	The	reason	is	that	each	chip	acts	as	a	
thermal	radiation	energy	resource	due	to	its	high	temperature.	While	hot	chips	are	aggregated	
in	a	 small	area,	 reflected	energy	 is	emitted	 from	every	part	of	 the	chip	 to	 the	other	chips	and	
continuing	this	procedure	leads	to	an	intensive	and	exponential	 increase	of	the	infrared	radia‐
tion	emitted	from	the	chip	and	ultimately	increases	the	camera's	calculated	temperature.	

 

(a)	 (b)	
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		Fig.	4 Thermal	infrared	image	in	two	cases	of	(a)	chip	aggregation	and	(b)	appropriate	expulsion	
																						of	chip	from	cutting	area	

 

							This	process	ultimately	increases	the	camera's	calculated	temperature.	Indeed,	in	the	Eq.	3,	
߬ఈሺ1 െ ሻ݂ሺߝ ஜܶሻ	significantly	increases	which	is	related	to	the	radiation	reflected	on	the	surface.	
Chip	aggregation	occurs	for	continues	chips,	especially	in	the	soft	material	and	aluminium	alloys	
machining.	This	issue	was	considered	in	the	temperature	measurement	of	the	experimental	case	
study	to	prevent	 inaccurate	measurement.	During	the	experiments,	 the	temperature	measured	
and	recorded	in	the	first	10	mm	part	of	workpiece	from	starting	point	to	prevent	the	possible	
errors	due	to	the	reflected	energy	emitted	from	the	machined	surface.	

In	the	machining	process,	a	part	of	the	heat	generated	is	transferred	to	the	machined	surface	
and	 the	 tool	 and	 makes	 a	 thermal	 gradient	 in	 the	 workpiece	 and	 tool	 which	 causes	 micro‐
structural	changes	in	the	metal,	partial	expansion,	and	induces	residual	stresses	[2].	Fig.	5	shows	
that	the	thermal	gradient	applied	to	the	workpiece.	As	this	figure	shows,	in	both	image	(a)	and	
image	(b),	the	cross‐hair	indicates	a	thermal	gradient	in	the	inner	surface	of	the	workpiece	and	
the	region	of	tool	contact	with	the	workpiece.	In	these	areas,	the	temperature	in	a	thin	band	is	
significantly	superior	to	the	other	sections.	This	phenomenon	is	more	intensive	in	metals	such	as	
aluminium	with	higher	heat	transfer	coefficient;	because	heat	transfers	to	beneath	the	surfaces	
of	the	workpiece	rapidly.	This	intensive	thermal	gradient	is	created	in	some	seconds	in	a	section	
of	the	workpiece	which	leads	to	partial	expansion	and	residual	stresses	in	the	workpiece.	This	
effect	is	especially	important	in	thin‐walled	workpieces	as	the	induced	residual	stresses	lead	to	
dimensional	instability	and	distortion.	

Fig.	5	indicates	that	by	increasing	the	temperature	of	the	cutting	area,	a	thermal	gradient	be	
transferred	to	the	workpiece	increases.	Image	(a)	corresponds	to	an	experiment	when	feed	rate	
and	cutting	speed	are	180	mm/min	and	590	m/min	respectively,	for	the	carbide	tool.	The	meas‐
ured	temperature	in	this	test	was	202	Ԩ.	Image	(b)	for	the	PCD	tool	corresponds	to	an	experi‐
ment	when	the	feed	rate	and	cutting	speed	are	120	mm/min	and	590	m/min,	respectively.	The	
reported	temperature	in	this	case	was	132	Ԩ.	Due	to	the	greater	heat	generation	in	Fig.	5(a)	in	
comparison	with	(b),	the	heat	transferred	to	the	surface	of	the	workpiece	is	much	higher.	

Figs.	6(a)	and	(b)	indicate	the	experimental	results	which	show	the	effect	of	feed	rate	and	cut‐
ting	speed	on	the	measured	temperature	of	chip	for	carbide	and	PCD	tools	in	2D	and	3D	plots,	
respectively.	The	temperature	of	the	chip	in	the	PCD	tool	is	significantly	lower	than	in	the	car‐
bide	 tools.	Nevertheless,	 by	 increasing	 feed	 rate	 and	 cutting	 speed	 the	 temperature	 increases	
and	the	heat	increase	slope	becomes	steeper	as	the	cutting	speed	raises	for	both	PCD	and	Car‐
bide	 tools.	 For	 instance,	when	 feed	 rate	 and	 cutting	 speed	 are	 180	mm/min	 and	 590	m/min,	
respectively,	the	maximum	temperature	for	the	PCD	insert	is	149	Ԩ,	while	maximum	measured	
temperature	for	the	carbide	insert	is	203	Ԩ. 

	

(a)	 (b)
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Fig.	5 The	transmission	of	the	generated	heat	from	cutting	zone	to	the	workpiece,	and	the	creation	of	a	

															thermal	gradient	in	a	section	of	the	workpiece	

Generally,	PCD	insert	has	 lower	friction	coefficient	 in	comparison	to	carbide	tools	 [23].	There‐
fore,	heat	caused	by	friction	in	rake	and	flank	surfaces	will	be	lower.	Moreover,	due	to	the	fric‐
tion	being	lower	the	required	forces	to	form	chips	decrease	and	thus	less	heat	is	generated	in	the	
cutting	area.	Fig.	7	shows	the	microscopic	 images	of	 the	rake	surfaces	of	 two	PCD	and	carbide	
tools	at	a	magnification	of	400	times.	As	seen	in	this	figure,	the	surface	of	PCD	tools	has	a	more	
uniform	structure	and	fewer	ups	and	downs	than	the	surface	of	carbide	tools,	which	reduce	the	
coefficient	of	friction	in	PCD	tools.	
	

 
		Fig.	6 Experimental	results	of	measured	chip	temperature	for	carbide	tool	(a)	and	PCD	tool	(b)	versus	feed	rate	

							and	cutting	speed	changes 
	

(a)	 (b)

(a)	Carbide	tool	 (b) PCB	tool
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Fig.	7 Microscopic	image:	Rake	surface	of	PCD	and	carbide	tools	in	experiments	with	a	magnification	of	400 

Another	characteristic	of	PCD	tools	is	a	higher	thermal	conductivity	in	comparison	with	car‐
bide	tools,	which	 leads	 to	more	heat	 transfer	 from	the	cutting	area	and	 thus	a	decrease	 in	 the	
temperature	of	the	chip	and	workpiece	[23].	On	the	other	hand,	because	less	heat	and	a	lower	
machining	force	are	applied	to	the	tool,	and	because	of	the	high	strength	and	hardness	of	PCD	
tools,	 the	 rate	 of	wear	 is	much	 slower	 than	 it	 is	 for	 carbide	 tools.	 Therefore,	 the	 temperature	
increase	of	 the	cutting	area	due	to	 tool	wear	 in	 these	tools	 is	much	 lower	than	that	of	carbide	
tools.	 In	general,	using	PCD	tools	 in	high‐strength	aluminium	alloys	machining	 is	preferable	to	
using	carbide	tools	and	increases	cutting	efficiency.	

Fig.	8	shows	that	to	study	the	effect	of	emissivity	coefficient	on	the	accuracy	of	the	tempera‐
ture	measurement	value.	In	this	figure	the	measured	temperature	values	with	calibrated	emis‐
sivity	 are	 compared	 to	 the	 temperature	 values	 with	 a	 constant	 emissivity,	 0.11,	 according	 to	
reference	[24].	As	can	be	seen,	by	increasing	temperature,	the	difference	between	the	measured	
values	increases.	The	reason	for	this	result	is	that	in	the	high	measured	temperature,	the	differ‐
ence	between	the	constant	and	calibrated	emissivity	coefficients	is	more.	By	using	the	constant	
emissivity,	0.11,	which	 is	 less	 than	all	 the	calibrated	emissivity	values,	 the	measured	tempera‐
ture	by	IR	camera	 increases,	which	 is	 in	accordance	with	Eq.	3.	Based	on	the	achieved	results,	
the	lowest	and	highest	difference	values	which	are	measured	at	the	same	condition	are	5	Ԩ	and	
45	Ԩ,	respectively,	and	the	average	temperature	difference	is	20.5	Ԩ.	These	results	clearly	show	
the	 importance	 of	 precise	 calibration	 of	 chip’s	 emissivity	 for	 different	 temperature	 ranges	 in	
temperature	measurement	by	infrared	imaging	in	machining	processes.	

 
			Fig.	8	Comparison	between	the	measured	temperatures	values	with	the	calibrated	emissivity	

																									and	a	constant	emissivity	(0.11) 
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4. Conclusion 
In the present study, the influence of cutting parameters and tool material on the temperature of 
the cutting area in the turning of an Al-7075 alloy thin-walled workpiece were investigated. To 
measure temperature, a thermal infrared camera (IR) was used, and factors affecting the accura-
cy of measurements were evaluated. The results showed that using IR camera is one of the effec-
tive methods for temperature measurement in machining processes. However, due to limitations 
in the IR method, some remarks should be considered to increase the validity and accuracy of 
temperature measurement in the machining processes. One of the effective parameters in the 
temperature measurement by using thermal imaging is defining and calibrating a precise emis-
sivity for different ranges of temperature which are investigated in the present paper by per-
forming experimental tests. The achieved results indicate that the lack of calibration of emissivi-
ty coefficient cause a considerable difference between the measured values and leads to errors 
as high as 24 % in temperature measurement.  

The results also showed that chip aggregation in the cutting area due to the reflection of emit-
ted energy between hot chips can cause huge errors in temperature measurement which should 
be considered. The studied experiments that used the IR camera clearly indicated the transition 
a portion of the generated heat to the workpiece and consequently forming a thermal gradient 
on it. The thermal gradient created in the thin-walled workpiece can cause various problems 
such as metal micro-structural change, partial expansion, residual stresses, and distortion which 
may be prevented by using temperature-reducing techniques.  

According to the results obtained in the cutting process with the PCD insert, due to the low 
friction coefficient and improved cutting conditions of this tool, the temperature in cutting areas 
was much lesser than that of the carbide insert. In cutting experiments with the PCD insert, the 
average temperature was 71 % lesser than in the carbide insert. Therefore, PCD inserts are an 
appropriate substitute for carbide inserts in the cutting of high-strength aluminium alloys. From 
the results of this research, it can be concluded that the temperature generated in the cutting 
area can be lowered significantly by using PCD tools and selecting appropriate machining pa-
rameters. Therefore, the results of this research create a more comprehensive perception of the 
operation and effectiveness of PCD tools in machining of different alloys.  
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A B S T R A C T	   A R T I C L E   I N F O	

Container	 assignment	 strategy	 is	 crucial	 to	 the	 operation	 efficiency	 of rail‐
road	 container	 transshipping	 system.	 An	 effective	 container	 assignment	 ap‐
proach	 can	markedly	 improve	 integral	 operation	efficiency	of	 rail‐road	 con‐
tainer	transshipping	system.	In	this	paper,	the	container	assignment	problem	
in	rail‐road	transshipment	terminal	was	described	and	formulated	as	a	two‐
stage	 optimization	 model	 considering	 overlapping	 amount	 and	 operation	
distance	of	crane.	The	first	stage	optimization	model	was	to	optimize	contain‐
er	assigning	positions	for	minimizing	the	total	overlapping	amount	caused	by	
container	 assigned	 in	 the	 considered	 block	 at	 one	 planning	 period,	 and	 an
iterative	 solution	 procedure	 was	 proposed	 to	 obtain	 container	 assignment	
sets.	Based	on	 the	container	assignment	sets	obtained	by	 the	 first	stage,	 the	
second	 stage	 optimization	 model	 was	 to	 optimize	 the	 container	 assigning	
sequence	 for	decreasing	 the	 total	operation	distance	of	 crane,	 and	a	genetic	
algorithm	was	designed	to	obtain	the	optimal	container	handling	sequences	in	
container	assignment	process.	Computational	experiments	on	the	data	from	a	
rail‐road	transshipment	terminal	in	China	were	implemented	to	test	efficien‐
cy	 of	 the	 proposed	 approach.	 Computational	 results	 showed	 that	 the	 pro‐
posed	 approach	was	 effective	 to	 reduce	 overlapping	 amount	 and	 operation	
distance	 in	 container	assignment	process.	The	proposed	approach	 is	 signifi‐
cant	for	the	production	and	management	of	rail‐road	container	transshipping	
terminals.	
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1. Introduction 

Intermodal	 transportation	 is	defined	as	 the	successive	use	of	various	modes	of	 transportation	
(road,	 rail,	 air	 and	water)	without	 any	handling	 of	 the	 goods	 themselves	 during	 transfers	 be‐
tween	modes	[1].	In	rail‐road	intermodal	transshipping	system,	massive	quantities	of	containers	
are	carried	by	railway	for	long	distances,	and	short	distance	transshipping	and	delivery	are	un‐
dertaken	by	 container	 trucks.	 To	 enable	 containers	 efficiently	 transferred	between	 trains	 and	
trucks,	modern	 rail‐road	 transshipment	 terminals	are	 required,	which	have	advanced	modern	
handling	resources	and	efficient	scheduling	strategies.		

As	a	key	resource	of	rail‐road	transshipment	terminals,	storage	space	is	used	for	temporarily	
stockpiling	inbound	and	outbound	containers	unloaded	from	container	trains	and	trucks.	Stor‐
age	space	allocation	is	a	critical	scheduling	strategy	defined	as	the	temporary	allocation	of	the	
inbound/outbound	 containers	 to	 the	 storage	 blocks	 at	 each	 period	with	 aim	 of	 balancing	 the	
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workload	 between	 blocks	 in	 order	 to	minimize	 the	 storage/retrieval	 times	 of	 containers	 [2].	
Container	 assignment	 is	 an	 important	 decision	 making	 problem	 in	 storage	 space	 allocation	
strategy,	which	 is	a	vital	constraint	 for	other	strategies.	Therefore,	 it	 is	necessary	 for	rail‐road	
transshipment	terminals	to	optimize	their	container	assignment.	

Outbound	 containers	 assignment	 problem	 was	 formulated	 as	 a	 mixed‐integer	 linear	 pro‐
gramming	model,	whose	objectives	were	to	utilize	space	efficiently	and	make	loading	operations	
more	efficient	[3].	The	location	assignment	 for	arriving	outbound	containers	during	container‐
receiving	stage	was	formulated	as	two	novel	dynamic	programming	models,	and	compared	with	
existent	model	on	small‐scale	instances	[4].	A	novel	mixed‐integer	programming	model	was	de‐
veloped	to	integrate	storage	space	allocation	and	ship	scheduling	for	achieving	high	space	utili‐
zation,	 low	material	 loss,	 and	 low	 transportation	 costs	 [5].	 For	 improving	 the	 operations	 effi‐
ciency	for	retrieving	inbound	container	in	container	terminal,	three	optimization	models	under	
different	 strategies	 of	 storing	 containers	 were	 proposed,	 namely,	 a	 non‐segregation	model,	 a	
single‐period	 segregation	 model,	 and	 a	 multiple‐period	 segregation	 model	 [6].	 An	 ant‐based	
model	was	present	 for	 the	 storage	 space	 allocation	problem	 to	balance	operational	quantities	
among	different	blocks,	and	minimize	the	moving	distance	of	internal	trucks	between	container	
yards	and	berths	[7].	

For	solving	container	assignment	problem,	several	heuristic	algorithms	were	developed.	An	
efficient	GA	was	proposed	to	solve	the	extensional	container	assignment	problem	in	container	
terminal	 [2].	 For	 large‐scale	 SSAP	 instances,	 a	 two‐stage	heuristic	was	proposed.	 For	 the	 first	
stage,	 a	 neighborhood	 searching	 heuristic	 was	 present	 to	 generate	 the	 priority	 sequence;	 a	
rollout‐based	heuristic	was	developed	 to	 improve	 the	 incumbent	 solution	 in	 the	 second	 stage	
[8].	 An	 outer–inner	 cellular	 automaton	 algorithm	 (CAOI)	was	 developed	 to	 solve	 SSAP,	 using	
YBAP	and	SAP	as	an	integrated	optimization	process	[9].	

According	 to	 the	 literature	 review	above,	most	of	 studies	 focused	on	 container	 assignment	
problem	in	maritime	container	terminals.	These	studies	generally	decomposed	the	problem	into	
two	stages,	and	developed	different	heuristic	algorithms	to	solve	the	problem.	By	contrast,	spe‐
cific	 literature	 on	 rail‐road	 transshipment	 terminal	 is	 scarce.	 A	 two‐stage	 optimization	model	
was	proposed	to	balance	operational	quantities	and	reduce	overlapping	amount	of	inbound	con‐
tainers	[10].	A	container	slot	allocation	model	based	on	mixed	storage	mode	was	present	to	min‐
imize	 container	 overlapping	 amounts	 and	 a	 heuristic	 algorithm	was	 designed	 for	 solving	 the	
model	[11].	These	studies	only	focused	on	decreasing	the	overlapping	amounts,	and	did	not	con‐
sider	 the	 crane	 operation	 distance	 together	 in	 container	 assignment	 optimizing	 process.	 The	
operation	distance	is	also	an	important	indicator	for	storage	space	allocation	in	rail‐road	trans‐
shipment	terminals.	Some	studies	focused	on	crane	operation	optimization	without	considering	
container	overlapping	amount	[12,	13].		

Therefore,	we	 simultaneously	 consider	overlapping	 amount	 and	operation	distance	 in	 con‐
tainer	assignment	process.	The	main	contributions	of	this	paper	are	as	follows.	First,	we	present	
a	 two‐stage	approach	 for	 formulating	 the	 container	assignment	problem	 to	minimize	overlap‐
ping	amount	and	total	operation	distance	of	crane.	Second,	a	rolling	horizon	implement	strategy	
is	designed	for	obtain	an	approximate	optimal	solution.	The	proposed	approach	is	effective	for	
different	size	of	planning	periods.	

The	 remainder	of	 this	 paper	 is	 organized	 as	 follows.	The	 container	 assignment	problem	 in	
rail‐road	transshipment	terminals	is	described	in	Section	2,	and	formulated	in	Section	3.	A	roll‐
ing	horizon	implement	strategy	is	developed	in	Section	4.	Computational	results	are	discussed	in	
Section	5.	Section	6	covers	the	conclusion.	

2. Problem description 

A	 typical	 container	 transshipping	 system	of	 rail‐road	 transshipment	 terminals	 is	mainly	 com‐
posed	 by	 three	 subsystems,	 including	 loading‐unloading	 subsystem,	 storage	 space	 allocation	
subsystem	and	transport	subsystem,	which	is	shown	in	Fig.	1.		
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Fig.	1 A	typical	container	transshipping	system	in	rail‐road	transshipment	terminals	

	
These	three	subsystems	ensure	outbound	and	inbound	containers	can	be	quickly	transferred	

in	rail‐road	transshipment	terminals.	The	main	mission	of	storage	space	allocation	subsystem	is	
to	 assignment	 containers	 to	 the	 suitable	 positions.	 The	 assignment	 processing	 has	 two	 tasks,	
first	is	to	allocated	containers	to	blocks,	and	the	other	is	to	assign	container	to	slots.	Our	study	
only	focuses	on	the	second	task	to	assign	containers	in	considered	block.	

As	observed	in	Fig.	1,	assigned	containers	in	rail‐road	transshipment	terminals	can	be	classi‐
fied	into	the	following	two	kinds.		

 Rail	vehicle	unloading	containers	(RVUC):	 inbound	containers	are	on	rail	vehicles	before	
unloaded	and	assigned	to	container	yard.	

 Truck	unloading	containers	(TRUC):	outbound	containers	are	on	trucks	before	unloaded	
and	assigned	to	container	yard.		

The	operations	of	two	type	assigned	containers	are	shown	in	Fig.	2.	
By	simultaneously	considering	overlapping	amount	and	operation	distance,	we	can	decom‐

pose	the	container	assignment	problem	into	two	stages.		

 First	 stage:	 Assign	 optimal	 positions	 for	 TRUCs	 and	 RVUCs	 to	 minimize	 overlapping	
amount	and	obtain	container	assignment	sets.		

 Second	 stage:	 Optimize	 assigning	 sequence	 to	 minimize	 the	 total	 operation	 distance	 of	
crane	based	on	assignment	sets	obtained	in	the	first	stage.	Because	arriving	time	of	TRUC	
is	uncertain	and	discrete,	TRUC	assigning	sequence	cannot	be	optimized.	Therefore,	 this	
stage	optimization	is	only	for	the	RVUCs,	and	TRUCs	are	assigned	according	to	arriving	se‐
quence.	

	
Fig.	2	Operations	of	two	type	allocated	containers	

3. Problem formulation 

Based	 on	 the	 problem	described	 above,	 the	 container	 assignment	 problem	 in	 rail‐road	 trans‐
shipment	terminal	is	formulated	as	two‐stage	optimization	model.	
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3.1 Assumptions 

The	problem	is	formulated	based	on	the	following	assumptions.	

1) Initial	 assigning	amount	of	RVUCs	and	TRUCs	are	assumed	 to	be	known	at	beginning	of	
each	planning	epoch.	

2) Arrival	 and	 departure	 time	 of	 containers	 are	 got	 beforehand	 and	 no	 delay	 happens	 at	
planning	period.	

3) There	are	enough	resources,	i.e.,	gantry	cranes,	container	slots,	to	assign	containers	to	the	
considered	block.	

4) Containers	in	the	model	are	the	same	size.	

3.2 Notations and variables 

The	notations	and	variables	of	two‐stage	optimization	model	are	shown	in	Table	1.	
	

Table	1	Notations	and	variables	

Indexes	
,q r：	 row	index,	1 1q R r R   ，

,a b：	 bay	index,	1 1a B b B   ，

,e l：	 layer	index,	1 1e L l L   ，

( , , )r b l ：	 container	slot	( r row,b bay,	 l layer)	
,i j：	 assigning	index	

Parameters	
N：	 total	amount	of	RVUCs	and	TRUCs	
B：	 bay	amount	in	considered	block	
R：	 row	amount	in	considered	block	
L：	 maximum	layer	height	

( , , )r b ldet ：	 departure	time	of	container	in	  , ,r b l 	

Sets	

RVS ：	 container	set	of	RVUCs	

TRS ：	 container	set	of	TRUCs	

bS ：	 container	slots	set	in	considered	block	

Variables	

( , , )r b lS ：	 1,	if  , ,r b l has	container;	0,	otherwise.	

( , , )
i
r b lS ：	 1,	if	assigning	the thi container	to  , ,r b l ;	0,	otherwise.	

( , , ),( , , )
RVUC
r b l r b l eK  ：	

overlapping	of	  , ,r b l e generated	by	RVUC	assigned	to  , ,r b l .	1,	if	

( , , ) ( , , )r b l r b l edet det  ;	0,	otherwise.	

( , , ),( , , )
TRUC
r b l r b l eK  ：	

overlapping	of	  , ,r b l e generated	by	TRUC	assigned	to  , ,r b l .	1,	if	

( , , ) ( , , )r b l r b l edet det  ;	0,	otherwise.	

:iCW 	 1,	if	the thi container	is	RVUC;	0,	otherwise.	

( , , ) :i
r b ld 	 operation	distance	of	the	 thi 	container	

( , , ),( , , ) :ji
q a e r b lX 	 1,	if	the

thj container	assigned	immediately	begins	after	the	 thi 	container	assignment	
has	been	finished;	0,	otherwise.	

3.3 First stage optimization model 

In	the	first	stage,	RVUCs	and	TRUCs	are	assigned	to	optimal	container	slots	in	each	planning	pe‐
riod.	The	optimization	model	is	written	as	follows.	

1 1

( , , ),( , , ) ( , , ),( , , )
1 1 1

min [ (1 ) ]
N l l

RVUC TRUC
i r b l r b l e i r b l r b l e

i e e

CW K CW K
 

 
  

    																																						(1)	

( , , ) ( , , 1) 0, , ( , , ), ( , , 1)i
r b l r b l RV TR bS S i S S r b l r b l S         																																	(2)	
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1 1

( , , ) ( , , )
1 1

(1 ) 1 0, , ( , , ), ( , , )
l i

i n
r b l e r b l RV TR b

e n

S S i S S r b l r b l e S
 


 

            																				(3)	

1 12 2

( , , ) ( , , )
1 1 1

(1 ) (1 ) 0, ( , , )
R R

N N
i i

i r b l i r b l b
i r i r R

CW S CW S r b l S
 

   

        																							(4)	

1 12 2

( , , ) ( , , )
1 1 1

0, ( , , )
R R

N N
i i

i r b l i r b l b
i r i r R

CW S CWS r b l S
 

   

      																																(5)	

	
The	 objective	 function	 (Eq.	 1)	 is	 to	 minimize	 the	 total	 overlapping	 amount	 in	 considered	

block	at	one	planning	period.	The	first	part	is	the	overlapping	amount	caused	by	RVUCs,	and	the	
other	part	is	the	overlapping	amount	caused	by	TRUCs.	Constraint	(Eq.	2)	indicates	that	position	
upon	 empty	 container	 slot	 cannot	 be	 assigned.	 Constraint	 (Eq.	 3)	means	 that	 the	 subsequent	
operation	 container	 does	 not	 allow	 to	 be	 assigned	 below	 the	 previous	 operation	 containers.	
Constraint	 (Eq.	 4)	 is	 assignment	 preferences	 of	 TRUCs,	 which	 ensures	 assigning	 positions	 of	
TRUCs	 should	 be	 near	 to	 rail	 handling	 tracks	 in	 order	 to	 decrease	 loading	 time	 of	 container	
trains.	Constraint	(Eq.	5)	is	assignment	preferences	of	RVUCs,	which	ensures	assigning	positions	
of	RVUCs	should	be	near	to	truck	lane	for	reducing	loading	time	of	trucks.	

3.4 Second stage optimization model 

In	 the	 second	 stage,	 based	on	 container	 assignment	 sets	 obtained	 from	 the	 first	 stage,	RVUCs	
assigning	sequence	will	be	optimized	to	decrease	the	total	operation	distance	of	crane.	The	op‐
timization	model	is	written	as	follows.	

( , , ) ( , , )
1

min
N

i i
r b l r b l

i

S d

 																																																																									(6)	

( , , ) ( , , ),( , , )( ) ( ) , , , ( , , ), ( , , )i ji
r b l q a e r b l RV TR bd b i r b j r X i j S S r b l q a e S            														(7)	

( , , ),( , , )
1

1, , ( , , ), ( , , )
N

ji
q a e r b l RV TR b

j

X i S S r b l q a e S


        																																								(8)	

( , , ),( , , )
1

1, , ( , , ), ( , , )
N

ji
q a e r b l RV TR b

i

X j S S r b l q a e S


        																																								(9)	

( , , ) ( , , ) 0, , , ( , , ), ( , , )
( )( )

i j
r b l r b e

RV TR b

S S
i j S S r b l r b e S

i j l e


    

 
   																																					(10)	

	
The	objective	function	(Eq.	6)	is	to	minimize	RVUCs	operation	distance	in	considered	block	at	

one	planning	period.	Constraint	(Eq.	7)	represents	operation	distance	calculation	of	each	RVUCs.	
The	distance	includes	two	parts.	The	first	is	loaded	moving	distance	between	the	initial	and	final	
position	of	RVUC.	The	other	is	the	unloaded	moving	distance	from	the	final	position	of	one	oper‐
ation	to	the	initial	position	of	its	subsequent	operation.	Constraint	(Eq.	8)	and	constraint	(Eq.	9)	
are	assigning	sequence	constraints,	which	ensure	 that	each	RVUC	assigning	operation	at	most	
has	one	pre‐order	operation	and	one	 subsequent	operation.	Constraint	 (Eq.	10)	 indicates	 that	
the	assigned	RVUCs	must	be	operated	in	well‐defined	sequence.	

4. Solution algorithm 

For	solving	the	two‐stage	optimization	model	present	above,	a	rolling	horizon	implement	strate‐
gy	is	developed	in	this	section.	The	two‐stage	optimization	model	is	solved	in	each	planning	pe‐
riod	based	on	RVUCs	 and	TRUCs	 initial	 information	 at	 beginning	of	 each	planning	 epoch.	The	
implement	process	is	shown	in	Fig.	3.	
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Fig.	3	A	rolling	horizon	implement	process	

	

4.1 Iterative solution procedure for the first stage 

In	implement	process,	we	introduce	an	iterative	solution	procedure	for	the	first	stage	optimiza‐
tion	model	to	minimize	overlapping	amount	and	obtain	container	assignment	sets	at	one	plan‐
ning	period.	The	related	notations	are	described	in	Table	2.		

In	iterative	solution	procedure,	for	the	 thi container,	we	firstly	need	distinguish	the	container	
type.	 For	 TRUC,	 we	 search	 the	 optimal	 assigning	 positions	 from	 the	 row	 near	 the	 loading‐
unloading	track,	and	for	RVUC,	the	search	begins	at	the	row	near	the	truck	operation	lane.	After	
the	 iterative	 solution	 procedure,	 we	 can	 obtain	 container	 assignment	 set	 for	 the	 thi container.	
The	details	of	iterative	solution	procedure	are	shown	in	Table	3.	
	

Table	2	Notations	of	iterative	solution	procedure	

n :	 solution	index	

K :	 overlapping	amount	sets	

iF :	 feasible	assigning	set	of	the	 thi container	

iA :	 minimum	overlapping	amount	set	of	the	 thi container	which	belongs	to	RVUCs	

B 	 TRUCs	assignment	set	with	minimum	overlapping	amounts	

ssS 	 optimal	RVUCs	assignment	set	with	minimum	total	overlapping	amounts	
RVUC
iK 	 overlapping	amount	of	the	 thi container	belongs	to	RVUCs	
TRUC
iK 	 overlapping	amount	of	the	 thi container	belongs	to	TRUSs	
VU
nK 	 overlapping	amounts	generated	by	the	 thn feasible	solution	of	RVUCs	
RU
nK 	 overlapping	amounts	generated	by	the	 thn feasible	solution	of	TRUSs	

I 	 an	arbitrary	positive	big	number	
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Table	3	Iterative	solution	procedure	

Iterative	solution	procedure	

Step	1:	Parameter	initialization.	Set 1i  , 1r  , 1b  ,	K  ,
ssS  ,

iA  ,B  ,
iF  , RVUC

iK I , TRUC
iK I ,	go	

to	step	2.	
Step	2:	Distinguish	type	of	the thi container,	get

iF based	on	the	constraint	(2)	and	(3).	If	the
thi container	belongs	to	

TRUC,	go	to	step	3.	Otherwise,	let r R ,	then	go	to	step	6.	
Step	3:	If ( , , ) ir b l F  ,	go	to	step	4.	Otherwise,	assign	the	 thi container	to ( , , )r b l ,	calculate RU

nK ,	and	compare	with	

TRUC
iK .	If RU TRUC

n iK K ,	go	to	step	4.	Otherwise,	let	 TRUC RU
i nK K ,

( , , ){ }i
r b lB S ,	and	go	to	step	4.	

Step	4:	Let 1b b  .	Ifb B ,	go	to	step	3.	Otherwise,	let	 1r r  ,	then	go	to	step	5.	
Step	5:	If r R ,	go	to	Step	3.	Otherwise,	let	 { }TRUC

iK K K   ,
( , , ){ }i
r b lB B S   ,	then	go	to	step	10.	

Step	6:	If ( , , ) ir b l F  ,	go	to	step	7.	Otherwise,	assign	the	 thi container	to ( , , )r b l ,	calculate VU
nK ,	and	compare	with	

RVUC
vK .	If VU RVUC

n iK K ,	go	to	step	7.	Otherwise,	go	to	step	9.	

Step	7:	Let 1b b  .	If	 3 3i b i    ,	go	to	step	6.	Otherwise,	let 1r r  ,	then	go	to	step	8.	

Step	8:	If	 1r  ,	go	to	step	6.	Otherwise,	let	 { }RVUC
iK K K   ,

( , , ){ }i
i i r b lA A S   ,	then	go	to	step	10.	

Step	9:	If VU RVUC
n iK K ,	let

( , , ){ }i
i i r b lA A S   ,	then	go	to	step	7.	Otherwise,	let RVUC VU

i nK K , ( , , ){ }i
i r b lA S ,	and	go	to	

step	7.	
Step	10:	The thi container	assignment	is	finished.	Let 1r  , 1b  ,	 1i i  .	If	 i N ,	go	to	step	11,	otherwise,	go	to	step	
2.	

Step	11:	Procedure	terminates.	Obtain	overlapping	amount	of	the	period	p	based	onK ,	get ssS based	on	the	constraint	

(3)	and	the	mapping	relationship	of
iA .	

	

4.2 Genetic algorithm for the second stage 

Based	 on	 the	 optimal	 container	 assignment	 sets	 obtained	 from	 the	 first	 stage,	 a	 genetic	 algo‐
rithm	 is	developed	 for	optimizing	assigning	sequences	 to	minimize	 total	RVUCs	operation	dis‐
tance	at	one	planning	period.	Main	steps	of	genetic	algorithm	implementation	are	introduced	in	
the	following	subsections.	

Chromosome	representation	

Two‐dimensional	 encoding	 is	 employed	 for	 chromosome	 representation	 in	 this	 paper.	 Each	
chromosome	 represents	 a	 possible	 assigning	 sequence	 of	 RVUCs	 at	 one	 planning	 period,	 and	
includes	 genes	 are	 RVUCs	 amount	 in	 considered	 block	 at	 one	 planning	 period.	 Each	 gene	 in‐
cludes	five	parts,	which	are	RVUC	index,	row,	bay	and	layer	index	of	assignment	slot,	and	arrival	
period	of	RVUC.	The	sequence	of	gene	from	the	left	to	right	represents	the	assigning	sequence.	A	
sample	of	chromosome	representation	is	shown	in	Fig.	4.	In	the	sample,	there	are	6	RVUCs	to	be	
assigned,	gene1	represents	 the	5th	RVUC	arriving	at	 the	second	period	 is	assigned	to	 the	con‐
tainer	slot	(5,7,1),	and	the	whole	chromosome	means	the	six	RVUCs	are	assigned	according	to	
the	sequence	of	5‐(5,7,1)‐1‐(2,9,1)‐4‐(4,6,2)‐6‐(1,11,1)‐2‐(6,9,2)‐3‐(4,10,2).	

2 2 2 2 2 4

RVUC index

5 2 4 1 6 4

5 1 4 6 2 3

7 9 6 11 9 10

Row index of assignment slot

Bay index of assignment slot

Arrival period of RVUC

Gene 1 Gene 2 Gene 3 Gene 4 Gene 5 Gene 6

1 1 2 1 2 2Layer index of assignmet slot

	
Fig.	4	A	Sample	of	chromosome	representation	
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Evaluation	of	fitness	value	

Some	of	chromosomes	generated	by	the	genetic	operators	do	not	violate	constraint	(10).	There‐
fore,	every	chromosome	must	be	verified	whether	its	corresponding	sequence	satisfies	the	con‐
straint.	If	it	satisfies	constraints	(10),	calculate	the	chromosome	fitness	value	based	on	Eq.	(11).	
Otherwise,	set	its	fitness	value	to	zero.	

( , , ) ( , , )
1

1
N

i i
r b l r b l

i

Fitness va
S d

lue






																																																											(11)	

Genetic	operators	design	

In	the	developed	GA,	initial	generation	is	randomly	generated,	and	tournament	selection	is	em‐
ployed	as	selection	operator.	

 Crossover	operator	
Based	on	constraints	(Eq.	8)	to	(Eq.	10),	the	values	of	RVUC	index	cannot	to	be	lost	and	re‐
peated	in	offspring,	so	the	order	crossover	operator	is	employed	in	this	paper.	The	crosso‐
ver	operator	works	as	follows,	and	a	sample	of	crossover	operating	is	shown	in	Fig.	5.	
Setp1:	Randomly	select	a	substring	from	each	parent.	
Step2:	Copy	the	selected	substring	into	the	front	of	other	parent	to	produce	a	proto‐child.	
Step3:	Scan	the	first	layer	of	proto‐child	from	left	to	right,	and	delete	repeated	gene	values	
behind	the	substring.	An	offspring	is	produced.	

	
Fig.	5	A	sample	of	crossover	operating	

	
 Mutation	operator	

To	avoid	losing	and	repeating	of	RVUC	index	in	offspring,	we	use	the	inversion	mutation	
operator,	 which	 firstly	 chooses	 two	mutation	 points	 randomly,	 then	 inverts	 two	 points	
genes.	A	sample	is	shown	in	Fig.	6.	

	
Fig.	6	A	sample	of	mutation	operating	
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5. Computational experiments: Results and discussion 

To	illustrate	the	approach	proposed	above,	computational	experiments	are	conducted	by	using	
the	data	from	a	rail‐road	transshipment	terminal	in	China.	For	evaluating	efficiency	of	the	pro‐
posed	approach,	some	comparisons	are	made.	All	experiments	are	implemented	based	on	a	per‐
sonal	computer	with	Intel	Core(TM)	i5‐2450M	@	2.50GHz	processors	and	4	GB	RAM.	

Parameters	 related	 to	 the	 rail‐road	 transshipment	 terminal	 are	 introduced	 as	 follows.	 The	
container	 yard	of	 terminal	has	 four	blocks.	Each	block	 includes	20	bays,	6	 rows	and	2	 layers.	
Most	of	RVUCs	and	TRUCs	are	handled	no	more	than	two	days	after	they	assigned	to	blocks,	so	
we	set	two	days	as	a	planning	horizon,	one	day	as	a	planning	epoch	and	six	hours	as	a	planning	
period.	Therefore,	each	planning	horizon	has	two	planning	epochs	or	eight	planning	periods.	

Firstly,	we	choose	a	planning	epoch	to	 implement	 the	proposed	approach.	The	 initial	 infor‐
mation	of	RVUCs	and	TRUCs	in	considered	block	at	one	planning	epoch	is	shown	in	Table	4.	

Based	on	the	initial	information	in	Table	4,	the	iterative	solution	procedure	for	the	first	stage	
is	conduct	to	obtain	RVUCs	and	TRUCs	assignment	sets	with	minimum	overlapping	amount.	For	
evaluating	 improvement	of	 the	proposed	approach	 (PA),	we	make	a	comparison	with	random	
search	algorithm	(RSA)	which	 is	used	 in	 rail‐road	 transshipment	 terminals.	Computational	 re‐
sults	of	the	first	stage	are	shown	in	Table	5.	

	
Table	4	Initial	information	at	one	planning	epoch	

Planning	period	1	 Planning	period	2	 Planning	period	3	 Planning	period	4	

No.	 T	 At	 Dt	 No.	 T	 At Dt No. T At Dt No.	 T	 At	 Dt
1	 I	 2	 34 1	 I	 6 38 1 II 13 26 1	 II	 18	 72
2	 I	 2	 19 2	 I	 6 32 2 II 13 26 2	 II	 18	 72
3	 I	 2	 17 3	 I	 6 20 3 II 15 26 3	 II	 20	 48
4	 I	 2	 32 4	 I	 6 32 4 II 15 48 4	 II	 20	 72
5	 I	 2	 38 5	 I	 6 40 5 II 17 72 5	 I	 21	 55
6	 I	 2	 32 6	 I	 6 40 6 I 17 34 6	 I	 21	 55
7	 I	 2	 34 7	 I	 6 40 7 I 17 56 7	 I	 21	 64
8	 I	 2	 32 8	 I	 6 38 8 I 17 37 8	 I	 21	 45
9	 I	 2	 38 9	 I	 6 32 9 I 17 37 9	 I	 21	 58
10	 I	 2	 20 10	 II	 7 26 10 I 17 38 10	 I	 21	 40
11	 I	 2	 20 11	 II	 7 26 11 I 17 32 11	 I	 21	 67
12	 I	 2	 35 12	 II	 9 26 12 I 17 32 12	 I	 21	 62
13	 I	 2	 22 13	 II	 9 48 13 I 17 44 13	 I	 21	 38
14	 I	 2	 38 14	 II	 9 48 14 I 17 36 14	 I	 21	 38
15	 I	 2	 56 15	 II	 10 48 15 I 17 36 15	 I	 21	 62
16	 I	 2	 15 16	 II	 10 48 16 I 17 36 16	 I	 21	 59
17	 I	 2	 34 17	 II	 10 48 17 I 17 40 17	 II	 22	 48
18	 I	 2	 38 18	 II	 10 48 18 I 17 40 18	 II	 22	 48
19	 I	 2	 63 ‐	 ‐	 ‐ ‐ 19 I 17 34 19	 II	 23	 48
20	 I	 2	 20 ‐	 ‐	 ‐ ‐ 20 II 18 48 20	 II	 23	 72
21	 I	 2	 36 ‐	 ‐	 ‐ ‐ 21 II 18 72 21	 II	 23	 72
22	 II	 4	 26 ‐	 ‐	 ‐ ‐ 22 II 18 72 ‐	 ‐	 ‐	 ‐
23	 II	 6	 26 ‐	 ‐	 ‐ ‐ ‐ ‐ ‐ ‐ ‐	 ‐	 ‐	 ‐
24	 II	 6	 48 ‐	 ‐	 ‐ ‐ ‐ ‐ ‐ ‐ ‐	 ‐	 ‐	 ‐

Notes:	T	denotes	Type	(I－RVUC,	II—TRUC);	At	denotes	the	arrival	period	of	containers	in	a	planning	horizon;	Dt	denotes	the	depar‐
ture	period	of	containers	in	a	planning	horizon.	

Table	5	Comparison	between	PA	and	RSA	in	the	first	stage	at	one	planning	epoch	

Planning	period	 Overlapping	amount	(PA)	 Overlapping	amount	(RSA) GAP1	
1	 4 9 55.6	%	
2	 2 5 60.0	%	
3	 3 7 57.1	%	
4	 2 4 50.0	%	

Total	amount	 11 25 56.0	%	
Notes:	GAP1=	(overlapping	amount	obtained	by	RSA	‐	overlapping	amount	obtained	by	PA)	·	100/	overlapping	amount	obtained	by	
RSA.	
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As	observed	in	Table	5,	the	overlapping	amount	has	been	decreased	in	each	planning	period.	
Based	on	RVUCs	assignment	 sets	obtained	by	 the	 first	 stage,	 genetic	 algorithm	 for	 the	 second	
stage	 is	conducted	to	optimize	assigning	sequence.	For	50	 independent	runs,	 the	average	time	
consumption	of	each	planning	period	is	2.3	min,	the	average	time	consumption	of	each	planning	
epoch	is	11.7	min,	which	can	meet	requirement	of	practical	operations	in	rail–truck	transship‐
ment	terminals.	In	order	to	evaluate	our	approach,	we	compare	the	operation	distance	obtained	
by	our	approach	with	average	operation	distance	of	RVUC	assignment	sets	(AOD).	The	computa‐
tional	results	of	the	second	stage	are	shown	in	Table	6.	

As	shown	in	Table	6,	operation	distance	has	been	reduced	by	optimizing	assigning	sequence	
at	each	planning	period.	The	decrease	of	operation	distance	can	directly	improve	container	as‐
signment	 efficiency.	 For	 further	 evaluating	 performance	 of	 the	 proposed	 approach,	 computa‐
tional	experiments	on	30	days	are	implemented.	The	experimental	results	are	shown	in	Fig.	7.	
	

Table	6	Comparison	between	PA	and	AOD	in	the	second	stage	at	one	planning	epoch	

Planning	period	 Operation	distance	(PA)	(m)	 Operation	distance	(AOD)	(m)	 GAP2	

1	 836.4	 875.5 4.5 %
2	 340.6	 356.5 4.5 %
3	 597	 622 4.0 %
4	 476.4	 507.5 6.1 %

Total	amount	 2250.4	 2361.5 4.7 %
Notes:	GAP2=	(operation	distance	obtained	by	AOD	‐	operation	distance	obtained	by	PA)	•	100/	operation	distance	obtained	by	AOD.	

 

 
(a) 

 
(b) 

 
(c) 

Fig.	7	Overlapping	amount	in	30	days:	(a)	overlapping	amount	comparison	between	PA	and	RSA	in	30	days;	
(b)	GAP1	in	30	days;	(c)	GAP2	in	30	days	
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As observed in Fig. 7(a) and (b), the overlapping amount caused by RVUCs and TRUCs as-
signed are prominently reduced at each period of 30 days, and average of GAP1 is 44.8 %. Almost 
half of container re-handling operations have been eliminated by optimizing assignment of 
RVUCs and TRUCs. On the basis of minimum overlapping amount, RVUC assignment sequences 
are optimized to minimize the operation distance at each period, and the average of GAP2 is 4.1 
% shown in Fig. 7(c). The decreases of overlapping amount and operation distance can directly 
improve container loading-unloading operation and cranes utilization efficiency. The experi-
mental results of different size planning periods indicate that the proposed approach is effective 
and efficient for container assignment in rail-road transshipment terminals. 

6. Conclusion 
In this paper, container assignment problem of rail-road transshipment terminals was consid-
ered and formulated as a two-stage optimization model. The first stage was to optimize assign-
ment positions to minimize overlapping amount, and the second stage was to optimize assigning 
sequence to minimize the operation distance. For solving the model, an iterative solution proce-
dure was proposed to minimize overlapping amount in the first stage, and a genetic algorithm 
was developed to minimize operation distance in the second stage. Computational experiments 
were conducted by using real-life data, and results showed that our approach could reduce over-
lapping amount and operation distance while containers assigning, and remarkably improve 
efficiency of containers storage allocation. 

The proposed approach cannot be directly used to optimize other container logistics system, 
etc. water-rail and water-road transshipment system. Because each system has its specific con-
tainer assignment rules, optimization problem has different constraints. These logistics process-
es optimization can draw on our problem solving procedure, and proposed similar approach 
based on these characteristics. Our approach can serve as an important reference for container 
assignment problem. 

In future, considering the uncertainty of container arrival-departure time which caused by 
the delay of trains and trucks, to propose the automatic container assignment optimization 
model under uncertainty is a possibility for further research. 
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A B S T R A C T	   A R T I C L E   I N F O	

Effective	 development	 of	 production	 processes	 within modern	 engineering	
projects	 requires	 project	management	 to	 take	 into	 consideration	 the	 socio‐
technical	 project	 aspects,	 such	 as	 insights	 into	 individual	 and	 team	 work,	
including	 how	much	 time	 team	members	 spend	 on	 different	 activities,	 how	
they	 communicate,	within	what	 context	 and	 in	what	manner.	The	paper	 re‐
ports	on	a	self‐reporting	work	sampling	approach	developed	and	tailored	for	
the	production	development	and	the	application	of	the	approach	in	an	auto‐
motive	 industry	 supplier	 company.	 A	 case	 study	was	 conducted	 in	 a	 Tier	 1	
development	and	manufacturing	supplier	 for	 the	automotive	 industry	 in	EU.
Although	the	approach	requires	a	significant	amount	of	preparation	efforts	to	
configure	the	tools	and	reduce	participants	self‐reporting	bias,	it	is	less	intru‐
sive	during	data	collection	as	it	does	not	require	the	presence	of	researchers.
Results	provide	insights	into	team	members’	work	type	engagement	and	how	
their	 activity	 was	 coupled	 with	 the	 context,	 the	 manner	 and	 the	 nature	 of	
information	 transaction	utilized.	 Project	managers	 can	use	 these	 insights	 to	
tailor	 workloads	 and	 modify	 team	 composition	 to	 improve	 collaboration,	
coordination	and	information	exchange.		
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1. Introduction 

Product	realization	can	be	defined	as	a	set	of	activities	integrating	product	design	and	produc‐
tion	development	to	deliver	products	that	meet	the	needs	of	customers	[1].	The	benefits	of	the	
integrated	 development	 are	 particularly	manifested	within	 the	 narrow	 time	 frame	 of	modern	
engineering	projects.	The	 integrated	approach	 to	development	of	new	products	has	been	well	
embraced,	 with	 automotive	 industry	 being	 the	 front‐line	 example.	 To	 provide	 short	 time‐to‐
market,	automotive	original	equipment	manufacturers	(OEMs)	are	forced	to	integrate	product‐	
and	production‐related	activities	[2]	and	involve	suppliers	from	early	phases	of	the	product	de‐
velopment	[3].	Nevertheless,	the	activities	of	production	development	are	often	ignored	within	
product	 development	 models	 even	 though	 it	 provides	 crucial	 steps	 in	 delivering	 marketable	
products	[4].	
	 Production	development	 can	be	perceived	as	a	 concept	 related	 to	development	of	 effective	
production	processes	and	improvement	of	production	ability	[1].	Activities	of	production	devel‐
opment	start	at	the	very	beginning	of	product	realization	(product	conception	and	design),	when	
important	aspects	of	manufacturing	technologies	and	materials	are	defined.	Successful	integra‐
tion	and	efficient	development	rely	mostly	on	well‐established	coordination	and	cooperation	[5]	
and	resource	allocation	by	the	management	[1]	in	both	OEMs	and	supplier	organizations.	More‐
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over,	 the	 increasing	 need	 for	 organizational	 innovation	 as	 a	 source	 of	 competitive	 advantage	
asks	for	new	managerial	practices	not	only	to	cope	with	development	of	complex	products	but	
also	to	reduce	administrative	costs	and	improve	workplace	satisfaction	[6].	
	 Traditionally,	 the	management	approaches	 in	product	and	production	development	context	
are	often	 focused	solely	on	 the	 technical	aspects	of	project	management	 [7],	 such	as	planning,	
scheduling,	risk	management,	cost	control,	etc.	Recently,	the	progress	of	information	technology	
has	significantly	advanced	these	technical	aspects	of	project	management	and	made	them	more	
efficient	[7].	Despite	the	availability	of	different	tools,	effective	project	management	needs	to	take	
into	consideration	also	the	socio‐technical	perspective	[8],	since	it	is	the	people	that	are	the	cen‐
tre	of	projects.	Project	managers	thus	require	understanding	and	timely	insight	into	the	working	
processes,	the	teamwork	and	the	working	environment	in	which	the	developers	are	engaged.	
	 To	better	understand	the	socio‐technical	aspects	of	production	development,	there	is	a	need	
to	collect	data	for	the	activity	of	each	participant	in	the	development	process.	Such	data	collection	
often	implies	logbooks	and	retrospective	interviews	or	questionnaires.	However,	in	recent	years,	
the	number	of	new	data	gathering	approaches	significantly	increased	by	using	digital	technolo‐
gies	such	as	the	use	wearable	recording	equipment	(photo,	video	and	audio)	and	tracking	soft‐
ware	[9].	Building	on	these	premises,	a	self‐reporting	approach	for	work	sampling	has	been	de‐
veloped	 and	 tailored	 for	 the	 production	development	 context.	Work	 sampling	 is	 a	methodical	
approach	 used	 for	measuring	 the	 timeshare	 individuals	 spend	 performing	 different	 activities,	
based	on	collecting	data	 at	 specific	 time	 intervals.	 In	 comparison	 to	other	work	measurement	
methods,	work	sampling	is	perceived	as	a	more	reliable,	valid	and	practical	approach	[10].	
	 Several	aspects	of	scientific	contribution	have	been	identified	within	the	extent	of	this	paper.	
Firstly,	a	methodology	for	a	longitudinal	work	sampling	research	in	organizational	environment	
has	been	developed	to	allow	conducting	this	 type	of	research	 in	production	development	con‐
text.	Work	 sampling	 in	 production	 context	 tends	 to	 be	 applied	mainly	 for	 shop	 floor	workers	
[11],	whereas	in	presented	research	it	is	introduced	within	the	development	environment.	Sec‐
ondly,	 insights	 from	 the	 literature	 and	 organizational	 settings	 have	 been	 applied	 to	 develop	
comprehensive	self‐reporting	menu	structures	 for	 the	production	development	context,	which	
were	then	validated	 in	a	case	study.	Thirdly,	 the	paper	reports	on	a	unique	empirical	 study	of	
work	measurement	conducted	in	production	development,	at	a	supplier	level	in	automotive	in‐
dustry,	and	reveals	 rich	 insights	on	working	 in	 that	 context.	Besides	 the	analysis	of	 individual	
work,	 the	presented	study	 includes	 the	 team	perspective	of	production	development	activities	
which	was	neglected	in	previous	research.	Finally,	the	paper	describes	a	more	efficient	method	
of	self‐report	work	sampling	and,	as	such,	allows	the	transition	from	research	to	practical	use	in	
organizations.	

2. Methodology 

The	implementation	of	the	work	sampling	approach	required	the	development	of	a	methodology	
for	longitudinal	work	sampling	research	in	organizational	environment.	The	methodology	con‐
sists	of	five	main	steps	as	illustrated	in	Fig.	1.	The	first	step	combines	literature	review	and	dis‐
cussion	with	representatives	of	the	organization	in	which	the	case	study	takes	place.	In	the	sec‐
ond	step	the	work	sampling	method	is	adapted	based	on	the	insights	obtained	from	the	litera‐
ture	and	the	organizations.	The	adaptation	of	 the	method	 is	 followed	by	the	development	of	a	
mobile	 application	 tool	which	 simplifies	 and	 speeds	 up	 the	 self‐reporting	 approach.	 After	 the	
work	sampling	application’s	 functionality	 is	verified,	 it	 is	 introduced	within	 the	case	study	or‐
ganization,	as	the	fourth	methodology	step.	At	 last,	 the	validation	of	the	collected	data	and	ob‐
tained	 insights	 can	 be	 performed	 by	 means	 of	 interviews	 and	 questionnaires	 performed	 on	
study	participants.	
	

	
Fig.	1	An	overview	of	the	research	methodology 	
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2.1 Insights from the literature and the discussions with supplier representatives 

Current	trends	of	mass	vehicle	customization	demand	an	ongoing	improvement	of	efficiency	and	
flexibility	 of	 production	 processes	 of	 both	 the	OEMs	 and	 their	 suppliers	 [2].	Modular	 designs	
allow	automotive	OEMs	to	shift	from	outsourcing	single	components	to	more	valuable	and	phys‐
ically	 larger	 independent	modules	 [3,	 12].	 Following	 this,	 parts	 of	 design	 and	 production	 are	
outsourced	to	suppliers.	The	competitiveness	of	OEMs	thus	depends	largely	on	the	performance	
of	suppliers	and	their	production	development	teams.	
	 To	 increase	 understanding	 on	 activity	 of	 production	 development	 teams,	 researchers	 have	
been	studying	the	process	using	approaches	such	as	observations,	interviews,	document	studies	
and	 surveys	 [13,	 14].	 Besides	measuring	 the	work	 of	 individual	 team	members,	 a	 special	 im‐
portance	has	been	put	on	teamwork	aspects	of	development	activities.	Recent	studies	thus	em‐
phasize	 that	 collaborative	 performance	 should	 not	 be	 overlooked	when	 teams	 are	 composed	
[15].	Therefore,	to	understand	better	how	production	development	is	conducted,	participants	of	
the	process	must	be	observed	within	the	team	and	teamwork	context.	
	 In	the	context	of	product	realization,	a	team	is	defined	as	a	small	group	of	individuals	which	
have	 complementary	 abilities	 and	 are	 responsible	 for	 achieving	 their	 common	 goals	 [12].	
Teamwork	is	related	to	the	degree	of	cooperation	between	the	members	of	the	team	involved	in	
the	process.	Team	members	have	their	own	behaviour	patterns,	different	expectations	and	un‐
derstanding	of	processes	and	products.	Key	part	of	each	production	development	process	is	to	
achieve	a	common	understanding	of	the	objectives,	despite	individual	mental	models.		
	 During	the	product	and	production	development	process,	teams	have	relatively	stable	struc‐
ture	and	usually	work	together	on	several	projects	[16].	It	is	common	for	each	team	member	to	
be	responsible	for	specific	tasks	depending	on	their	competence.	Although	engineers	work	indi‐
vidually	most	of	 the	 time	[16],	 the	need	 for	communication	and	 interaction	 is	continuous.	The	
communicated	 information	 are	 influenced	 by	 their	 organizational	 and	 social	 context	 thus	 the	
communication	 embraces	different	 contexts	 of	 engineering	 activities	 such	 as	 stakeholder,	 em‐
ployee	and	project	issues	[17].	
	 In	research	studies	related	to	the	analysis	of	individual	and	team	work	often	quite	rough	and	
vague	measures	are	used,	thereby	preventing	simultaneous	analysis	of	different	production	de‐
velopment	aspects.	Hence,	as	part	of	this	research	paper,	analysis	of	different	aspects	of	individ‐
ual	and	 team	work	has	been	done	by	analysing	how	much	 time	 individuals	 spent	on	different	
activities,	 how	 they	 communicated,	within	what	 context	 and	 in	what	manner.	 The	work	 sam‐
pling	approach	provided	insight	into	how	individuals	and	team	as	a	whole	conduct	their	activi‐
ties.		
	 The	best‐known	application	of	work	sampling	 in	the	development	context	 is	 the	study	con‐
ducted	by	Robinson	 in	 a	blue‐chip	 international	manufacturing	 engineering	organization	 [18].	
He	studied	the	behaviour	of	engineers	across	the	organization	in	terms	of	information	use	and	
time	spent	during	the	development	process	[18].	Furthermore,	the	study	by	Škec	et	al.	[19]	rep‐
resents	 the	 applications	 of	 here	 described	work	 sampling	 approach	 in	 the	 context	 of	 product	
development,	within	an	SME	whose	activities	are	focused	on	the	design	of	systems	for	the	gen‐
eration,	distribution	and	transformation	of	electrical	energy.	
	 In	 this	 paper,	 the	work	 sampling	 is	 applied	 for	 a	 team	 in	 the	 production	 office	 context,	 to	
measure	the	timeshare	of	development‐related	activities	of	team	members.	It	is	argued	that	the	
possession	of	such	type	of	objectivized	data	about	the	conducted	development	process	can	sup‐
port	 the	 decision‐making	 of	 project	managers	when	 they	 are	 confronted	with	 a	 task	 of	 team	
composition	 or	 team	member	 allocation.	 The	 self‐reporting	 approach	 to	work	 sampling	 over‐
comes	 some	of	 the	 inherent	 drawbacks	 of	 design	 ethnography	methods	 (e.g.	 significant	 effort	
because	research	subject	 is	 followed	personally)	and	offers	new	opportunities	 for	a	simplified	
and	more	accurate	data	collection	process.	Sampling	of	work	activities	in	such	way	offers	possi‐
bility	 to	explore	multiple	aspects	of	working	content	 and	context.	By	analysing	 collected	data,	
more	embracive	picture	of	the	individual	and	team	work	could	be	obtained.	



Martinec, Škec, Savšek, Perišić 

378  Advances in Production Engineering & Management 12(4) 2017

	 Discussion	with	supplier	 representatives	within	 the	automotive	 industry	added	 further	un‐
derstanding	needed	to	build	the	case	study,	such	as	organization's	contextual	information,	pro‐
ject	types	and	project‐based	team	composition	strategies.	

2.2 Adaptation of the work sampling approach 

Before	applying	it	in	a	case	study,	the	work	sampling	approach	had	to	be	adapted	to	the	specific	
context	and	embedded	within	a	tool	that	is	practical	for	the	study	participants	to	use.	A	series	of	
menus	and	menu	items	were	developed	to	include	the	aspects	of	individual	and	team	work	iden‐
tified	in	production	development	within	automotive	industry	and	allow	a	predefined	data	entry.	
The	menu	 structure	 will	 be	 only	 briefly	 explained.	 Comprehensive	 description	 of	 menus	 and	
menu	items	is	available	in	Škec	et	al.	[19].	The	self‐reporting	menu	structure	(Table	1)	includes	
several	scenarios,	based	on	the	menu	items	selected	in	each	menu.	

Table	1	Menu	structure	of	the	work	sampling	application	developed	for	the	case	study	context	
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	 At	the	start	of	the	self‐report,	the	participant	must	select	the	project	they	are	working	on	in	
the	moment.	This	menu	is	followed	by	the	selection	of	the	work	type	which	is	either	individual	
technical	work,	individual	administrative	work,	teamwork,	or	break.	Unless	break	was	selected,	
the	participants	must	also	report	the	activity	type.	The	types	of	activities	derived	from	the	work	
of	Robinson	[18]	and	were	 further	developed	based	on	 the	ontology	of	development	activities	
[21]	which	provides	researchers	a	consistent	and	coherent	description	of	the	interpretation	of	
typical	 development	 activities.	 Completeness	 of	 activity	 type	 menu	 was	 ensured	 through	 an	
analysis	of	work	activities	provided	by	the	HR	department	of	the	participating	company.	
	 For	individual	technical	and	team	work,	the	participants	must	also	report	the	activity	context,	
based	on	a	detailed	classification	of	activities’	technical	context	as	provided	in	the	ontology	for	
engineering	design	by	Ahmed	and	Štorga	[22].	 If	 the	participant	 is	engaged	 in	 teamwork,	 they	
must	select	the	party	involved.	Apart	from	generic	menu	items	such	as	customer	and	supplier,	the	
menu	is	customized	to	contain	the	names	of	all	team	members	allocated	to	the	selected	project.	
	 Participants	 also	 need	 to	 select	 the	manner	 in	which	 the	work	 is	 performed,	 ranging	 from	
communication	means	to	computer‐based	tools.	This	menu	is	based	on	the	work	of	Allard	et	al.	
[23]	and	McAlpine	et	al.	 [24].	Finally,	 the	type	of	 information	transaction	needs	to	be	reported	
for	 the	 individual	 technical	 and	 team	work.	 The	 types	 of	 information	 transaction	 derive	 from	
Cash	[25].	

Once	created,	the	menus	and	the	menu	items	were	validated	with	the	company	representa‐
tives	 and	 the	 study	 participants.	 The	menus	 items	 have	 been	 developed	 as	 highly	 abstract	 to	
enable	applicability	in	different	environments	and	different	types	of	projects.	

2.3 Development of a mobile application for work sampling 

Once	the	work	sampling	method	was	adopted,	a	self‐reporting	mobile	application	had	to	be	de‐
veloped	to	serve	as	a	tool	 for	utilizing	the	approach.	This	step	 included	both	functional	design	
and	user	experience	design	for	the	mobile	application.	
	 The	architecture	of	the	mobile	application	for	work	sampling	has	been	designed	to	consist	of	
the	sequence	of	 input	screens	with	predefined	menus,	 following	Robinson's	research	 [18]	and	
using	the	analogy	with	the	concept	of	a	self‐reporting	electronic	diary	[26].	After	work	sampling	
application	randomly	emits	an	alarm,	the	user	(study	participant)	is	required	to	respond	to	ap‐
plication’s	notification	which	immediately	redirects	them	to	the	first	input	screen	of	the	applica‐
tion.	Each	input	screen	contains	items	of	which	one	or	more	can	be	selected	(based	on	the	menu	
structure	shown	in	Table	1).	Such	way	of	collecting	simplifies	and	speeds	up	data	entry.	
	 Additionally,	the	administration	interface	was	developed	to	allow	customization	of	the	work	
sampling	sessions	and	real‐time	data	access.	The	customization	of	 the	menu	structure	for	par‐
ticular	study	was	done	by	importing	contextual	data,	including	ongoing	projects	and	people.		

2.4 Case study 

The	Case	study	was	conducted	in	the	organization	which	is	Tier	1	development	and	manufactur‐
ing	 supplier	 for	 the	 automotive	 industry	 in	 EU.	 A	 team	whose	 preoccupation	 are	 production	
ramp‐up	[27]	and	production	planning	and	development	[10]	was	selected	for	the	study.	Team’s	
activities	include	establishment	and	improvement	of	manufacturing,	 logistics	and	procurement	
processes.	
	 Two	types	of	study	preparation	were	performed:	technical	check	of	the	application	function‐
ality	 and	 introductory	workshops	during	which	 the	work	sampling	application	and	 the	way	 it	
should	be	used	were	briefly	explained.	Study	participants	also	received	an	application	manual	in	
which	they	could	 find	 instructions	 for	using	the	application	and	thorough	descriptions	of	each	
menu.	Employees	from	the	IT	department	were	responsible	for	checking	application’s	technical	
aspects.	Researchers	conducting	the	study	were	open	for	discussions	during	the	work	sampling	
period	 to	 clarify	 all	misunderstandings.	As	 the	 last	 step	before	 session	 start,	 it	was	necessary	
that	participants	test	the	application	for	a	one	day	period	to	better	understand	how	to	use	it.	This	
one	day	period	was	not	included	in	the	analysis.	Once	the	participants	got	used	to	the	data	input,	
time	required	for	data	input	significantly	decreased	to	approximately	30	seconds	per	alarm.		
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	 The	 activities	 of	 15	 team	members	were	 sampled	during	13	working	days	 (two	 and	 a	 half	
weeks).	 Team	members’	 field	 of	 expertise	 are	 as	 follows:	 8	 are	 from	 technical	 department,	 5	
from	engineering	sales/procurement	and	2	from	logistics.	The	sampled	projects	were	at	differ‐
ent	phases	 implying	different	workload	distribution.	Alarms	were	randomly	emitted	6‐8	times	
per	day	with	intervals	of	30	to	90	minutes	between	two	alarms.	Such	intervals	were	determined	
by	a	variation	of	stratified	non‐continuous	random	sampling	[10,	28],	where	the	working	day	is	
divided	into	several	segments	of	different	duration	to	reduce	variance.	

3. Results and discussion

The	 results	 are	 presented	 from	 several	 viewpoints.	 First	 is	 the	 analysis	 of	 the	 data	 collection	
process	 in	 terms	of	 team	members’	 responds	 to	 alarms.	Following	 is	 the	analysis	of	 the	work	
type	and	 the	occurrence	of	different	 types	of	 activities.	Finally,	 the	analysis	of	 team	members’	
activity	was	 coupled	with	 the	 context,	 the	manner	 and	 the	 nature	 of	 information	 transaction	
utilized,	with	a	goal	to	obtain	new	insights	for	the	sample	points.	Due	to	the	limited	period	of	13	
working	days	sampled	 in	 this	 study,	 the	results	 cannot	be	generalized	on	organizational	 level,	
thus	 only	 the	 short‐term	 socio‐technical	 aspects	 of	 the	 project	 have	 been	 observed	 and	 dis‐
cussed.	Long‐term	insights	and	the	effects	of	the	proposed	approach	on	the	technical	aspects	of	
production	development	such	as	time,	cost	and	quality,	require	conduction	of	longitudinal	stud‐
ies	with	 a	 significantly	 longer	work‐sampling	 periods.	 To	 confirm	 the	 overall	 correctness	 and	
accuracy	of	results,	a	workshop	with	all	participants	was	organized	after	the	sampling	session.	

3.1 Data collection analysis 

In	 total	1365	alarms	were	emitted	during	 the	work	sampling	session.	Team	members	entered	
data	on	1127	occasions	meaning	that	the	overall	response	rate	was	82.6	%,	which	is	higher	than	
the	response	rate	reported	in	Robinson’s	study	(74.87	%)	[10],	but	slightly	lower	than	what	was	
reported	by	Škec	et	al.	for	the	product	development	context	(87.9	%)	[19].	This	number	of	sam‐
ple	points	enables	detection	of	a	task	accounting	for	5	%	of	the	working	time,	with	±	20	%	preci‐
sion,	 and	 90	%	 of	 confidence	 [19],	 according	 to	work	 sampling	 calculations	 available	 in	 [11],	
[10].	 The	number	of	 overall	 responds	 to	 alarms	 varied	 from	42	 to	 96	per	 each	 team	member	
during	the	sampling	session.	Average	number	of	alarms	responded	per	team	member	was	75.1,	
indicating	 that	 the	 average	number	of	 alarms	 responded	per	day	 for	 individual	 team	member	
was	5.78.	The	difference	in	the	number	of	alarm	responds	is	a	result	of	the	random	number	of	
alarms	emitted	for	each	team	member	(during	one	day)	and	lower	response	rate	by	some	team	
members	(Fig.	2).	

To	 ensure	 that	 team	 members	 respond	 to	 alarms	 promptly,	 the	 percentage	 of	 answered	
alarms	in	the	given	time	intervals	was	monitored.	Fig.	3	shows	the	distribution	of	time	elapsed	
between	the	moment	of	emitting	the	alarm	and	the	moment	of	filling	out	the	report	for	the	given	
alarm.	

In	total	68.6	%	of	the	alarms	were	responded	in	the	period	of	first	30	minutes	after	alarm	was	
emitted.	Additional	10.6	%	were	responded	in	the	interval	from	30‐60	minutes	after	the	alarm.	
These	response	rates	correspond	to	what	has	been	reported	in	the	study	conducted	in	the	prod‐
uct	development	context	[19]	and	indicate	team	members’	fast	adaptation	to	the	study	require‐
ments.	Since	team	members	entered	data	shortly	after	the	alarm	was	emitted,	it	was	possible	to	
obtain	data	in	real	time	and	with	less	retrospective	bias.	Other	self‐reporting	approaches	such	as	
interviews	and	surveys	rely	on	memory	to	recall	what	was	happening	and	in	what	manner	[18].	

Fig.	2	Number	of	responds	to	alarms	during	the	work	sampling	period	for	each	team	member	(TM)	
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Fig.	3	Percentage	of	responds	to	alarms	within	particular	periods	of	time	after	the	alarm	was	emitted	

	 Although	the	proposed	approach	allows	simple	data	collection	from	team	members	on	differ‐
ent	locations,	it	still	requires	their	additional	effort	as	they	have	to	input	the	report	data.	Moreo‐
ver,	every	time	team	members	were	required	to	input	data	for	a	certain	alarm,	they	were	inter‐
rupted	 in	 their	current	execution	of	activity	and	had	to	again	switch	context	 from	one	activity	
(self‐reporting)	to	another	(current	work	activity).	Because	of	these	reasons,	the	motivation	of	
team	members	could	become	an	issue	during	long‐term	studies.	Possible	solutions	could	include	
various	forms	of	extrinsic	motivation	and	strong	support	from	higher	management.		

3.2 Work type analysis 

Analysis	of	work	type	indicated	that	some	team	members	have	higher	proportions	of	individual	
technical	work	 (e.g.	 Team	member	 6),	 while	 some	 have	 higher	 proportions	 of	 teamwork	 (e.g.	
Team	member	8).	One	can	also	notice	high	proportion	of	breaks	for	certain	team	members	such	
as	Team	member	4	(24	%)	and	Team	member	9	(32	%)	because	of	their	absence	from	work	dur‐
ing	some	days	of	the	work	sampling	session	(Fig.	4).	
	 The	results	of	work	type	analysis	indicate	significant	proportion	of	individual	administrative	
work	among	all	team	members.	Based	on	the	of	individual	work	type	profiles,	it	can	be	noticed	
that	some	team	members	were	assigned	more	administrative	tasks.	Also,	interviews	conducted	
after	the	work	sampling	session	showed	that	the	reason	for	these	results	could	be	team	mem‐
bers’	perception	of	the	administrative	activities	which	were	occasionally	confused	with	routine	
tasks.	
	 The	proportion	of	teamwork	activities	(29.5	%)	is	higher	than	obtained	in	studies	conducted	
by	Škec	et	al.	(14.8	%)	[19]	and	Webster	and	Higgs	(11.3	%)	[29],	but	is	lower	than	the	40.4	%	of	
team	activities	in	Robinson’s	[18]	study.	The	proportion	of	team	members’	discussions	is	18.0	%	
of	 the	 time,	which	 is	higher	 than	6.5	%	obtained	by	Škec	et	al.	 [19],	 but	 again	 lower	 than	 the	
26.3	%	reported	by	Robinson	[18].	Formal	meetings	have	taken	18.0	%	of	the	session	time,	while	
Robinson	et	al.	[18]	and	Lowe	et	al.	[30]	reported	13.0	%,	and	Marsh	reported	9.0	%	[31].	Differ‐
ence	in	these	results	arises	from	distinctive	contexts	and	teams,	but	also	due	to	different	classifi‐
cation	of	activities	proposed	by	the	authors.	

Fig.	4	Percentage	of	time	spent	in	particular	work	type	during	the	work	sampling	period	for	each	team	member	
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3.3 Activity type analysis 

Deeper	analysis	of	collected	data	was	focused	only	on	individual	technical	and	team	work	activi‐
ties	to	provide	more	details	about	the	production	development	context.	Planning	and	sales/	pro‐
curement	activities	were	the	most	frequent	teamwork	activities	(Table	2),	followed	by	resolving	
conflicts	and	conceptualization/design	activities,	which	also	took	significant	time	proportion	dur‐
ing	the	session.	Individual	technical	activities	with	highest	time	percentages	were	conceptualiza‐
tion/design,	planning	and	detailing/coding.	During	the	sampled	period,	neither	one	team	mem‐
ber	reported	ideation/improvement	or	prototypes	realization	activities	as	part	of	individual	work.	
These	two	types	of	activity	also	had	the	lowest	time	proportion	out	of	all	teamwork	activities.	
Planning	as	the	most	frequently	reported	activity	(24.20	%)	could	have	been	anticipated	in	a	

production	 development	 team.	 For	 comparison,	 the	 study	 conducted	 in	 the	 product	 develop‐
ment	context	reports	only	3.25	%	of	time	spent	on	the	planning	activity	[19].	It	is	important	to	
emphasize	 that	 innovation/improvement	 activities	were	 reported	 only	 a	 few	 times	 during	 the	
sampling	 period.	 Interviews	 with	 the	 study	 participants	 showed	 that	 they	 had	 difficulties	 in	
identifying	innovations	during	everyday	activities,	which	could	have	caused	the	low	percentage	
of	 innovation	activity.	Nevertheless,	 the	results	require	 further	analysis	 to	 identify	reasons	 for	
this	behaviour.	
	 As	 for	 the	 context	 of	 individual	 work,	 team	 members	 mostly	 reported	 working	 on	
transport/installation	 and	manufacturing/deploying	 issues.	 Such	 results	 were	 expected	 taking	
into	 consideration	 team	 members’	 professional	 profiles	 and	 their	 backgrounds.	Manufactur‐
ing/deploying	 was	 also	 the	 most	 reported	 context	 during	 formal	 meetings,	 followed	 by	 peo‐
ple/team	members.	 Informal	discussions	were	again	related	to	manufacturing/deploying	aspect	
of	 the	production	development.	 It	 is	possible	 to	notice	significant	percentage	of	 time	spent	on	
administrative	activities	as	part	of	both	individual	and	team	work.	Proportions	of	the	time	spent	
engaged	in	individual	technical	and	team	work,	coupled	with	the	production	development	con‐
text	are	presented	in	Table	3.	

As	 expected,	 the	 overall	 proportion	 of	 process	 design	 activities	 is	 significantly	 higher	 than	
what	has	been	reported	for	the	product	development	context	by	Škec	et	al.	[19]	(22.32	%	to	8.58	
%),	 and	 respectively	 the	proportion	of	product	design	 activities	 is	 lower	 (8.37	%	 to	76.78	%).	
Furthermore,	the	time	spent	on	issues	related	to	people/team	members	 is	higher	(5.02	%	com‐
pared	to	1.87	%	in	[19]),	which	can	be	related	to	a	generally	higher	proportion	of	teamwork.	

Table	2	Percentage	of	production	development	activities	within	individual	technical	work	and	teamwork	
Activity	type	 Individual	technical	work

(%)	
Teamwork	

(%)	
Overall
(%)	

Planning	 16.42 30.00	 24.20
Sales/procurement	 7.46 15.19	 11.89
Conceptualization/design	 16.92 5.56 10.40
Other	teamwork	 ‐ 12.59	 7.22
Other	individual	 15.42 ‐ 6.58
Resolving	conflicts	 3.98 6.67 5.52
Analysis/simulation	 6.47 4.44 5.31
Documenting	 8.46 2.59 5.10
FMEA	 6.47 4.07 5.10
Detailing/coding	 9.95 0.00 4.25
Negotiation	 2.49 5.56 4.25
Decision	making	 1.49 4.81 3.40
User	support	 1.49 3.33 2.55
Resource	assignment	 1.00 1.85 1.49
Monitoring/testing	 0.50 1.48 1.06
Measurement/testing	 1.49 0.74 1.06
Innovation/improvement	 0.00 0.74 0.42
Prototypes	realization	 0.00 0.37 0.21
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Table	3	Percentage	of	the	activities	conducted	in	particular	context	

Production	development	context	

Teamwork
Individ.	
work	
(%)	

Overall
(%)	Discussion

(%)	
Meeting
(%)	

Present./
Report.		
(%)	

Other
(%)	

Overall	
(%)	

Designing	
the	
product	

Electronics	 0.22 0.33 ‐ ‐ 0.56	 0.45	 1.00
Mechanical/Hardware	 0.45 1.90 0.11 ‐ 2.46	 1.56	 4.02
Software	 0.33 1.12 ‐ ‐ 1.45	 1.90	 3.35

Designing	
the	
process	

Disposal/Reusing	 ‐ ‐ 0.11 ‐ 0.11	 0.11
Maintenance/Servicing	 0.89 0.45 ‐ ‐ 1.34	 0.56	 1.90
Manufacturing/Deploying	 2.90 3.35 0.22 ‐ 6.47	 4.02	 10.49
Transport/Installation	 1.00 1.12 0.11 ‐ 2.23	 7.59	 9.82

People/Team	members	 1.12 3.24 0.22 ‐ 4.58	 0.45	 5.02
Facilities/Infrastructure	 0.22 0.67 0.11 ‐ 1.00	 0.22	 1.23
Administrative	 1.23 2.12 0.45 ‐ 3.79	 48.33	 52.12
Other	 1.45 3.68 0.22 0.11 5.47	 5.47	 10.94
Overall	 9.82 17.97 1.56 0.11 29.46	 70.54	 100.00

3.4 Analysis of activity in a particular manner 

Individual	technical	work	and	teamwork	were	conducted	in	various	manners	and	using	different	
resources	 during	 the	 work	 sampling	 period	 (Table	 4).	 Individual	 technical	 work	 was	 mostly	
conducted	using	the	office	software,	engineering	software	and	email.	On	the	other	hand,	during	
teamwork,	team	members	mostly	re‐ported	the	use	of	face‐to‐face	communication,	telephone	and	
email.		

Extensive	 use	 of	 office	 software	 can	be	 explained	with	 a	 high	proportion	 of	 administrative	
work,	while	engineering	software	 is	required	 for	conducting	the	core	production	development	
activities.	Robinson	reported	in	his	study	that	half	of	the	activities	were	carried	out	using	com‐
puter	tools	[18].	Within	the	individual	work	context,	the	presented	results	are	similar.	And	while	
in	the	product	development	context	[19]	most	of	individual	work	was	carried	out	in	engineering	
software	tools,	in	production	development	the	office	software	tools	are	dominant.	
	 Similar	as	reported	in	[25]	and	[19],	team	activities	were	mostly	carried	out	face‐to‐face.	This	
manner	of	communication	is	expected	for	collocated	teams.	On	several	occasions	(e.g.	[32],	[33]),	
researchers	emphasized	 importance	of	email	communication	 in	engineering	context.	However,	
within	 the	 presented	 study	 and	 similar	 to	 Škec	 et	al.	 [19]	 emails	were	 used	 rarely	 as	 part	 of	
teamwork	because	of	the	team	collocation.	

Table	4	Percentage	of	the	activities	conducted	in	particular	manner		
Manner	 Individual	technical	work

(%)	
Teamwork	

(%)	
Overall
(%)	

Face‐to‐face	 ‐ 84.39	 48.40
Office	software	tools	 43.50 1.49 19.40
Engineering	software	tools	 22.50 0.00 9.59
Email	 18.00 2.23 8.96
Telephone	 ‐ 7.81 4.48
Other	manner	‐	solo	technical	 7.50 ‐ 3.20
ERP	 3.00 0.37 1.49
Internet	 2.00 0.00 0.85
Whiteboard/Smartboard	 ‐ 1.49 0.85
Calendar	 1.50 ‐ 0.64
Video	conference	 ‐ 1.12 0.64
Other	manner	‐	team	 ‐ 1.12 0.64
Knowledge	base	 1.00 0.00 0.43
Paper	misc.	 1.00 0.00 0.43

3.5 Analysis of information transaction 

As	 a	 part	 of	 individual	 technical	work,	 team	members	 reported	 information	processing	 as	 the	
primary	type	of	information	transaction.	Second	most	frequent	information	transaction	activity	
was	giving	information	(unidirectional).	During	teamwork	team	members	mostly	spent	time	on	
information	exchange	(bidirectional)	and	information	processing	(group	thinking)	(Fig.	5).		
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Fig.	5	Percentage	of	activities	with	a	particular	type	of	information	transaction		

	 The	proportions	of	time	that	team	members	spent	engaged	in	different	type	of	activities	with‐
in	 individual	 technical	 and	 teamwork	 in	combination	with	 the	 type	of	 information	 transaction	
happening	within	the	particular	activity,	are	shown	in	Table	5.	

The	proportion	of	receiving	information	transactions	was	highest	during	evaluation	activities	
(analysis/simulation)	as	part	of	individual	technical	work,	and	during	planning	as	part	of	team‐
work.	 Information	 processing	 in	 individual	 technical	 work	 is	 mostly	 present	 during	 definition	
activities	 (conceptualization/design	 and	 detailing/coding),	 while	 in	 teamwork	 this	 is	 the	 case	
during	the	management	activities	(planning).	Information	search	is	intensive	during	“other”	indi‐
vidual	technical	work,	while	requesting	 information	was	reported	 for	only	1.49	%	of	 individual	
technical	and	team	work	during	the	sampling	session.	Information	exchange	had	a	significantly	
important	 role	 during	 teamwork	 activities	 such	 as	 sales/procurement,	 resolving	 conflicts	 and	
planning.	

Table	5	Work	type	versus	information	transaction	nature	of	activities	

Activity	type	
Giving
info.	
(%)	

Info.
exchange
(%)	

Info.
process.	
(%)	

Request.
info	
(%)	

Info.	
search	
(%)	

Receiving	
info	
(%)	

Overall
(%)	

Teamwork	 7.64 28.45 10.83 0.42 1.49	 8.49	 57.32
Evaluation	
activities	

Analysis/Simulation	 ‐ 1.91 0.21 ‐ ‐	 0.42	 2.55
Decision	making 0.42 1.27 ‐ ‐ ‐	 1.06	 2.76
FMEA	 0.42 1.27 0.21 ‐ ‐	 0.42	 2.34
Measurement/Testing	 ‐ 0.42 ‐ ‐ ‐	 ‐	 0.42
Monitoring/Testing	 ‐ 0.42 ‐ ‐ ‐	 0.42	 0.85

Definition	
activities	

Conceptualization/Design	 0.21 1.06 1.27 0.21 ‐	 0.42	 3.18
Detailing/Coding	 ‐ ‐ 0.42 ‐ ‐	 ‐	 0.42
Documenting	 0.21 0.85 0.21 ‐ ‐	 0.21	 1.49

Manag.	
activities	

Planning	 2.76 7.43 5.10 0.21 0.21	 1.49	 17.20
Resolving	conflicts	 0.21 2.34 0.21 ‐ ‐	 1.06	 3.82
Resource	assignment	 ‐ 0.42 0.21 ‐ 0.21	 0.21	 1.06
Negotiation	 0.64 1.49 0.85 ‐ 0.21	 ‐	 3.18

Other	 Prototypes	realization	 0.21 ‐ ‐ ‐ ‐	 ‐	 0.21
Sale/Procurement	 1.27 4.46 1.91 ‐ 0.21	 0.85	 8.70
User	support	 0.21 1.70 ‐ ‐ ‐	 ‐	 1.91
Other	teamwork 1.06 3.40 0.21 ‐ 0.64	 1.91	 7.22

Individual	technical	work	 6.58 5.10 23.14 1.06 3.61	 3.18	 42.68
Evaluation	
activities	

Analysis/Simulation	 0.21 ‐ 1.91 ‐ ‐	 0.64	 2.76
Decision	making 0.21 0.21 0.21 ‐ ‐	 ‐	 0.64
FMEA	 ‐ 0.21 1.49 ‐ 0.64	 0.42	 2.76
Measurement/Testing	 ‐ 0.21 0.42 ‐ ‐	 ‐	 0.64
Monitoring/Testing	 0.21 ‐ ‐ ‐ ‐	 ‐	 0.21

Definition	
activities	

Conceptualization/Design	 1.06 0.21 5.73 ‐ ‐	 0.21	 7.22
Detailing/Coding	 0.21 ‐ 4.03 ‐ ‐	 ‐	 4.25
Documenting	 0.42 0.64 2.12 ‐ 0.21	 0.21	 3.61

Manag.	
activities	

Planning	 1.91 2.12 2.12 0.21 0.21	 0.42	 7.01
Resolving	conflicts	 0.21 0.85 0.64 ‐ ‐	 ‐	 1.70
Resource	assignment	 ‐ ‐ 0.21 ‐ ‐	 0.21	 0.42
Negotiation	 ‐ 0.42 0.21 ‐ 0.21	 0.21	 1.06

Other	 Sale/Procurement	 0.64 0.21 1.49 0.42 0.21	 0.21	 3.18
User	support	 0.42 ‐ 0.21 ‐ ‐	 ‐	 0.64
Other	individual 1.06 ‐ 2.34 0.42 2.12	 0.64	 6.58

Grand	total	 14.23 33.55 33.97 1.49 5.10	 11.68	 100.00
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4. Conclusions and future directions

In	here	presented	study,	a	self‐reporting	work	sampling	approach	was	used	to	observe	the	activ‐
ity	 of	 individuals	 and	 teams	 in	 production	 development	 context.	Work	 sampling	 approach	 in	
form	of	a	mobile	phone	application	provides	new	opportunities	for	collecting	self‐reporting	data.	
In	comparison	to	wearable	recording	equipment	and	tracking	software	[9],	work	sampling	ap‐
plication	 requires	 less	 data	 coding	which	 leads	 to	 better	 understanding	 and	 interpretation	 of	
collected	data.	This	is	of	great	importance	for	research	studies	conducted	in	real	organizational	
settings,	since	data	interpretation	is	context‐dependent	and	relies	on	the	project	manager's	ex‐
pertise.	
	 The	study	reveals	specific	aspects	of	individual	and	team	activity	in	production	development,	
such	as	context,	content,	type	and	manner.	Analysis	and	interpretation	of	the	obtained	data	pro‐
vide	added	value	to	project	managers	in	form	of	insights	into	the	activity	of	development	teams,	
including	 resources	 they	 use	 and	 how	 they	 collaborate.	 By	 combining	 different	 facets	 of	
knowledge	 about	 the	 development	 activities,	 project	 managers	 can	 tailor	 workloads	 of	 team	
members	and	modify	team	composition	to	improve	collaboration,	coordination	and	information	
exchange.	Moreover,	the	use	of	the	self‐reporting	approach	can	eliminate	the	need	for	employ‐
ees	to	compile	daily,	weekly	or	monthly	work	reports,	thus	reducing	time	spent	on	administra‐
tive	work	 and	 improving	 satisfaction.	 These	 benefits	 suggest	 that	 implementing	 the	 approach	
can	correspond	to	the	introduction	of	organizational	and	administrative	innovation	in	the	com‐
pany	[6].	
	 The	proposed	approach	doesn't	 require	 researchers	 to	be	present	 at	 the	workplace	during	
the	 data	 collection	 procedure,	 since	 there	 is	 no	 need	 for	 individual	 observation	 of	 each	 team	
member.	Such	less	intrusive	approach	is	a	perquisite	to	conduct	data	collection	in	the	real	organ‐
izational	 settings.	However,	 the	approach	 requires	a	 significant	amount	of	preparation	efforts,	
such	 as	menu	 creation,	 application	 distribution	 and	 installation,	 and	 introductory	workshops.	
Regardless	 of	 researchers’	 absence,	 the	 proposed	 approach	 as	 such	 still	 has	 significant	 biases	
since	the	approach	is	based	on	self‐reporting.	Team	members	are	prone	to	entry	biased	data	to	
appear	“better”	than	the	others	[34].	For	that	reason,	it	is	important	to	emphasize	the	purpose	of	
the	study	in	the	introductory	workshops	to	decrease	animosity	towards	this	type	of	studies.	Bias	
could	be	also	caused	by	emotional	state	of	each	team	member	during	the	session	intervals.	
	 Using	 the	proposed	methodology	 for	 longitudinal	 studies,	 it	 is	possible	 to	 compare	 activity	
execution	by	different	development	teams	and/or	organizations.	Such	insights	could	be	used	to	
understand	working	routines	and	to	modify	existing	practices	related	to	team	composition,	re‐
source	planning,	knowledge	needs,	and	activity	execution.	Project	managers	could	also	use	the	
data	to	determine	project	archetypes	and	adjust	their	management	accordingly.	For	routine	pro‐
jects,	the	insights	can	reveal	possible	deviations	from	previously	managed	projects.	The	causes	
for	these	deviations	could	be	identified	via	multi‐perspective	data	collection	approach,	in	which	
the	work	sampling	insights	can	be	coupled	with	other	methods,	e.g.	PFMEA	[35].	Furthermore,	
longitudinal	studies	can	reveal	the	long‐term	effects	that	the	proposed	approach	has	on	produc‐
tion	development,	such	as	the	influence	on	development	costs	and	efficiency.	Further	research	
will	include	tailoring	of	the	proposed	methodology	for	understanding	of	project	health	in	terms	
of	the	socio‐technical	aspects,	and	identification	of	the	production	development	risks	on	organi‐
zational	level.	
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In	recent	years,	besides	high	productivity	of	the	manufacturing	process,	quali‐
ty	 issues	 (including	 safety	 requirements	 and	 cost	 efficiency)	 have	 both	 be‐
come	major	market	drivers.	In	order	to	meet	all	the	above	objectives,	so	as	to	
achieve	 competitive	 advantages,	 a	 number	 of	 quality	 techniques	 need	 to	 be	
implemented	 within	 the	 manufacturing	 process.	 Starting	 from	 the	 general	
manufacturing	model	 and	 presenting	 a	 supply‐chain	 philosophy,	 this	 paper	
provides	an	overview	of	 the	quality	 tools	and	methods	such	as	quality	 tech‐
niques	 and	 links	 to	manufacturing	 process	 quality	 and	manufacturing	 cost‐
effectiveness;	 it	 focuses	 on	 manufacturing	 processes	 and	 perceived	 quality	
problems	 associated	with	 the	 supplier’s	 quality	 issues.	 Additionally,	 the	 im‐
pact	 of	 the	 component	 supplier	 on	 the	 overall	 quality	 of	 the	 final	 product	
needs	 to	 be	 distinguished	 from	 the	 impact	 of	 the	 manufacturing	 process.	
Based	on	the	model	of	the	general	manufacturing	process	the	authors	propose	
methods	of	effective	deployment	 for	 the	most	common	quality	methods	and	
tools	 within	 different	 manufacturing	 areas.	 In	 the	 discussion	 the	 authors	
propose	 certain	 quality	 techniques	 to	 improve	 the	 key	 performance	 indica‐
tors	(KPI)	within	the	manufacturing	process.	
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1. Introduction

Customers	define	the	functional	requirements	of	products,	while	manufacturers	need	to	respond	
appropriately	and	provide	 the	market	with	products	 that	 customers	will	 accept	 [1].	Customer	
requirements	 or	 trends	 in	 the	market	 change	 quickly;	 therefore,	manufacturers	 are	 forced	 to	
reorganize	internal	processes	and	quickly	respond	to	the	changing	needs	of	the	market	[2].	This	
study	 shows	 that	 supplier	management	 is	 essential	 to	 ensure	 product/service	 quality	 [3].	 To	
achieve	stability	 in	 the	relationship,	companies	should	choose	suppliers	based	on	their	quality	
and	 reliability,	 encourage	 their	participation	 in	 the	design	of	products	 and	 try	 to	 improve	 the	
suppliers’	awareness	of	the	importance	of	quality.	Quality	assurance	is	one	of	the	most	essential	
processes	in	the	supply	chain;	therefore,	specific	quality	methods	and	tools	need	to	be	employed.	
Since	 there	 are	many	different	methods	 and	 tools	 available,	 the	 characteristics	need	 to	be	 as‐
sessed,	benefits	and	weaknesses	need	to	be	exposed,	and	optimal	application	areas	have	to	de	
defined.	
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2. Quality assurance and manufacturing processes 

A	manufacturer	can	only	be	effective	if	the	level	of	quality	perceived	by	the	buyers	of	its	prod‐
ucts	is	achieved.	Since	all	production	processes	within	manufacturing	companies	are	supported	
by	supply‐chain	management,	it	is	crucial	to	understand	the	quality	of	the	supply‐chain	network.	
Suppliers	 have	 taken	 on	 the	 responsibility	 to	 constantly	 ensure	 an	 adequate	 level	 of	 quality,	
which	in	turn	has	resulted	in	an	overall	increase	in	the	reliability	of	products	[4,	5].	

2.1 General manufacturing model 

A	supply‐chain	network	is	supplying	material	components	to	a	manufacturing	company,	which	
is	converting	them	into	final	products	–	the	final	products	are	then	sold	to	the	final	customer.	An	
on‐going	selling	process	is	only	possible	if	the	manufacturing	company	is	able	to	produce	prod‐
ucts	that	are	fulfilling	requirements	related	to	quality	and	functionality,	defined	both	by	the	cus‐
tomer	and	local	 legislation	[5].	Quality	supervision	is	carried	out	by	the	buyers	of	components	
(manufacturing	 companies),	which	by	using	 the	 (un)announced	audits	of	processes	 and	prod‐
ucts	have	overseen	the	work	of	suppliers	and	therefore	provided	an	appropriate	level	of	product	
quality,	which	is	essential	for	the	satisfaction	of	end	customers.	Some	manufacturers,	despite	the	
implemented	 ISO	 standards,	 started	 to	 demand	 that	 their	 component	 suppliers	 comply	 with	
specific	quality	 requirements,	which	 they	define	 additionally	by	 themselves.	This	 requirement	
stems	 from	 the	 conviction	 of	manufacturers	 that	 by	 defining	 and	 realizing	 specific	 quality	 re‐
quirements	 they	 will,	 to	 the	 greatest	 extent,	 meet	 the	 expectations	 of	 the	 customer	 for	 their	
products	 [7].	 Globalization	has	 resulted	 in	 the	 best	 tools	 and	methods	 for	 the	 optimization	 of	
business	processes,	tools	which	have	been	refined	and	positively	proven	in	various	parts	of	the	
world	[8].	With	the	aim	of	maximizing	the	profits	of	the	business,	there	is	a	strong	motivation	for	
the	manufacturer	to	employ	the	cost‐effective	implementation	of	internal	company	processes	[9].	

The	recommended	actions	to	improve	the	level	of	manufacturing	quality	[10]	are	as	follows:	
	

 collect	all	the	necessary	information	about	the	cost	of	poor	quality	and	display	it	in	a	tran‐
sparent	manner,		

 define	effective	measures	to	 improve	each	individual	cost	and	determine	the	people	res‐
ponsible	and	the	dates	of	implementation,	

 regularly	 and	 promptly	 communicate	 information	 about	 the	 cost	 of	 poor	 quality	 and	
improvement	actions	to	the	employees,	

 modify	 processes	 to	 prevent	 the	 detected	 problems	 from	 repeating	 and	 continuously	
analyse	the	situation	of	low‐quality	costs	and	implement	improvement	measures,	

 motivate	employees	in	the	company	so	that	they,	on	their	own	initiative,	contribute	to	the	
implementation	of	preventive	measures	in	the	company	processes.	

	
Taguchi	[11]	summarized	the	costs	of	poor	quality	with	a	sketch	of	an	iceberg,	the	visible	part	

of	which	is	obvious,	while	the	hidden	part	becomes	visible	only	after	a	thorough	analysis.	Visible	
part:	administrative	costs	of	a	customer‐complaints	procedure,	costs	of	claimed	product’s	test‐
ing,	costs	of	claimed	product’s	rework,	and	costs	of	claimed	product’s	scrap.	Hidden	part:	costs	of	
product’s	special	freight,	costs	of	labour	overtime,	costs	of	the	subsequent	development	of	non‐
conforming	products;	 costs	of	 the	 loss	of	production	capacities,	 costs	of	 sorting	 claimed	prod‐
ucts,	and	costs	of	the	loss	of	the	customer.	

Based	on	 the	 findings	above	we	present	a	general	manufacturing	process	model	where	 the	
materials	are	provided	by	a	supply‐chain	network	(Fig.	1,	 left‐hand	side)	to	the	manufacturing	
company	(Fig.	1,	 in	the	middle),	which	is	manufacturing	the	final	product	for	an	end	customer	
(Fig.	1,	right‐hand	side).	The	model	emphasizes	the	importance	of	quality	checks,	which	are	cru‐
cial	to	achieving	the	required	quality	level.	Quality	checks	are	performed	internally	through	the	
company’s	 internal	quality	audits	and/or	externally	 through	quality	audits	performed	by	 local	
authorities	and/or	customer	representatives.	
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The	following	two	quality‐assurance	goals	are	taken	into	consideration:	
	

 The	first	goal	is	to	ensure	internal	quality	standards:	blue	lightning	icons	are	indicating	the	
internal	quality	checks,	which	are	independently	executed	within	the	supply‐chain	
network	and	the	manufacturing	company,		

 The	second	goal	is	to	ensure	compliance	with	the	customer	and	legal	requirements:	the	
red	loop	icon	is	indicating	an	external	quality	check	within	the	supply‐chain	network,	
executed	by	the	manufacturing	company.	

	

	
Fig.	1	A	general	manufacturing	model	

2.2 Quality assurance within a supply chain  

Manufacturing	companies	have	a	tendency	to	deliver	products	with	technical	specifications	that	
are	defined	by	a	customer.	This	is	only	possible	within	a	faultless	manufacturing	process,	where	
constant	monitoring	over	the	manufacturing	parameters	is	applied.	The	same	philosophy	is	valid	
for	 a	 supply‐chain	 network	 consisting	 of	multiple	 suppliers	 (tier	one	 and	 tier	 two),	which	 are	
delivering	components	in	the	following	sequence:	tier	two	is	supplying	tier	one,	while	tier	one	is	
supplying	the	manufacturer	[4,	6,	13].	

There	is	a	material	stream	between	the	tier	suppliers	and	the	manufacturing	company	(Fig.	
2),	where	quality‐performance	monitoring	has	to	be	applied	in	order	to	ensure	the	required	lev‐
el	of	the	component	and	consequently	the	final	product	quality	[6].	

Market	 requirements	 are	met	when	an	 adequate	 quality	 level	 is	 integrated	 and	 the	quality	
traceability	is	ensured	in	the	manufacturing	process,	which	needs	to	produce	products	with	an	
acceptable	cost.	This	known	 fact	 cannot	be	 linked	 just	 to	 the	manufacturer’s	processes,	but	 to	
the	 supplier	processes	 as	well	 –	 they	both	need	 to	 ensure	 that	 the	quality	 standards	 are	met,	
otherwise	 the	products	will	 fail	on	 the	market.	The	agreed	properties	of	 the	 final	product	can	
only	be	achieved	if	the	supplier's	component	with	the	proper	quality	is	used	in	a	well‐designed	
(also	 in	 relation	 to	 the	 supplier's	 component)	manufacturing	process.	Due	 to	 the	 fact	 that	 the	
majority	of	manufacturers	outsource	component	production,	many	suppliers	are	forced	to	invest	
in	methods	and	systems	to	improve	the	quality	of	their	production,	which	also	includes	a	tracea‐
bility	system	that	provides	an	insight	into	the	manufacturing	history	of	each	individual	compo‐
nent.	Quite	often	 the	production	 facilities	are	arranged	at	different	 locations	 in	 the	 factories	–	
subassemblies	and	manufacturing	processes	are	assigned	to	certain	production	checks,	named	
final	quality	control,	which	are	providing	the	digital	data	by	means	of	which	the	history	of	pro‐
duction	for	each	product	can	be	determined	in	the	control	system	of	production	[14‐16].	
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Fig.	2	An	example	of	a	supply	chain	[6]	

 

3. Evaluation of common quality methods and tools 

The	concept	of	providing	quality	products	 includes	not	only	 the	 fulfilment	of	 customer	needs,	
but	 also	 the	 ability	 to	maintain	 and	 service	 those	products	 at	 low	 cost.	 The	quality‐assurance	
system	was	 originally	 developed	 by	 the	 Toyota	 Motor	 Corporation	 and	 was	 later	 named	 the	
Toyota	Production	System.	The	high	level	of	quality	of	their	vehicles	was	achieved	through	the	
standardization	of	processes	and	the	establishment	of	effective	communications	within	the	de‐
partments	of	the	company.	The	activities	of	the	staff	were	focused	on	obtaining	information	by	
audits,	 inspections,	 tests	 and	 analyses	 of	 a	 variety	 of	 development	 and	 production	 processes.	
Due	to	a	decrease	in	the	value	of	stocks	of	materials	Toyota	needed	to	ensure	high	flexibility	in	
manufacturing,	which	followed	the	volume	of	vehicle	sales,	while	other	car	manufacturers	pro‐
duced	vehicles	on	stock,	but	then	subsequently	failed	to	sell	them.	The	methodology	of	obtaining	
information	through	assessment,	testing	and	inspection,	and	the	creation	of	flexible	production,	
was	later	named	lean	production	[17].		

3.1 Quality tools  

The	 seven	 basic	 quality	 tools	 were	 defined	 by	 Kaoru	 Ishikawa	 and	 used	 for	 problem‐solving	
purposes.	Ishikawa	is	of	opinion	that	90	%	of	all	issues	could	be	solved	using	seven	quality	tools,	
which	are	presented	in	Table	1	[18,	19].		

The	 characteristics	 of	 all	 seven	 tools	 are	 presented,	 and	 the	 strengths	 and	weaknesses	 are	
highlighted.	Based	on	a	general	manufacturing	model,	presented	in	Fig.	1,	potential	manufactur‐
ing	areas	are	presented.	
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Table	1	Seven	quality	tools	[4,	7,	13,	17,	19]	

Quality	
tool	

Characteristics Strengths Weaknesses Areas	of	appli‐
cation	

Cause‐
and‐effect	
diagram	

identifies	the	different	
types	of	possible	caus‐
es	that	have	led	to	a	
specific	problem	or	
effect	

 visualizes	relationships	
between	causes	and	ef‐
fects	

 visualizes	dependent	rela‐
tionships	

 the	tool	is	not	defining	a	
proper	solution	(causes	
are	only	transparently	
presented)	

 the	probability	level	of	the	
shown	causes	is	always	
presented	as	equal	

Supply‐chain	
network,	
manufacturing	
company	

Flow	chart	 workflow	mapping	by	
showing	the	order	that	
activities	and	decisions	
occur	

 problem	can	be	effectively	
analysed	(cost	reduction)	

 if	alterations	are	required	
the	flowchart	might	re‐
quire	re‐drawing	com‐
pletely	(waste	of	time)	

manufacturing	
company	

Control	
table	

pre‐prepared	table	for	
data	collection	and	
analysis	

 structural	presentation	of	
data	

 additional	data	processing	
is	needed	

Supply‐chain	
network,	
manufacturing	
company	

Control	
chart	

provides	a	graphical	
representation	of	the	
trend	of	the	observed	
process	and	includes	
upper	and	lower	limits	
of	values	

 good	visualization	
 values	of	the	control	limits	
are	added	and	mean	line	

 instructions	are	needed	
prior	to	interpretation	of	
the	results	

Supply‐chain	
network,	
manufacturing	
company	

Histogram	 visualizes	the	distribu‐
tion	of	the	process,	or	
the	frequency	of	occur‐
rence	of	each	value	of	
the	process	

 data	can	be	easily	read	
 works	well	with	large	
ranges	of	information	

 inconvenient	when	com‐
paring	multiple	categories	

Supply‐chain	
network,	
manufacturing	
company	

Pareto	
analysis	

diagram	shows	the	
causes	ranked	from	
most	frequent	to	least	
frequent;	this	classifi‐
cation	allows	a	focus	
on	the	main	causes	

 organizational	efficiency	
 improved	decision	making	

 focus	on	the	past	
 inaccurate	problem	scor‐
ing	

Supply‐chain	
network,	
manufacturing	
company	

Scatter	
plot	

visualizes	the	interde‐
pendence	of	variables	
and	defines	the	rela‐
tionship	between	the	
dependent	and	inde‐
pendent	variables	

 ability	to	show	whether	
correlations	between	vari‐
ables	are	positive	or	nega‐
tive;	linear	or	non‐linear;	
high,	low	or	n/a	

 very	convenient	when	
identification	of	matching	
of	different	statistical	data	
is	needed	

 the	tool	is	not	appropriate	
for	observing	more	than	
two	variables	

 discretization	of	values		

Supply‐chain	
network,	
manufacturing	
company	

	

3.2 Quality‐assurance methods 

Quality	management	within	 the	 industry	 is	not	effective	without	an	appropriate	knowledge	of	
quality	methods.	Despite	the	fact	that	many	different	quality‐assurance	methods	are	applied	in	
many	different	 industries,	Table	2	represents	six	quality‐assurance	methods	 that	are	 the	most	
commonly	used	during	the	optimization	of	production	processes	[7,	20].		
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Table	2	Most	commonly	used	quality‐assurance	methods	[4,	7,	11,	17,	19]	

Quality	Method	 Characteristics	 Strengths Weaknesses Areas	of	application

Quality	Function	
Deployment	(QFD)	

identifies	the	customers'	
needs	and	expectations,	
and	then	defines	the	
correct	responses	to	
them.	

 higher	quality	
 lower	devel‐
opment	costs	

 not	universal	prob‐
lem‐solving	method	

 time	consuming	
	

manufacturing	com‐
pany	

Statistical	Process	
Control		
(SPC)	

enables	understanding	
of	machine	or	process	
capability	during	the	
production	process	

 early	detection	
and	prevention	
of	problems	

 improves	
productivity	

 	

 time	consuming	
 it	does	not	show	by	
how	much	the	reject‐
ed	products	are	de‐
fective	

Supply‐chain	net‐
work,	manufacturing	
company	

Failure	Modes	and	
Effect		
Analysis	(FMEA)	

step‐by‐step	approach	
for	identification	of	
possible	failures	

 a	very	struc‐
tured	and	reli‐
able	method	

 the	concept	
and	application	
are	very	easy	
to	learn	

 is	tedious	and	time	
consuming	

 not	suitable	for	mul‐
tiple	features	

Supply‐chain	net‐
work,	manufacturing	
company	

Plan‐Do‐Check‐
Act(PDCA)	

an	iterative	improve‐
ment	process	and	is	run	
in	repeating	cycles	

 can	be	widely	
applied	

 iterative	pro‐
cess	allows	
continuous	de‐
livery	of	im‐
provements	
while	moving	
towards	the	
end	goal	

 does	not	give	specific	
details	about	how	to	
analyse/resolve	
problem	

 waiting	time	of	1st	
iteration	is	needed	to	
address	the	impact	of	
a	problem	

Supply‐chain	net‐
work,	manufacturing	
company	

Poka	Yoke	 Mistake	proofing	meth‐
odology	

 error	preven‐
tion	

 solutions	can	
be	implement‐
ed	at	low	cost	

 requires	knowledge	
of	utilizing	instru‐
mentation	and	tech‐
nology	

Supply‐chain	net‐
work,	
	manufacturing	com‐
pany	

5	S	 Workplace	organization	
method	

 productivity	
increase	

 product	quality	
increase	

	

 misunderstanding	of	
what	5S	accomplishes	

 lack	of	management	
support	

Supply‐chain	net‐
work,	manufacturing	
company	

	
Management	in	an	average	production‐oriented	company	has	a	tendency	to	set	highly	posi‐

tioned	quality	goals	that	should	be	based	on	efficient	manufacturing	processes.	Despite	the	fact	
that	quality	tools	(Table	1)	and	methods	(Table	2)	are	not	presenting	any	novelty	in	manufactur‐
ing	industry,	a	proper	and	detailed	root‐cause	analysis	of	a	problem	has	to	be	made	in	order	to	
choose	a	corresponding	quality	tool	and/or	method	that	leads	to	a	company’s	performance	im‐
provement.		

The	reviewed	literature	states	that	manufacturing‐industry	practice	is	optimizing	its	internal	
processes	by	the	application	of	FMEA,	PDCA	and	Poka‐Yoke,	while	product	quality	is	many	times	
optimised	by	the	application	of	QFD	and	Cause‐and‐Effect	diagrams	[7].	The	benefits	of	QFD	and	
PDCA	are	presented	in	the	following	paragraphs.	
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The	applicability	of	a	PDCA	methodology	in	manufacturing	processes	

The	classic	PDCA	method	includes	four	elements	of	process	control:	planning	(preparation	of	the	
quality‐assurance	plan),	execution	(integration	of	improvement	measures),	checking	(control	of	
effects)	and	action	(implementation	of	measures	according	to	the	determined	deviations	in	the	
control	of	 effects)	 [10,	22].	The	classic	PDCA	method	excludes	performance	monitoring	 to	en‐
sure	the	on‐going	effectiveness	of	change.	Andersen	et	al.	[11]	state	that	the	users	of	the	classic	
PDCA	method	are	not	experienced	enough	to	use	it	in	an	effective	way,	and	therefore	they	pro‐
pose	an	improved	type	of	PDCA	method,	which	includes	the	elements	shown	in	Fig.	3:	character‐
ization	and	research	 into	 the	problem,	analysing	 the	situation,	preparation	of	measures	 to	 im‐
prove,	 a	 critical	 assessment	 of	 the	 reasonableness	 of	 the	 measures,	 implementation	 of	 the	
measures,	and	checking	the	effects	of	the	implemented	measures	for	improvement.	

	
Fig.	3	Classic	PDCA	method	(left)	vs.	improved	PDCA	method	(right)	[10,	11]	

In	order	to	prove	the	efficiency	of	both	the	classic	and	improved	PDCA	methods	one	typical	
automotive	supplier	manufacturing	company	was	chosen	as	 the	unit	of	analysis.	The	company	
faced	an	increased	rate	of	scrapped	products	on	one	of	its	biggest	assembly	lines,	where	counter	
measures	to	 increase	product	quality	represented	a	top	priority.	The	management	of	 the	com‐
pany	defined	a	4‐weeks	time	frame	to	resolve	quality	issues	and	gave	approval	for	the	parallel	
application	of	both	PDCA	methods.	The	 initial	 scrap	rate	was	320	products	with	unacceptable	
quality,	while	 the	 target	 scrap	 rate,	 defined	 by	 the	management,	was	 40	 products	with	 unac‐
ceptable	quality.		

After	the	4	weeks	of	parallel	testing	was	over,	the	results	were	analysed	and	are	presented	in	
table	3.	The	use	of	the	classic	PDCA	method	resulted	in	a	44	%	decrease	of	products	with	unac‐
ceptable	quality,	while	the	improved	PDCA	method	eliminated	products	with	unacceptable	quality.	

A	 reduction*	 of	 100	%	 is	 achieved	 by	 using	 the	 error	 prevention	 Poka‐Yoke	method,	 pro‐
posed	by	the	improved	PDCA	method.	However,	we	cannot	generalize	the	statement	that	the	use	
of	the	improved	PDCA	method	will	always	eliminate	products	with	unacceptable	quality.	Based	
on	a	parallel	comparison	of	PDCA	methods,	shown	above,	the	same	procedure	could	be	applied	
for	other	quality	tools	and	methods.	

	
Table	3	Analysis	of	parallel	application	

  Classic	PDCA	method	 Improved	PDCA	method	
Needed	time	for	implementation	 low	 high	
Implementation	complexity low	 high	
Level	of	structured	approach	 unstructured	 structured	
Problem‐solving	mind‐set	alteration	 low	 high	
Problem‐solving	efficiency	 low	 high	
Scrap	reduction*	 44	%	 100	%	

	
The	applicability	of	the	QFD	methodology	in	manufacturing	processes	

The	question	is,	what	goals	does	a	company	envisage	to	satisfy	or	merely	please	its	customers?	
The	answer	to	this	question	 is	 the	QFD	method,	which	represents	a	quality	system	focused	on	
the	customer	(Fig.	4).	The	method	initially	identifies	the	customers'	needs	and	expectations,	and	
then	defines	the	correct	responses	to	them.	QFD	is	a	method	enabling	companies	to	achieve	the	
optimal	satisfaction	of	its	customers	[17].	
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Quality		 →		 implement	customer	requirements	
Function	 →	 what	specifically	needs	to	be	done	
Deployment	 →	 who	will	do	it	and	when	
	

	
Fig.	4	Process	display	of	the	QFD	method	[35]	

	
The	 QFD	method	 represents	 a	 process	 that	 allows	 the	 identification	 of	 customer	 require‐

ments,	understanding	markets	and	knowledge	of	different	customer	segments.	The	conditions	
for	the	successful	implementation	of	the	QFD	method	are	a	thorough	knowledge	of	the	require‐
ments	of	each	customer	segment,	how	important	the	customer's	benefit	 is	and	how	effectively	
these	requirements	are	met	by	existing	suppliers	of	products/services	[23,	35].	 If	 these	condi‐
tions	are	not	met,	the	customer	requirements	are	obviously	unknown	and,	consequently,	prod‐
ucts/services	cannot	be	consistently	delivered	to	the	market	and	would	prevent	customers	from	
being	generally	satisfied	[36].	The	QFD	method	is	therefore	a	quality‐assurance	system	with	the	
aim	of	maximizing	 the	 customer's	 satisfaction.	 It	 focuses	on	providing	value	 in	 a	product	 that	
delivers	 both	 spoken	 and	 unspoken	 customer	 requirements	 or	 expectations.	 These	 require‐
ments	are	translated	into	the	(development	and	production)	activities	of	the	producer.	The	QFD	
method	allows	cross‐referencing	of	the	product’s	producer	with	its	competition	by	helping	the	
company	 to	direct	 further	steps	 in	 the	direction	 that	will	help	 increase	competitive	advantage	
[23,	34].	

3.3 Influence of the quality of the manufacturing processes on manufacturing cost efficiency  

The	purpose	of	this	section	is	to	highlight	the	connection	between	the	high‐quality	manufactur‐
ing	 processes	 and	 the	 cost	 efficiency	 of	 the	manufacturing	 process.	 Companies	 are	 aiming	 to	
develop	high‐quality	manufacturing	processes,	which	are	in	turn	enabling	higher	profits	for	the	
company.	 For	 that	 reason	 there	 is	 a	 need	 to	 reliably	 assess	 the	manufacturing	 cost	 efficiency.	
There	are	various	authors	expressing	different	 innovative	approaches	related	 to	 the	measure‐
ment	and	improvement	of	process	efficiency.	According	to	Hendricks	et	al.	[32],	product	quality	
is	crucial	to	the	success	of	any	company	–	as	evidenced	by	the	statement	that	the	companies	that	
are	winning	awards	 for	outstanding	quality,	 achieve	higher	profits	 and	a	higher	value	of	 their	
shares	on	the	stock	market.	

Process	control	is	very	important	for	improving	the	efficiency	of	production	processes.	Each	
serial	production	 is	designed	 in	 such	a	way	 that	 it	 can	be	effectively	monitored,	which	can	be	
done	 through	constant	control	of	 important	parameters,	whereby	 it	 is	necessary	 to	effectively	
respond	to	any	perceived	deviation	from	the	nominal	value.	The	efficiency	of	the	manufacturing	
processes	is	closely	associated	with	productivity	processes	–	it	is	important	to	ensure	a	continu‐
ous	production	process	with	or	without	the	shortest‐possible	standstill	and	with	zero	or	mini‐
mum	poor‐quality	products	[24].	Hanenkamp	[25]	describes	a	method	for	the	control	of	produc‐
tion	processes,	described	as	"Overall	Equipment	Efficiency"	(OEE),	which	uses	the	relative	value	
to	define	the	level	of	availability	of	machinery	and	equipment,	quantity	and	the	degree	of	prod‐
uct	quality,	with	Eq.	1:		
	

ܧܧܱ ൌ 	yݐ݈݅ܽݑݍ		݁ܿ݊ܽ݉ݎ݋݂ݎ݁݌		ݕݐ݈ܾ݈ܽ݅ܽ݅ܽݒܽ 	 	 	 (1)	
	

The	availability	 rate	 is	 the	 ratio	 between	 the	 available	working	 time	of	 the	machinery	 and	
equipment	and	their	actual	working	time;	the	productivity	rate	is	the	ratio	between	the	available	
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working	time	of	the	employees	and	their	actual	working	time;	the	quality	level	is	the	ratio	of	the	
quantity	of	poor‐quality	products	and	the	total	quantity	of	manufactured	products.	

Involving	employees	in	a	process‐performance	measurement	(OEE,	productivity,	etc.)	is	very	
important.	The	productivity	of	companies	is	affected	by	the	use	of	the	5S	method,	described	as	a	
method	 for	 organizing	 and	 standardizing	 workplaces	 within	 the	 company.	 An	 appropriately	
structured	 workplace	 motivates	 employees,	 both	 production	 workers	 and	 management,	 im‐
proves	occupational	safety,	the	productivity	of	the	process	and	evokes	a	sense	of	responsibility	
among	the	employees	[24‐28].		

Several	 authors	 [25,	 28‐30]	 also	 mention	 the	 Shop	 Floor	 Management	 method	 (SFM),	 the	
main	advantage	of	which	 is	a	systematic,	process‐oriented	 industrial	way	of	solving	problems.	
The	 SFM	 method	 pursues	 three	 objectives:	 gemba	 (real	 venue,	 for	 example,	 assembly	 line),	
genbutsu	(detailed	knowledge	of	the	affected	process,	e.g.,	increased	scrap)	and	genjitsu	(defini‐
tion	and	implementation	of	corrective	actions	that	will	improve	the	current	issue).	Tanco	et	al.	
[31]	propose	a	methodology	to	measure	the	impact	of	SFM	on	defect‐free	production,	which	can	
be	summarised	in	the	following	steps:	a)	choose	an	adequate	response	(the	impact	of	SFM	should	
be	measured	in	different	ways:	firstly,	as	the	impact	on	defect‐free	cars	and	then	in	the	last	qual‐
ity‐control	stage),	b)	gather	significant	data	(to	carry	out	a	relevant	statistical	analysis,	a	signifi‐
cant	 amount	 of	 data	must	 be	 gathered	 to	 give	 certainty	 to	 results),	 c)	 analyse	 several	 factors	
(production	level,	week	day,	shifts,	quality	level),	d)	draw	conclusions	and	recommendations.	

Jingshan	et	al.	[33]	speak	about	the	certain	demise	of	a	company,	if	the	company	is	only	par‐
tially	 focused	on	 improving	 the	 level	of	quality.	They	point	out	 that	product	quality	 is	not	 just	
vital	for	the	profitability	of	the	company,	but	also	for	its	existence.	Manufacturers	want	to	coop‐
erate	with	fewer	suppliers,	but	the	latter	need	to	be	large	and	strong	enough	for	all	the	custom‐
er’s	 requirements.	 This	 is	 due	 to	 the	 fact	 that	 the	 typical	 construction	 of	 products	 requires	 a	
large	number	of	components;	therefore,	it	makes	sense	that	as	many	components	as	possible	are	
supplied	by	one	or	a	few	suppliers.	There	is	a	risk	that	the	parts	purchased	from	a	large	number	
of	 suppliers	would	 not	 be	 compatible	 [17].	 Production‐oriented	 companies	 implement	 opera‐
tional	 processes	 by	 attempting	 to	 minimize	 resource	 consumption,	 in	 addition	 to	 realizing	
planned	quantities	of	products	that	meet	customer	requirements	regarding	quality	[36].	

Hanenkamp	[25]	emphasizes	the	importance	of	using	the	SFM	method	in	manufacturing	pro‐
cesses,	which	results	in	improved	productivity,	a	reduced	rate	of	customer	complaints	and	high‐
er	profitability	of	the	company.		

Manufacturing	efficiency	is	of	huge	importance	within	every	company.	It	is	important	to	en‐
sure	a	continuous	manufacturing	process	with	the	shortest	possible	standstill	and	with	the	min‐
imum	number	 of	 poor‐quality	 products.	 Therefore,	manufacturing	processes	 are	 cost	 efficient	
only	 if	 there	 is	 a	 reliable	 performance	measurement	 integrated	 (established	 by	 SFM	method)	
and	if	the	mind‐set	of	the	employees	is	accepting	the	importance	of	quality	(quality	methods	and	
tools).	Fig.	5	illustrates	major	contributors	to	the	improved	cost	efficiency	of	manufacturing	pro‐
cesses,	where	the	value	of	each	contributor	is	assessed	based	on	the	available	literature	[24,	25,	
28‐30,	32,	33,	36].	

	

	
Fig.	5	Major	contributors	to	cost	efficiency	[24,	25,	28‐30,	32,	33,	36]	
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4. Discussion 

The	future	of	component	suppliers	will	be	financially	successful	only	 if	 they	reduce	the	cost	of	
doing	business	and	start	to	produce	products	that	can	be	sold	to	different	customers,	even	be‐
yond	 their	 core	 sector.	 Productivity	 and	 scrap	 levels	 impact	 on	 the	 operating	 costs,	 notes	
Hanenkamp	[25],	who	recommends	the	use	of	methodologies	for	measuring	the	OEE.	From	the	
manufacturer’s	point	of	view	the	measurement	of	productivity	and	OEE	is	important	because	it	
exposes	process	deviations	in	real	time	and	enables	opportunities	for	process	improvements.	

Based	on	a	literature	review	we	see	that	not	all	quality	methods	and	tools	can	be	equally	im‐
plemented	in	all	company	departments.	The	classification	of	quality	methods	and	tools	into	dif‐
ferent	manufacturing	departments	is	divided	into	three	main	pillars,	seen	Table	4.	We	identified	
the	prime	responsibility	and	initiatives	for	a	particular	pillar	in	terms	of	quality	deployment.	

Table	4	A	proposal	for	quality	methods	and	tools	deployment	within	company	departments	

Pillars	

	 	

Research	and	
Development	

dept.	

Production	
dept.	

Customer	
support	and	
service	dept.	

	

Quality	
methods	

QFD	 yes	 no	 no	

SPC	 no	 yes	 yes	

FMEA	 yes	 yes	 yes	

PDCA	 no	 yes	 yes	

Poka‐Yoke	 no	 yes	 no	

5	S	 no	 yes	 no	

Quality	
tools	

Cause	and	effect	diagram	 no	 no	 yes	

Flow	chart	 yes	 yes	 yes	

Control	table	 yes	 yes	 yes	

Control	chart	 no	 yes	 yes	

Histogram	 no	 yes	 yes	

Pareto	diagram	 yes	 yes	 yes	

Scatter	plot	 yes	 yes	 yes	

	
In	 Table	 4,	 a	 horizontal	 line	 indicates	 a	 quality	 department	 that	 represents	 cross	 cutting	

through	all	three	pillars:	the	research	and	development	department,	the	production	department	
and	customer	support	and	service	department.	

From	the	manufacturing	point	of	view	and	based	on	manufacturing	experiences	we	present	
some	 examples	where	 the	 application	 of	 certain	 quality	 techniques	 (combination	 of	 tools	 and	
methods,	presented	in	Table	3)	can	be	implemented:	

 unacceptable	low	level	of	first	pass	yield	within	the	manufacturing	process	is	increased	by	
the	application	of	SPC,	FMEA,	Cause‐and‐effect	diagram	and	Histogram,	

 increased	number	of	scrapped	components	within	the	manufacturing	process	is	usually	
decreased	by	the	application	of	PDCA,	5	S,	Control	Table	and	Pareto	diagram,		

 a	large	number	of	customer	claims	related	to	the	technical	properties	of	the	product	are	
solved	by	the	application	of	QFD,	FMEA,	Histogram	and	Pareto	diagram.	

Also	other	combinations/techniques	of	quality	methods	and	tools	are	possible,	depending	on	
the	manufacturing	processes.	Generic	flowchart,	presented	in	Fig.	6,	introduces	correlations	be‐
tween	KPIs	and	quality	techniques,	whose	application	would	resolve	the	deviations	of	the	KPI.	

	Based	on	manufacturing	practice	we	are	able	to	identify	that	the	increased	scrap	rate,	caused	
by	poor	product	design,	is	resulting	in	a	lower	product	yield	and	a	lower	OEE	of	production	line,	
while	the	increased	scrap	rate,	caused	by	poor	process	design,	is	again	resulting	equally	in	a	low‐
er	OEE	of	production	line.	The	correlation	between	product	and	process	improvement	is	there‐
fore	mutual,	as	the	improvement	of	the	product	will	directly	improve	processes	and	vice	versa.	
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Fig.	6	Application	techniques	of	quality	methods	and	tools		

	
Based	on	manufacturing	practice	we	are	able	to	identify	that	the	increased	scrap	rate,	caused	

by	poor	product	design,	is	resulting	in	a	lower	product	yield	and	a	lower	OEE	of	production	line,	
while	 the	 increased	 scrap	 rate,	 caused	 by	 poor	 process	 design,	 is	 again	 resulting	 equally	 in	 a	
lower	 OEE	 of	 production	 line.	 The	 correlation	 between	 product	 and	 process	 improvement	 is	
therefore	mutual,	as	 the	 improvement	of	 the	product	will	directly	 improve	processes	and	vice	
versa.	

The	increased	complexity	of	the	manufacturing	processes	is	demanding	an	effective	approach	
to	resolve	issues	that	are	connected	to	poor	quality	in	manufacturing.	For	that	reason	the	follow‐
ing	questions	arise:	

 How	do	we	 identify	 critical	 production	 processes	 and	which	methods	 should	we	 use	 to	
improve	OEE?		

 How	do	we	inspire	employees	in	the	company	to	adopt	new	quality	methods	and	tools	to	
improve	the	manufacturing	efficiency?		

 How	do	we	use	the	QFD	and	new	PDCA	methods	to	fulfil	the	customer's	expectations,	as‐
suming	that	mass	production	of	the	product	is	already	in	progress?	

 
Although	 the	most	 critical	manufacturing	processes	 can	be	 detected	using	 the	 SPC	method	

and	 control	 chart	 tool,	we	 are	of	 the	opinion	 that	 the	 application	 of	 the	 SFM	method	delivers	
better	results	through	the	identification	and	implementation	of	corrective	actions	that	will	 im‐
prove	the	current	issue,	which	will	result	 in	improved	OEE.	In	addition,	the	SFM	method	moti‐
vates	 employees	 and	 their	 leaders	 through	 its	 systematic	 approach,	where	 quality	 techniques	
need	to	be	applied	to	every	single	quality	issue.	

Based	 on	 manufacturing	 experiences,	 where	 customer	 satisfaction	 with	 a	 product	 always	
plays	a	big	role	in	a	company,	we	propose	the	use	of	the	QFD	method,	which	successfully	trans‐
lates	 customer	 requirements	 into	 product	 specification.	 During	 the	mass	 production	 of	 those	
products	there	are	various	manufacturing	issues,	related	to	the	quality	of	the	product,	which	can	
be	solved	by	the	use	of	the	new	PDCA	method.	

5. Conclusion 

In	today’s	highly	competitive	environment	supplier	quality	is	a	very	important	operational	issue	
for	a	modern,	successful,	and	profitable	production	system.	Confidence	in	a	supplier’s	ability	to	
deliver	a	component	as	part	of	the	final	product	that	will	fulfil	customer’s	needs	can	be	achieva‐
ble	through	the	efficient	quality	traceability	from	the	manufacturer	to	the	suppliers.	 

This	 paper	 initially	 describes	 quality	 challenges	 within	 manufacturing	 processes,	 which	 is	
achieved	through	the	integration	of	the	quality	tool	and	methods.	The	strengths	and	weaknesses	
of	various	quality	methods	and	 tools	are	revealed	and	potential	applications	 in	manufacturing	
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fields are presented. The parallel application of two quality methods on a manufacturing process 
was performed, while the positive effect of the usage is proved with a decrease of 44 % (first 
method) and 100 % (second method) of products with unacceptable quality. 

The concepts of high OEE and high manufacturing quality are shown to be very important to 
secure a positive financial future for the company. Therefore, this article as a review of common 
quality tools and methods serves as an incentive for the definition of a new approach to the im-
provement of OEE, the reduction in the rate of complaints and the procedures for a faster and 
more efficient response to deviations within production processes. 

Based on a general manufacturing model we propose a generic flow chart that identifies qual-
ity techniques for a particular KPI within the manufacturing process. Manufacturing processes 
are cost efficient only if there is a reliable performance measurement integrated and if the mind-
set of employees is willing to accept the importance of quality; therefore, we can also conclude 
that the use of methods and tools (QFD, 5 S, PDCA and SFM) significantly improves the efficiency 
of the processes. 

This paper should serve as a basis for carrying out detailed analyses of manufacturing pro-
cesses before and after the implementation of the above-described quality techniques. Conse-
quently, manufacturing managers could motivate their staff to implement the above-described 
quality-assessment techniques more effectively. 
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A B S T R A C T	   A R T I C L E   I N F O	

The	vehicle	routing	problem	with	multiple	fuzzy	time	windows	is	investigated	
in	this	paper.	The	dynamic	change	of	traffic	flow	and	the	fuzzy	time	window	of	
customers	are	considered.	A	multi	 fuzzy	time	window	vehicle	routing	model	
based	on	time‐varying	traffic	flow	is	proposed,	and	the	objective	function	is	to	
minimize	 the	 total	 cost	 of	 distribution	 and	maximize	 customer	 satisfaction.	
According	to	the	basic	principle	of	wolf	pack	algorithm,	 in	order	to	promote	
the	 exchange	 of	 information	 between	 the	 artificial	 wolves,	 improve	 the	
wolves’	grasp	of	 the	global	 information	and	enhance	 the	exploring	ability	of	
wolves,	 a	 drift	 operator	 and	 wave	 operator	 were	 introduced	 into	 scouting	
behaviors	 and	 summing	 behaviors.	 An	 adaptive	 dynamic	 adjustment	 factor	
strategy	was	proposed	for	beleaguering	behaviors,	the	exploitation	ability	of	
the	 algorithm	 strengthened	 constantly.	 Thus	 the	 convergence	 rate	 of	 algo‐
rithm	was	enhanced.	We	further	do	simulation	on	an	example,	and	compare	
the	 results	 obtained	 by	wolf	 pack	 algorithm	 and	 ant	 genetic	 algorithm.	 The	
results	show	that	use	improved	wolf	pack	algorithm	to	solve	vehicle	routing	
problem	with	multiple	fuzzy	time	windows	has	the	advantages	of	small	num‐
ber	 of	 iterations	 and	 high	 efficiency,	 it	 can	 converge	 to	 the	 global	 optimal	
solution	in	a	short	time.	The	improved	wolf	pack	algorithm	is	an	efficient	algo‐
rithm	for	solving	vehicle	routing	problem	with	multiple	fuzzy	time	windows.	
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1. Introduction  

With	the	development	of	the	times,	more	and	more	attention	has	been	paid	to	 logistics,	which	
has	 become	 one	 of	 the	 most	 important	 competitive	 fields.	 Whether	 the	 logistics	 distribution	
scheme	is	reasonable	or	not	directly	affects	the	enterprise's	cost,	service	quality,	efficiency	and	
comprehensive	 competitiveness.	 In	 this	 paper,	 through	 the	 study	 of	 vehicle	 routing	 problem,	
choose	a	reasonable	vehicle	delivery	path,	in	order	to	achieve	the	enterprise's	distribution	costs	
at	 least,	customer	satisfaction	is	the	biggest,	 improve	the	enterprise's	comprehensive	competi‐
tiveness.	

Dantzig	and	Ramser	proposed	vehicle	routing	problem	in	1959	[1].	Many	scholars	have	stud‐
ied	its	optimization,	and	obtained	rich	research	results	in	the	fields	of	transportation	[2],	logis‐
tics	[3],	interference	management	[4].		

The	vehicle	 routing	problem	with	 time	windows	(VRPMTW)	 is	generated	 in	 the	 traditional	
vehicle	routing	problem	considering	 the	 time	window	requirements	of	customers.	Most	of	 the	
researches	 focus	on	hard	 time	windows,	soft	 time	windows	and	 fuzzy	 time	windows,	Cordeau	
(2001),	Qureshi	 (2009),	Hong	 (2012),	He	 (2013),	Meng	Xianghu	 (2014)	 gave	 the	methods	 for	
solving	such	problems:	dynamic	programming	algorithm,	branch	and	bound	method,	improved	
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large	neighbourhood	 search	 algorithm,	 column	generation	 algorithm	and	quantum	ant	 colony	
algorithm	[5‐9].	On	the	basis	of	the	above	research	results,	 in	the	distribution	of	 fresh	agricul‐
tural	products,	Shao	(2015)	et	al.	reflected	the	customer	satisfaction	by	fuzzy	membership	func‐
tion	which	is	represented	by	the	time	window	[10].	Li	(2015)	et	al.	researched	the	vehicle	rout‐
ing	problem	with	multiple	 time	windows,	considered	multiple	hard	 time	windows	and	 the	ca‐
pacity	of	the	distribution	vehicle,	designed	a	intelligent	water	drop	algorithm	to	solve	the	prob‐
lem	[11].	In	the	study	of	fuzzy	time	windows,	Yan	(2016)	et	al.	dealt	with	the	multiple	time	win‐
dows	as	fuzzy	variables,	applied	particle	swarm	optimization	(PSO)	algorithm	solve	the	vehicle	
routing	 problem	with	multiple	 fuzzy	 time	windows,	 compared	with	 the	 VRPMTW	model,	 the	
model	is	more	close	to	the	needs	of	customers	in	real	life	[12].	

Vehicle	routing	problem	based	on	time	varying	traffic	flow	is	that	when	formulate	vehicle	dis‐
tribution	routes,	based	on	the	constraints	of	the	basic	transportation	scheduling	to	consider	the	
changing	road	traffic	flow.	In	the	classical	research	results,	the	vehicle	speed	is	assumed	to	be	a	
constant	 value,	 but	 in	 real	 life,	 vehicles	 are	 affected	 by	 changing	 traffic	 flow,	 and	 the	 driving	
speed	is	not	constant.	Van	Woensel	(2008)	et	al.	solved	the	vehicle	routing	problem	with	dynam‐
ic	traffic	time	considering	potential	traffic	congestion,	considered	the	traffic	jam	can	shorten	the	
total	travel	time	in	the	optimization	process	effectively,	optimized	the	departure	time	of	the	ve‐
hicle	[13].	Kritzinger	(2012)	et	al.	considered	the	traffic	information	in	real	life	into	the	vehicle	
routing	problem,	used	the	Dijkstra	algorithm	and	a	variable	neighbourhood	search	algorithm	to	
solve	the	problem	[14].	Kok	(2012)	et	al.	considered	the	influence	of	traffic	jam	in	vehicle	rout‐
ing,	respond	to	the	actual	situation	of	traffic	congestion	in	the	speed	model	[15].	Li	(2012)	et	al.	
proposed	a	method	of	cross‐time	processing,	which	can	deduce	the	corresponding	vehicle	travel	
time	directly	[16].		

Vehicle	 routing	problem	with	 time	window	 in	 time‐varying	 traffic	 flow	considered	 the	 two	
constraints	of	customer	 time	window	and	 time‐varying	 traffic	 flow	at	 the	same	time,	closer	 to	
real	 life,	and	some	achievements	have	been	made	in	the	optimization	of	cold	chain	transporta‐
tion	and	transportation	of	dangerous	chemicals.	Tagmouti	(2007),	Woensel	(2008)	et	al.,	Donati	
(2008)	et	al.,	Zhu	(2014)	and	Lin	(2014)	gave	the	algorithm	column	for	solving	the	problem	is	
that	generation	algorithm,	queuing	 theory,	multi	ant	colony	system	and	 tabu	search	algorithm	
[17‐19].	 Xiang	 (2008)	 et	al.	 researched	 the	 scheduled	 delivery	 service	 problem	 under	 time‐
varying	constraints	[20].	Shi	(2013)	et	al.	analyzed	the	travel	time	based	on	time‐varying	charac‐
teristics	of	distribution	 roads,	designed	 the	 satisfaction	 function	according	 to	 the	 service	 time	
window	[21].	Zhu	(2016)	et	al.	took	transportation	time	and	risk	as	multiple	objectives,	consid‐
ered	 the	 time‐varying	 transportation	 time	and	risk,	 the	service	 time	window	constraint	of	 the	
road	node,	the	mathematical	model	of	the	problem	is	established,	designed	ant	colony	algorithm	
to	solve	it	[22].		

In	summary,	scholars	at	home	and	abroad	have	a	deep	research	on	vehicle	routing	problem	
with	 traffic	 flow	 and	 time	window	 constraints,	 it	 was	 also	 a	 very	 useful	 attempt,	 the	 theory,	
model	and	algorithm	have	achieved	abundant	results.	However,	the	vehicle	speed	is	affected	by	
the	dynamic	 traffic	 flow	 in	 real	 life,	 and	customers	usually	have	multiple	 fuzzy	 time	windows,	
therefore,	the	study	of	vehicle	routing	problem	with	multiple	fuzzy	time	windows	based	on	time‐
varying	traffic	flow	is	more	in	line	with	the	actual	situation,	and	the	problem	has	not	been	stud‐
ied	at	present.	This	paper	aims	at	the	dynamic	changes	of	traffic	flow	in	real	life	and	customer	
acceptance	of	 the	delivery	 service	period	 is	not	unique,	 a	 vehicle	 routing	model	with	multiple	
fuzzy	time	windows	based	on	time‐varying	traffic	flow	is	constructed,	design	an	improved	wolf	
pack	algorithm	to	solve	the	problem.	

2. Problem description and definition of the model 

This	paper	takes	into	account	the	different	speed	during	different	time	periods	in	delivery	pro‐
cess,	deal	multiple	time	windows	with	fuzzy,	establish	the	membership	function	of	service	start	
time	to	quantify	customer	satisfaction,	and	the	objective	 is	 to	minimize	total	delivery	cost	and	
maximize	customer	satisfaction,	construct	a	vehicle	routing	model	with	multiple	fuzzy	time	win‐
dows	based	on	time‐varying	traffic	flow.	
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2.1 Problem description 

A	vehicle	routing	problem	with	multiple	fuzzy	time	windows	based	on	time‐varying	traffic	flow	
is	described	as:	a	distribution	center	has	m	cars	and	serve	n	clients,	customer	݅	has	 ௜ܹ	fuzzy	time	
windows;	the	coordinates,	requirement	of	݊	clients	and	the	capacity	of	m	cars	are	known,	vehi‐
cles	of	 the	same	type	will	start	 from	the	distribution	center,	select	a	time	window	for	the	cus‐
tomer's	delivery	service,	return	to	the	distribution	center	after	all	delivery	tasks	have	been	com‐
pleted;	the	distribution	center	has	sufficient	stock,	not	to	consider	the	shortage	situation;	at	dif‐
ferent	times	of	the	day, the	corresponding	driving	speed	is	also	different;	the	fixed	cost	per	vehi‐
cle	and	the	cost	of	travelling	per	unit	distance	are	known	throughout	the	delivery	schedule;	the	
time	to	service	each	customer	point	is	known;	the	total	travel	distance	(time)	of	each	vehicle	is	
within	the	limits,	and	the	path	is	rationally	planned	to	obtain	the	optimal	objective	function. 

2.2 Model definition 

ܩ ൌ ሺܮ, 	point	the	and	center	distribution	the	of	location	the	between	relation	the	represents	ሻ:ܣ
of	delivery,	the	path	and	the	spatial	temporal	distance	between	each	other;	
ܣ ൌ ൛ܽ௜,௝|݅ ് ݆ ∧ ݅, ݆ ∈ 	points	distribution	or	points	delivery	two	between	route	the	represents	ൟ:ܮ
and	distribution	centers;	
ܮ ൌ ሼ1,2, … , ݊ሽ:	represents	customer	set	for	distribution;	
ܭ ൌ ሼ1,2, … ,݉ሽ:	represents	distribution	vehicle	set;	
ܳ௞:	represents	capacity	of	vehicle	k;	
di,j:	represents	distance	from	point	݅	to	point	݆;	
	;process	distribution	the	during	݇	vehicle	the	of	value	(time)	distance	total	the	represents	௞:ܦ
c:	represents	the	fixed	cost	of	delivering	a	vehicle;	
ܿ௜,௝:	represents	the	cost	of	delivery	per	unit	distance;	
	;݅	customer	serving	started	vehicle	the	when	time	the	represents	௜:ݐ
	;݅	client	service	of	time	the	represents	௜:ݏ
	;݆	customer	to	݅	customer	from	time	the	represents	௜௝:ݐ
	;݅	customer	of	requirements	the	represents	௜:ݍ
௜ܹ:	represents	the	number	of	time	windows	for	client	݅;	

ሾܽ௜
ఈ, ܾ௜

ఈሿ:	 represents	 that	 the	 customer	݅	expects	 to	 be	 served	 at	 the	ߙ	time	 window,	ܽ௜
ఈ	repre‐

sents	the	earliest	service	time	to	start,	ܾ௜
ఈ	represents	the	latest	service	time;	

ሾܧ௜
ఈ, ௜ܮ

ఈሿ:	represents	the	α	fuzzy	time	window	that	the	client	has,	ܧ௜
ఈ 	represents	the	earliest	ser‐

vice	time	that	can	be	tolerated,	ܮ௜
ఈ	represents	the	latest	service	time	that	the	customer	݅	can	tol‐

erate.	Introducing	decision	variables.	

௜௝௞ݔ ൌ ൜
1, vehicle ݇ access ݅ from ݆

0, ݁ݏ݈݁
	

௜ݕ
ఈ ൌ ൜

1, service the ߙ window of the client ݅
0, else 	

(1)

In	this	paper,	we	use	trapezoidal	fuzzy	time	window	from	literature	[12],	the	satisfaction	of	
customer	݅	is	defined	by	the	service	start	time	membership	function,	ߤ௜ሺݐ௜ሻ	as	shown	in	Eq.	2.	

௜ߤ ൌ

ە
ۖۖ
۔

ۖۖ
ۓ

0, ௜ݐ ൏ ௜ܧ
ఈ

ሺݐ௜ െ ௜ܧ
ఈሻ/ሺܽ௜

ఈ െ ௜ܧ
ఈሻ, ௜ܧ

ఈ ൏ ௜ݐ ൏ ܽ௜
ఈ

						
							1,																														ܽ௜ ൏ ௜ݐ 	൏ ܾ௜
ሺܮ௜
ఈ െ ௜ܮ௜ሻ/ሺݐ

ఈ െ ܾ௜
ఈሻ, ܾ௜

ఈ ൏ ௜ݐ ൏ ௜ܮ
ఈ

0, ௜ݐ ൐ ௜ܮ
ఈ

	 (2)

	
The	characteristics	of	traffic	flow	are	expressed	by	driving	speed,	the	road	traffic	flow	corre‐

sponding	to	the	day	is	divided	into	three	sections:	congestion	time,	general	time	and	unblocked	
time,	the	vehicle	speed	distribution	function	is	as	follows:	
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݂൫ݒሺݐሻ൯ ൌ

ە
ۖ
۔

ۖ
ۓ 1

ߪሻݐሺݒߨ2√
݁
ሺ௟௡ ௩ሺ௧ሻିఓሻమ

ଶఙమ , ݒ ∈ ሾݒ௠௜௡, ,௠௔௫ሿݒ ଵݓݐ߳ݐ

1

ߪߨ2√
݁
ሺ௩ሺ௧ሻିఓሻమ

ଶఙమ , ݒ ∈ ሾݒ௠௜௡, ,௠௔௫ሿݒ ݐ ∈ ,ଶݓݐ ଷݓݐ

	 (3)

	

ߤ ൌ ൝
,ଵߣ ݐ ∈ ଵݓݐ
,ଶߣ ݐ ∈ ଶݓݐ
,ଷߣ ݐ ∈ ଷݓݐ

, ௩ߪ ൌ ൝
,௩ଵߪ ݐ ∈ ଵݓݐ
,௩ଶߪ ݐ ∈ ଶݓݐ
,௩ଷߪ ݐ ∈ ଷݓݐ

	 (4)

Symbols	ݓݐଵ,	ݓݐଶ, ‐sec	time	general	section,	time	unblocked	periods:	time	three	represent	ଷݓݐ
tion	 and	 congestion	 time	 section,	ߣଵ,	ߣଶ,	ߣଷ	represent	 the	 speed	 expectations	 of	 the	 vehicle	 in	
these	 three	 time	periods,	ߪ௩ଵ, 	represent	௩ଷߪ	,௩ଶߪ the	 standard	deviation	of	 speed	 in	 these	 three	
time	periods.	

When	the	vehicle	speed	is	in	the	unblocked	period,	it	obeys	the	logarithmic	distribution:	

	ln ,ߤሻ~ܰሺݐሺݒ 	ଶሻߪ

ሻ൯ݐሺݒ൫ܧ ൌ ଵ݁ߣ
ሺఓା

഑మ

మ
ሻ，ݎܽݒ൫ݒሺݐሻ൯ ൌ ௩ଵߪ ൌ ሺ݁ଶఓାఙ

మ
ሻሺ݁ఙ

మ
െ 1ሻ	 (5)

When	the	vehicle	speed	is	in	the	normal	time	period	and	the	peak	time	period,	it	obeys	nor‐
mal	distribution,	that	is	ݒሺݐሻ~ܰሺߤ, 	:that	so	ଶሻ,ߪ

ሻ൯ݐሺݒ൫ܧ ൌ ,ߤ ሻ൯ݐሺݒ൫ݎܽݒ ൌ 	ߪ (6)

Vehicle	routing	model	with	multiple	fuzzy	time	windows	based	on	time	varying	traffic	flow:	
Objective	functions:	

ଵܼݔܽ݉ ൌ
1
݊
෍ߤ௜ሺݐ௜ሻ
௜∈ே

	 (7)

	

ܼ݉݅݊ଶ ൌ ܥ ൅ ෍ ෍෍ܿ௜௝ ∙ ௜௝௞ݔ

ே

௝ୀ଴

ே

௜ୀ଴

ெ

௠ୀଵ

	 (8)

Constraint	conditions:	
	

෍ቌݍ௜෍ݔ௜௝௞

௡

௝ୀ଴

ቍ ൑ ܳ௞, ∀݇ ∈ ܭ

௡

௜ୀଵ

	 (9)

	

෍෍݀௜௝ݔ௜௝௞

௡ାଵ

௝ୀଵ

൑ ௞ܦ

௡

௜ୀ଴

	 (10)

	

෍෍ݔ௜௝௞

௠

௞ୀଵ

ൌ 1, ∀݆ ∈ ܮ

௡

௜ୀଵ

	 (11)

	

෍ ௜௝௞ݔ ൑ |ܵ| െ 1, ܵ ⊆ ;ܮ ∀݇ ∈ ܭ
௜,௝∈ௌൈௌ

	 (12)
	

௜ܮ
ఈ ൑ ௜ܧ

ఈାଵ, ∀݅ ⊆ ;ܮ ߙ ∈ ሼ1,2, … , ௜ܹ െ 1ሽ	 (13)
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௝ݐ ൒ ݔܽ݉ ቐ෍ ௜ݕ
ఈ

௪೔

ఈୀଵ

௜ܧ
ఈ, ൫ݐ௜ ൅ ௜ݏ ൅ ௜௝௞ቑݔ௜௝൯ݐ , ∀݅, ݆ ∈ ;ܮ ∀݇ ∈ 	ܭ (14)

	

௝ݐ ൑ ෍ ௝ݕ
ఈ

௪೔

ఈୀଵ

௝ܮ
ఈ, ∀݆ ∈ 	ܮ (15)

	

෍ ௜ݕ
ఈ

ௐ೔

ఈୀଵ

ൌ 1, ∀݅ ∈ 	ܮ (16)

	

ln ܰ~ሻݐሺݒ ቀݒሺݐሻ, ௩ቁߪ , ݐ ∈ 	ଵݓݐ
	

vሺtሻ~N ቀݒሺݐሻ, ௩ቁߪ , t ∈ tݓଶ, 	ଷݓݐ
	

ሻݐሺݒ ൌ ൝
,ଵߣ ଵݓݐ
,ଶߣ ଶݓݐ
,ଷߣ ଷݓݐ

, ௩ߪ ൌ ൝
,௩ଵߪ ଵݓݐ
,௩ଶߪ ଶݓݐ
,௩ଷߪ ଷݓݐ

	

	

௜௝ݐ ൌ
௜௝ݏ
ሻݐሺݒ

, ݅ ∈ ሾ0, ܰ ൅ ,ሿܯ ݆ ∈ ሾ0, ܰ ൅ 	ሿܯ (17)
	

௜௝௞ݔ ൌ 0 or 1, ∀݅, ݆, ݇	 (18)
	

௜ݕ
ఈ ൌ 0	or 1, ∀݅ ∈ ;ܮ ߙ ∈ ሼ1,2, … , ௜ܹሽ	 (19)

Function	(Eq.	7)	is	maximize	average	customer	satisfaction;	function	(Eq.	8)	is	minimum	dis‐
tribution	cost.	Constraint	condition	(Eq.	9)	ensure	that	each	vehicle	does	not	exceed	 the	maxi‐
mum	load	capacity.	Constraint	condition	(Eq.	10)	represents	 the	 total	 travel	distance	(time)	of	
any	distribution	vehicle	 is	within	the	 limit.	Constraint	condition	(Eq.	11)	ensure	that	each	cus‐
tomer	 is	 only	 served	by	 one	 car.	 Constraint	 condition	 (Eq.	 12)	 represents	 a	 cancellation	 loop.	
Constraint	 condition	 (Eq.	 13)	 represents	 the	 travel	 time	 from	 the	 customer	point	࢏	to	 the	 cus‐
tomer	point	݆	is	 related	 to	 the	distribution	of	 traffic	 flow	on	 the	 road,	 and	 the	delivery	 time	 is	
affected	by	vehicle	speed.	Constraint	conditions	(Eq.	14)	and	(Eq.	15)	represent	customers	are	
served	within	the	time	window.	Constraint	condition	(Eq.	16)	represents	that	each	client	is	only	
served	at	one	of	the	time	windows.	Constraint	condition	(Eq.	17)	represents	that	a	mathematical	
expectation	that	corresponds	to	the	speed	of	the	vehicle	at	different	times	of	the	day.	Constraint	
conditions	(Eq.	18)	and	(Eq.	19)	represent	the	range	of	variables.	

3. Improved wolf swarm algorithm 

Wolf	Colony	Algorithm	(WCA)	is	a	new	intelligent	optimization	algorithm	proposed	in	2011,	as	
soon	as	the	algorithm	was	put	forward,	it	attracted	the	attention	of	scholars	at	home	and	abroad.	
Wu	Husheng	(2013)	et	al.	proposed	Wolf	Pack	Algorithm	(WPA)	based	on	the	characteristics	of	
cooperative	hunting	of	wolves,	which	is	different	from	WCA	algorithm	[23].	After	several	years	
of	research	and	exploration,	the	WPA	has	been	applied	to	the	TSP	problem,	vehicle	routing	prob‐
lem	and	other	fields	successfully	[24,	25].	
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3.1 Migration modes with drift operators and wave operators 

In	 order	 to	 strengthen	 the	 information	 interaction	 between	wolves,	 this	 paper	 adds	 the	 drift	
operator	and	wave	operator	to	search	the	whole	search	space	comprehensively,	such	as	Eq.	20:		

௜,ௗݒ ൌ ௜,ௗݔ ൅ ߮௜,ௗ൫ݔ௜,ௗ െ ௞,ௗ൯ݔ ൅ ߶௜,ௗሺݔ௚,ௗ െ 	௞,ௗሻݔ (20)

	߶௜,ௗ	is	random	number	within	the	interval	[0,1],	߮௜,ௗ	is	random	number	within	the	interval	
	solution	optimum	represents	௚,ௗݔ	,[1,1–] in	explore	wolf's	 individual	history,	߶௜,ௗ	is	drift	coeffi‐
cient,	ሺݔ௚,ௗ െ ௜,ௗݔφ௜,ௗሺ	direction,	drift	is	௜,ௗሻݔ െ ‐coeffi	fluctuation	is	߮௜,ௗ	term,	fluctuation	is	௞,ௗሻݔ
cient.	

3.2 Summoning behavior with drift operators and wave operators 

In	order	 to	 improve	 the	ability	of	 information	 interaction	 in	 the	process	of	 fierce	wolf	 raid,	 in	
this	paper,	the	wolf	executes	each	round	of	search,	and	then	search	again	with	formula	(21).	Se‐
lect	 the	strongest	 scent	of	prey	and	advance	 in	 the	direction	of	 the	smell	 concentration	 in	 the	
current	position,	update	 fierce	wolf	 position,	select	 the	maximum	smell	 concentration	wolf	 as	
leader	wolf.	

3.3 Self‐adaption dynamic adjustment factor strategy 

The	siege	behavior	requires	the	fierce	wolf	to	have	stronger	local	searching	ability,	 in	order	to	
enhance	 exploit	 capacity	 of	 fierce	 wolf,	 this	 paper	 introduce	 the	 adaptive	 adjustment	 factor	
strategy,	as	shown	in	Eqs.	21	to	24.	

௜௝ݒ ൌ ଵݐ ∙ ௜௝ݔ ൅ ଶݐ ∙ ߮௜௝ሺݔ௜௝ െ 	௞௝ሻݔ (21)
	

߮௜௝ ൌ ሺ݀݊ܽݎ െ 0.5ሻ ∙ 2	 (22)
	

ଵݐ ൌ ݉ሺݓଶ െ ൬
ݎ݁ݐ݅

ݔܽ݉ ݈݁ܿݕܿ
൰
ఈ

ሺݓଶ െ 	ଵሻሻݓ (23)
	

ଶݐ ൌ ݉ሺݓସ െ ൬
ݎ݁ݐ݅

ݔܽ݉ ݈݁ܿݕܿ
൰
ఉ

ሺݓସ െ 	ଷሻሻݓ (24)

	memory	represents	ଵݐ factor,	 is	 the	 record	 of	 the	 historical	 position	 of	 the	 proportion,	 the	
greater	 the	 value,	 the	 better	 the	 global	 optimization	 ability,	 the	 change	 is	 shown	 in	 Eq.	 	ଶݐ	;23
represents	relationship	factors	of	information	sharing	between	food	sources	and	adjacent	food	
sources,	its	change	is	shown	in	Eq.	24.	

In	 formula,	ݓଵ,	ݓଶ,	ݓଷ,	ݓସ	is	 constants,	 simultaneous	 satisfaction	ݓଶ ൐ ସݓ	,ଵݓ ൐ 	,ଷݓ and	 its	
range	 of	 value	 is	 in	 the	 range	 	is	ଵݐ	.[0.1,1.5] reduced	 from	ݓଶ	to	ݓଵ,	 is	 from	 the	 global	 search	
gradually	refined	to	local	search,	ߙ	usually	less	than	1,	but	the	numerical	value	is	too	small	is	not	
conducive	to	global	convergence,	so	the	range	of	numerical	value	is	in	[0.6,1].	ݐଶ	is	reduced	from	
ߚ	,usually	ସ,ݓ	to	ଷݓ ൐ 1,	but	the	fierce	wolf	can	easily	cross	the	global	optimal	solution	when	the	
numerical	value	 is	 too	 large,	 so	 the	 range	of	numerical	value	 is	 in	 [1,1.3].	݉	is	a	 constant,	 it	 is	
based	 on	 the	 comparison	 between	 the	 food	 source	 and	 the	 food	 source	 in	 the	 neighborhood,	
when	the	neighborhood	food	source	position	is	better	than	the	current	food	source,	the	neigh‐
borhood	tends	to	search	and	share	information,	value	݉ ൌ 1.5,	otherwise	݉	=	0.6.	

3.4 Algorithm flow  

The	 improved	WPA	 solves	 the	 flow	 chart	 of	 the	multi	 time	 vehicle	path	model	 based	on	 time	
varying	traffic	flow,	as	shown	in	Fig	1.	
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Fig	1	algorithm	flow	chart	

4. Results and discussion 

Multiple	fuzzy	time	windows	vehicle	routing	problem	for	time‐varying	traffic	flow,	considers	the	
time‐varying	traffic	flow	and	fuzzy	time	windows	at	the	same	time.	At	present,	there	is	no	com‐
mon	standard	test	data	internationally,	referring	to	the	literature	[11],	 the	simulation	data	are	
designed	as	follows.	A	distribution	center	services	for	20	clients,	each	client	has	2	time	windows,	
the	distribution	center	has	ܰ	delivery	vehicles,	it's	a	single	model,	the	maximum	capacity	of	each	
car	is	45	t,	the	delivery	cost	of	the	distribution	vehicle	is	6	yuan	per	kilometer,	the	fixed	cost	of	
each	 car	 is	 150	 yuan,	 customer	 coordinates,	 customer	 requirements,	 service	 times,	 and	 time	
windows	are	shown	 in	Table	1.	 It	 is	assumed	that	 the	delivery	vehicle	will	work	 from	7:00	 to	
20:00	a	day,	affected	by	 traffic	 flow	at	different	 times,	 the	corresponding	distribution	vehicles	
have	different	running	speeds,	based	on	the	actual	situation	to	do	the	relevant	design,	as	shown	
in	Table	2.	

Table	1	Customer	information	

Customer	 	௜ݍ 	௜ݏ Coordinate	 ௜ܧ
ଵ	 ܽ௜

ଵ	 ܾ௜
ଵ	 ௜ܮ

ଵ	 ௜ܧ
ଶ	 ܽ௜

ଶ	 ܾ௜
ଶ	 ௜ܮ

ଶ	
1	 2	 0.2	 (1,5)	 23.0	 0.0	 1.0	 3.0	 2.7	 4.0	 5.0	 6.6	
2	 3	 0.2	 (22,10)	 22.5	 0.5	 1.5	 2.0	 2.4	 3.0	 4.0	 5.6	
3	 4	 0.3	 (12,20)	 22.5	 0.5	 2.0	 2.2	 2.6	 3.0	 4.0	 5.6	
4	 3	 0.2	 (6,28)	 23.0	 0.5	 1.5	 2.5	 2.2	 3.0	 4.0	 5.6	
5	 5	 0.3	 (10,2)	 22.5	 0.0	 1.0	 2.4	 2.2	 3.0	 4.0	 5.6	
6	 7	 0.4	 (8,15)	 22.5	 0.5	 1.0	 1.4	 1.4	 2.0	 3.0	 4.6	
7	 6	 0.4	 (‐10,20)	 22.5	 0.5	 1.5	 1.5	 2.0	 2.5	 3.5	 5.1	
8	 4	 0.3	 (‐15,6)	 22.5	 0.5	 2.0	 2.0	 2.4	 3.0	 4.0	 5.6	
9	 6	 0.4	 (‐18,25)	 22.5	 0.5	 1.5	 1.8	 1.8	 2.0	 3.0	 4.6	
10	 6	 0.4	 (‐22,5)	 23.0	 0.5	 1.0	 1.4	 1.4	 2.0	 4.0	 5.6	
11	 7	 0.4	 (‐15,‐5)	 23.0	 0.5	 1.5	 2.5	 2.4	 3.0	 4.0	 5.6	
12	 10	 0.5	 (‐17,‐12)	 23.0	 0.5	 1.0	 1.8	 1.7	 3.0	 4.0	 5.6	
13	 5	 0.3	 (‐10,‐25)	 22.5	 0.5	 1.0	 1.5	 1.4	 1.5	 3.0	 4.6	
14	 7	 0.4	 (‐5,‐15)	 23.0	 0.5	 1.0	 1.5	 1.4	 2.0	 3.0	 4.6	
15	 11	 0.5	 (2,‐35)	 23.5	 1.0	 3.0	 3.5	 3.6	 4.0	 5.0	 6.6	
16	 12	 0.5	 (3,‐15)	 23.5	 0.5	 1.5	 2.5	 2.2	 3.0	 4.0	 5.6	
17	 4	 0.3	 (5,‐10)	 22.5	 0.0	 1.0	 2.5	 2.6	 4.0	 5.0	 6.6	
18	 5	 0.3	 (12,‐35)	 23.0	 0.5	 1.5	 1.8	 1.9	 2.0	 4.0	 5.6	
19	 10	 0.5	 (23,‐20)	 23.6	 1.0	 2.0	 2.3	 2.4	 3.0	 5.0	 6.6	
20	 12	 0.5	 (16,‐12)	 23.0 0.5 1.0 2.0 2.1 3.0	 5.0	 6.6
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Table	2	Vehicle	speed	
Congestion	situation Specific	time Running	speed	

Expedite	time		
7:00‐7:20

55	
19:00‐20:00

General	time		 9:00‐12:00 45	
13:00‐17:00

Congestion	time	
7:20‐9:00

35	12:00‐13:00
17:00‐19:00

Authors	 through	a	 large	number	of	 experiments	 to	verify	 that	α	(i.e.,	 exploring	wolf	 scaling	
factor)	and	ߚ	(i.e.,	update	scaling	factor)	in	WPA	not	as	sensitive	as	other	intelligent	algorithms,	
random	selection	is	only	required	within	the	bounds;	ω	(the	distance	determination	factor)	is	an	
important	parameter	to	control	the	artificial	wolf	from	the	raid	state	to	siege	behavior,	with	the	
increase	of	ω,	determine	the	distance	decreases,	the	artificial	 fierce	wolf	 into	siege	behavior	 in	
the	 distance	near	 the	 position	 of	 the	 leader	wolf, improve	 the	 convergence	 speed	of	 the	 algo‐
rithm,	reduce	iterations,	but	the	value	of	ω	is	too	large,	the	artificial	wolf	is	difficult	to	move	into	
the	siege,	which	leads	to	an	increase	in	iterations;	ܵ	(the	step	size	factor)	shows	the	fine	degree	
of	searching	the	optimal	solution	 for	 the	wolf	 in	 the	solution	space,	with	 the	 increase	of	ܵ,	 the	
search	 precision	 is	 increased,	 and	 the	 average	 iteration	 number	 of	 the	 algorithm	 is	 also	 in‐
creased,	if	the	ܵ	exceeds	a	certain	range,	the	convergence	accuracy	of	the	algorithm	will	decrease	
and	the	optimization	results	will	be	poor. 	

According	to	references	[23‐26],	this	paper	sets	up	the	running	parameters	of	the	improved	
WPA:	experimental	setting	maximum	iterations	 is	100,	maximum	number	of	 trips	 is	15,	 initial	
wolf	size	is	200,	ߙ ൌ 4, ߚ ൌ 6, ܵ ൌ 22;	the	average	level	of	satisfaction	is	set	to	0.75,	the	optimal	
experimental	results	obtained	by	the	 improved	wolf	pack	algorithm	are	shown	in	Table	3,	 the	
optimal	experimental	result	path	is	shown	in	Fig	2.	

For	further	analysis	the	improved	WPA,	the	calculation	results	are	compared	with	the	results	
of	 genetic	 algorithm,	 the	 selected	 algorithm	 parameters	 are	 as	 follows:	 population	 size	 is	 30,	
crossover	 rate	 is	 0.6,	 mutation	 rate	 is	 0.05.	 Each	 algorithm	 is	 calculated	 with	 the	 same	 con‐
straints	and	computer	configuration,	run	100	times	separately.	

	
Table	3	Optimal	experimental	results	

Vehicle	 Route	
Travel	distance	

(km)	
Customer
satisfaction	

Loading	
capacity	(t)	

Distribution	cost
(yuan)	

1	 0‐17‐16‐14‐13‐12‐0	 71.32 0.75 38 577.92
2	 0‐7‐9‐10‐8‐11‐0	 86.07 0.77 29 666.42
3	 0‐20‐19‐18‐15‐0	 94.29 0.76 38 715.74
4	 0‐5‐2‐6‐3‐4‐1‐0	 84.53 0.78 24 657.18

 

 

Fig	2	Optimal	experimental	result	path	chart	
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The	experimental	comparison	results	are	shown	in	Table	4,	the	improved	WPA	has	the	best	
path,	 the	 shorter	 total	 travel	 distance	 and	 the	 lower	 total	 distribution	 cost,	 average	 customer	
satisfaction	is	higher;	The	Table	4	shows	that	the	improved	WPA	does	not	increase	the	computa‐
tional	time	on	the	basis	of	performance	improvement,	and	is	an	efficient	improved	wolf	swarm	
algorithm.	

The	convergence	of	 the	optimal	solution	 is	shown	in	Fig	3.	These	results	show	that	 the	 im‐
proved	WPA	has	 the	advantages	of	 small	number	of	 iterations	and	high	efficiency.	 It	 can	con‐
verge	to	the	global	optimal	solution	in	a	short	period	of	time.	

Table	4	Experimental	results	of	improved	WPA	and	genetic	algorithm	

Algorithm	 Vehicle	route	
Total	travel	
distance	(km)	

Total	distribu‐
tion	cost	(yuan)	

Average	cus‐
tomer	satisfac‐

tion	

Average	com‐
putational	time	

(s)	

Improved	
WPA	

0‐17‐16‐14‐13‐12‐0	
0‐7‐9‐10‐8‐11‐0	
0‐20‐19‐18‐15‐0	
0‐5‐2‐6‐3‐4‐1‐0	

336.21	 2617.26	 0.77	 10.39	

Genetic	
algorithm	

0‐8‐10‐11‐12‐0	
0‐1‐5‐2‐6‐3‐4‐7‐9‐0	
0‐20‐19‐18‐15‐0	
0‐17‐16‐13‐14‐0	

343.033	 2658.17	 0.76	 11.87	

 

 

Fig	3	Convergence	of	the	optimal	solution	

5. Conclusion 

This	paper	considers	the	time‐varying	speed	in	real	life	and	the	fuzzy	time	window	of	customers,	
a	vehicle	routing	model	with	multiple	fuzzy	time	windows	based	on	time‐varying	traffic	flow	is	
constructed.	 The	drift	 operator	 and	wave	 operator	 are	 introduced	 in	 the	migration	 and	wave	
operators,	in	order	to	enhance	the	exploit	capacity	of	the	wolf,	an	adaptive	dynamic	adjustment	
factor	is	introduced,	design	an	improved	WPA	and	give	the	algorithm	steps.	Through	simulation	
analysis,	 the	 improved	wolf	pack	algorithm	 is	 compared	with	genetic	algorithm,	 it	 shows	 that	
the	 algorithm	can	 obtain	 the	optimal	 solution,	 and	 the	 efficiency	of	 the	 solution	has	been	 im‐
proved,	 can	 reduce	 the	 total	distance	 travelled	more	effectively,	 reduce	distribution	costs	and	
improve	customer	satisfaction.	

Therefore,	the	improved	WPA	increase	exchanges	of	information	between	the	artificial	wolf,	
enhance	the	wolves	grasp	of	global	information,	the	exploration	ability	and	exploitation	ability.	
WPA	is	a	swarm	intelligence	optimization	algorithm	to	solve	multi	fuzzy	vehicle	routing	problem	
with	time	window.	WPA	is	a	new	swarm	intelligence	algorithm.	How	to	combine	the	WPA	with	
other	intelligent	algorithms	to	solve	the	problem	more	efficiently	is	the	next	step.	

Meanwhile,	the	uncertainties	faced	in	reality	are	even	more	complex,	for	example,	changes	in	
customer	 demand,	 sudden	 vehicle	 failure,	 customer	 cancellations,	 changes	 in	 customer's	 time	
window,	bad	weather,	etc.	In	the	future,	such	extensions	can	study	in	depth.	
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A B S T R A C T	   A R T I C L E   I N F O	

Nowadays	 a	 lot	 of	 lasers	working	 at	different	parameters	 could	be	used	 for	
machining	of	a	wide	spectrum	of	materials.	One	of	these	materials	is	alumina	
ceramic	 as	 it	 is	 hard	 to	 machine	 using	 conventional	 methods	 due	 to	 high	
hardness	 and	 brittleness.	 In	 this	 paper	 the	 percussion	 drilling	 of	 alumina	
ceramics	 was	 performed	 by	 Nd:YAG	 laser	 and	 quasi‐continuous‐wave	 fiber	
laser.	Effects	of	 laser	wavelength,	 pulse	 energy,	 pulse	 length	 and	number	of	
pulses	were	examined	and	the	comparison	of	produced	holes	geometry	was	
reported. The	results	show	that	it	is	possible	to	control	the	holes	dimensions	
by	 changing	 lasers	 and	 parameters.	 Fiber	 laser	 provides	 generation	 of	 nar‐
rower	holes	due	to	its	small	spot	and	better	beam	quality	together	with	high	
power	 densities.	 Shorter	 pulses	 0.5	ms,	 high	 peak	 power	 1	kW	 and	 energy	
density	 around	10	kJ/cm2	are	 satisfactory	 for	drilling,	 as	 they	 assured	good	
holes	circularity	and	less	amount	of	melt.	For	Nd:YAG	laser	it	was	found	that	
both	 entrance	and	exit	 holes	diameters	 go	up	proportionally	with	 the	pulse	
length	and	pulse	energy.	The	optimum	parameters	 for	 this	 laser	were	pulse	
length	1	ms	as	good	circularity	and	 less	amount	of	dross	was	obtained,	and	
energy	 densities	 around	 1	 kJ/cm2	 leading	 to	 formation	 of	 hole	 with	 better	
quality.	Moreover,	higher	number	of	pulses	improves	holes	circularity.	
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1. Introduction 

Technical	ceramic	such	as	Al2O3	can	be	found	in	many	fields	of	human	activity.	It	is	used	for	ex‐
ample	 in	microelectronics	as	 thin	 film	substrate	 in	 circuit	boards,	 in	automobile	engines,	 tele‐
communication	or	mechanical	engineering	for	producing	valves,	seals	and	pump	impellers.	Sig‐
nificant	exploitation	of	ceramic	is	also	in	medicine	as	orthopedic	implants	are	made	from	it.	Due	
to	its	characteristic	properties,	like	high	hardness	and	brittleness,	high	thermal	conductivity	and	
wear,	 and	 chemical	 resistance,	 it	 is	 hard	 to	machine	 it	 by	 conventional	methods.	 Fortunately,	
laser	machining	brings	several	advantages	including	high	precision	and	process	control	together	
with	 reduction	 of	mechanical	 stress.	Moreover,	 laser	 treatment	 ensures	 low	heat	 input	 to	 the	
material	thus	the	heat	affected	zone	around	the	interaction	area	is	limited	[1‐4].		

Laser	machining	ceramics	is	the	actual	issue	for	many	applications	including	cutting,	drilling	
and	scribing.	Lots	of	laser	parameters,	mainly	pulse	length,	peak	power,	pulse	energy,	pulse	fre‐
quency	and	 focus	position	are	 involved	 in	 laser	drilling	 [5‐7].	The	previous	papers	are	mostly	
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devoted	to	the	study	of	the	effect	of	the	laser	parameters	on	the	drilled	holes	and	their	charac‐
teristics	 involving	 taper,	 recast,	 spatter	 and	micro‐cracks.	 For	 every	 specific	 application,	 it	 is	
important	to	find	the	optimum	parameters	to	achieve	required	holes	geometry	and	quality.	For	
example,	Sibalija	et	al.	2011	studied	the	process	of	Nd:YAG	laser	drilling	of	Ni‐based	superalloy	
Nimonic	263	sheets	and	developed	a	hybrid	strategy	 that	 is	able	 to	 find	optimum	process	pa‐
rameters	and	fulfill	the	specific	demands	for	seven	characteristics	of	the	drilled	holes	including	
holes	diameter,	circularity,	aspect	ratio,	tapper	and	spatter	[8].		

In	literature	there	are	reports	that	concern	experimental	and	theoretical	investigation	of	the	
laser	drilling	process	of	alumina	ceramics.	Kacar	et	al.	2009	[9]	inspected	the	dependence	of	the	
hole	diameter	on	the	laser	peak	power	using	Nd:YAG	laser.	They	ascertained	that	the	holes	di‐
ameter	increases	with	increasing	peak	power.	Nedialkov	et	al.	2003	[10]	compared	the	process	
of	ceramic	drilling	using	fundamental,	second	and	third	harmonics	of	Nd:YAG	laser	experimen‐
tally	 and	 theoretically.	Another	 theoretical	model	 for	predicting	 the	holes	 circularity	was	pre‐
sented	in	Bharatish	et	al.	2013	[11].	Hanon	et	al.	2012	[6]	examined	and	simulated	the	influence	
of	laser	parameters	on	geometrical	and	microstructural	hole	properties.	They	also	compared	the	
experimental	and	simulation	results	to	assess	the	differences	in	the	holes	dimensions.	Although	
many	 researches	 have	 been	 held,	 several	 problems	 concerning	 laser	 drilling,	 such	 as	 sample	
cracking	or	melt	deposition	need	to	be	figured	out.		

Thermal	effects	can	be	strongly	reduced	using	short	pulses,	but	processing	speeds	have	to	be	
lowered	[12].	A	new	generation	of	quasi‐continuous‐wave	(QCW)	ytterbium	fiber	lasers	emitting	
at	wavelength	of	1070	nm,	with	unique	properties	including	high	pulse	energy	and	high	average	
and	peak	power	together	with	excellent	beam	quality	can	bring	an	improvement.	Extreme	high‐
power	densities	allow	high	quality	and	rapid	machining	of	ceramic	materials.	Fiber	 lasers	also	
offer	 the	 possibility	 to	machine	 structures	with	 dimensions	 smaller	 than	 100	 μm	 due	 to	 low	
beam	parameter	product	[13].	

In	 this	 paper	 laser	 drilling	 of	 alumina	 ceramics	was	 carried	 out	 using	 two	different	 lasers,	
with	 the	 aim	 of	 creating	 high	 quality	 holes.	 For	 this	 reason	 the	 effect	 of	 drilling	 parameters	
(pulse	energy,	pulse	length,	number	of	pulses)	on	the	holes	characteristics	is	examined	and	op‐
timum	parameters	are	determined.	The	holes	and	their	dimensions	were	characterized	by	scan‐
ning	confocal	microscopy.		

2. Materials and methods 

The	 first	 laser	 source	 was	 flash	 lamp	 pumped	 Nd:YAG	 laser	 LASAG	 KLS	 246‐102	 emitting	 at	
wavelength	 of	 1064	 nm.	We	 can	 obtain	 laser	 spot	 in	 focus	 plane	 0.6	mm	 allowing	maximum	
power	 150	 W.	 Firstly,	 fixed	 parameters	 during	 the	 process	 were	 frequency	 20	Hz	 and	 pulse	
length	 0.5	ms.	 The	 pulse	 energy	 in	 the	 range	 0.7‐2.7	 J	was	 adjusted	 by	 setting	 the	 flash	 lamp	
charging	 voltage	 (220‐350	V)	 to	 investigate	 the	 effect	 of	 pulse	 energy	 on	 the	 holes	 geometry.	
Simultaneously	the	dependence	on	the	number	of	pulses	(20‐180	pulses)	was	examined	as	well.	
During	the	second	experiment,	the	effect	of	pulse	length,	pulse	energy	and	number	of	pulses	(80‐
120)	was	tested.	The	pulse	length	was	increased	from	0.6	ms	to	1	ms	with	the	increment	0.1	ms,	
namely	for	each	value	from	the	interval	of	flash	lamp	voltages	(250‐300	V,	Table	1).		

The	 second	 laser	 was	 QCW	 ytterbium	 fiber	 laser	 YLR‐150/1500‐QCW	 (IPG)	 with	 a	 multi‐
mode	 core	 fiber	 that	 can	work	 at	 pulse	mode	 providing	 various	 pulse	 lengths	 and	 high	 peak	
powers,	 as	well	 as	 at	 continuous‐wave	mode	providing	high	 average	powers.	QCW	mode	was	
used	for	drilling	enabling	a	maximum	peak	power	of	1.5	kW.	High	beam	quality	and	small	spot	
size	allow	achieving	high	power	densities	for	precise	process.	During	drilling	the	pulse	frequen‐
cy	was	set	to	50	Hz	and	the	influence	of	pulse	length	(0.5‐1	ms,	with	the	increment	0.1	ms)	and	
pulse	energy	(0.34‐1.54	J)	on	the	hole	characteristics	were	evaluated	(Table	2).	

	
Table	1	Process	parameters	for	drilling	alumina	ceramics	using	Nd:YAG	laser	

Voltage	(V)	
Pulse	length	

(ms)	
Pulse	energy	

(J)	
Energy	density	

(kJ/cm2)	
Average	power	

(W)	
Peak	power	

(kW)	
Power	density	
(MW/cm2)	

250‐300	 0.6‐1.0	 1.37‐4.00	 0.48‐1.42 27.4‐80.0 2.28‐4.00	 0.81‐1.42
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Table	2	Process	parameters	for	drilling	alumina	ceramics	using	QCW	fiber	laser	

Pulse	length	(ms)	 Pulse	energy	(J)	
Energy	density	

(kJ/cm2)	
Average	power	(W) Peak	power	(W)	

Power	density	
(MW/cm2)	

0.5‐1.0	 0.34‐1.54	 4.36‐19.63 17.13‐77.05 685‐1540	 8.71‐19.63
	

For	experimental	studies	alumina	ceramic	 (Al2O3,	purity	96	%)	plates	with	 thickness	2	mm	
were	used.	Before	starting	experiments,	 the	sample	surface	was	cleaned	by	acetone	to	remove	
oil	and	dust	residues.	Tests	were	performed	at	ambient	temperature	in	air	with	the	aid	of	com‐
pressed	air	supplied	at	pressure	of	2	bars.	Holes	diameters	and	depths	were	measured	with	the	
help	of	scanning	confocal	microscope	OLYMPUS	LEXT	3100.	Measurements	of	dimensions	and	
3D	reconstructions	of	the	irradiated	surfaces	were	provided	by	attached	software.		

3. Results and discussion 

Laser	 drilling	 is	 a	 complex	 process,	 dependent	 on	 several	 laser	 parameters.	 Therefore,	 there	
could	be	problems	with	melt	produced	during	the	drilling.	The	shape	of	the	hole	is	affected	by	
melt	expulsion	and	irregular	or	 incomplete	expulsion	causes	 formation	of	recast	 layer	and	can	
even	close	the	hole.	In	this	paper	modifications	of	the	holes	geometry	are	analysed	under	several	
process	conditions.	The	effects	of	 the	wavelength,	pulse	energy,	pulse,	 length,	peak	power	and	
number	of	pulses	on	the	holes	characteristics	were	investigated.	

3.1 Ceramics drilling using Nd:YAG laser 

Dependence	of	the	entrance	holes	diameter	drilled	in	alumina	ceramics	on	the	pulse	energy	for	
three	selected	number	of	pulses	is	presented	in	Fig.	1.	As	one	can	see,	the	entrance	holes	diame‐
ter	increases	with	increasing	value	of	pulse	energy.	The	lowest	value	of	pulse	energy	capable	of	
machining	a	hole	through	the	entire	sample	thickness	was	1.47	J.	For	lower	values	an	interaction	
between	 laser	 radiation	 and	 the	 alumina	 ceramic	 surface	 was	 not	 observed.	 The	 graph	 also	
shows	that	the	number	of	pulses	is	not	a	decisive	parameter	as	its	influence	on	the	holes	diame‐
ter	was	not	 significantly	 proved,	 in	 contrast	with	Hanon	et	al.	 2012	 [6]	who	 claimed	 that	 the	
proportions	of	 the	holes	were	strictly	 influenced	by	 the	number	of	pulses.	By	setting	different	
values	of	pulse	energy	the	required	holes	with	entrance	diameters	between	374	µm	and	537	µm	
were	 created.	The	 exit	 holes	diameters	did	not	 exhibit	 clear	 dependence	 on	pulse	 energy	 and	
their	dimensions	were	between	200	µm	and	300	µm.		

Fig.	 2	 depicts	 the	 created	 entrance	 and	 exit	 holes	 using	 laser	 radiation	with	 pulse	 energy	
1.47	J,	and	number	of	pulses	20	and	160.	The	recast	layer	produced	after	re‐solidification	of	the	
melt	phase	formed	during	the	drilling	encloses	the	hole.	Furthermore,	a	part	of	the	melt	material	
can	be	observed	also	on	the	edges	of	 the	exit	hole	created	by	 low	number	of	pulses.	This	phe‐
nomenon	arises	from	the	melt	expulsion	from	the	cavity.	However,	more	pulses	cleanse	the	cavi‐
ty	and	drops	of	melt	disappear	 from	 the	exit	hole.	Thus,	 the	 increase	 in	 the	number	of	pulses	
does	not	significantly	affect	the	holes	diameter	but	can	affect	the	amount	of	the	recast	material.	
Fig.	2	also	shows	that	the	entrance	holes	are	quite	circular,	while	the	exit	ones	have	non‐circular,	
irregular	shape.	However,	circularity	of	exit	holes	could	be	improved	by	increasing	the	number	
of	pulses.	Thus,	according	to	our	results	it	is	important	to	set	suitable	parameters	that	are	in	our	
case	pulse	energy	at	least	1.47	J	and	number	of	pulses	100.	
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Fig.	1	The	diameter	of	the	holes	drilled	in	alumina	ceramics	by	Nd:YAG	laser	in	dependence	on	pulse	energy	for	
number	of	pulses	80,	100	and	120	by	keeping	frequency	20	Hz	and	pulse	length	0.5	ms.	

	

	

Fig.	2	Images	of	holes	in	alumina	ceramics	drilled	by	Nd:YAG	laser	obtained	at	process	parameters	of	pulse	length	
0.5	ms,	frequency	20	Hz	and	pulse	energy	1.47	J:	a)	entrance,	20	pulses,	b)	entrance,	160	pulses,	c)	exit,	20	pulses,		
d)	exit,	160	pulses.	Magnification	240x,	red	scale	160	µm.	

	

	 The	study	of	the	holes	characteristics	and	geometry	gave	us	the	information	about	the	influ‐
ence	of	number	of	pulses	and	pulse	energy	on	the	drilling	of	alumina	ceramics.	After	that	a	sec‐
ond	 experiment	 was	 held.	 At	 first,	 the	 holes	 diameter	 was	 investigated	 by	 increasing	 pulse	
length	at	six	different	charging	voltages	of	the	flash	lamp.	Corresponding	pulse	energies	are	giv‐
en	 in	Table	1.	The	entrance	holes	diameter	as	a	 function	of	pulse	 length	 for	different	charging	
voltages	is	shown	in	Fig.	3.	The	holes	diameter	goes	up	with	increasing	pulse	length,	and	higher	
charging	voltage	also	leads	to	the	rise	of	the	holes	diameter	for	each	pulse	length.	Thus,	for	one	
value	of	pulse	length	higher	charging	voltage	causing	higher	power	leads	to	the	rise	of	the	holes	
diameter.	Consequently,	with	given	laser	configuration	and	theoretical	spot	diameter	it	was	pos‐
sible	to	achieve	desired	holes	formation	with	diameters	in	the	range	from	350	µm	to	600	µm	by	
controlling	the	laser	parameters.	Similar	results	presented	Kacar	et	al.	2009	[9]	and	Hanon	et	al.	
2012	[6]	who	determined	that	holes	diameter	 increased	with	pulse	 length	and	peak	power.	 In	
addition,	similar	results	can	be	obtained	also	for	different	materials.	Petronic	et	al.	2010	drilled	
Ni‐based	superalloy	NIMONIC	263	with	two	different	thicknesses	and	reported	that	the	diame‐
ter	increases	with	increasing	pulse	length	and	decreases	with	increasing	frequency	[14].	
	 Images	of	 the	holes	generated	by	Nd:YAG	laser	using	charging	voltages	of	 flash	 lamp	250	V	
and	280	V	are	displayed	in	Fig.	4	and	Fig.	5.	Each	figure	includes	entrance	and	exit	holes	created	
by	laser	radiation	with	different	pulse	lengths.	These	figures	confirm	that	increase	in	the	pulse	
length	and	thus	also	pulse	energy	 leads	to	enlarging	of	 the	hole.	Longer	pulse	 lengths	also	 im‐
prove	the	exit	holes	quality	as	the	hole	is	becoming	more	circular.	From	Fig.	4	and	Fig.	5	it	is	evi‐
dent	that	re‐solidification	of	the	melt	occurred	around	the	holes	entrance.	Drops	of	melt	are	also	
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visible	at	 the	edge	of	exit	holes.	Some	holes	could	be	even	partially	 closed	by	 the	re‐solidified	
melt	(Fig.	4b).	This	phenomenon	has	its	origin	in	the	melt	erosion	of	the	holes	sidewalls	induced	
by	the	high	pressure	of	vapour	located	nearby	the	material	surface	within	irradiation	that	press	
the	melted	material	up	and	away	 from	the	hole	 [15].	However,	 these	 imperfections	can	be	re‐
duced	by	using	 longer	pulses	and	higher	energies.	From	our	observations	 it	 can	be	concluded	
that	relatively	 long	pulses	(1	ms)	with	pulse	energy	3,4	 J	and	energy	densities	above	1	kJ/cm2	
are	the	right	parameters	for	alumina	drilling	by	Nd:YAG	laser.	
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Fig.	3	The	entrance	diameter	of	the	holes	drilled	in	alumina	ceramics	by	Nd:YAG	laser	in	dependence	on	
pulse	length	for	six	charging	voltages	in	the	range	from	250	V	to	300	V	by	keeping	frequency	20	Hz	

	

	

Fig.	4	Images	of	the	holes	in	alumina	ceramics	drilled	by	Nd:YAG	laser	obtained	at	process	parameters	of	frequency	
20	Hz,	charging	voltage	250	V	and	number	of	pulses	120:	a)	pulse	length	0.6	ms,	pulse	energy	1.37	J,	entrance,	
b)	pulse	length	0.8	ms,	pulse	energy	1.9	J,	entrance	c)	pulse	length	1	ms,	pulse	energy	2.4	J,	entrance,	d)	pulse	length	
0.6	ms,	pulse	energy	1.37	J,	exit,	e)	pulse	length	0.8	ms,	pulse	energy	1.9	J,	exit,	f)	pulse	length	1	ms,		
pulse	energy	2.4	J,	exit.	Magnification	240x,	red	scale	160	µm.	

	

	

Fig.	5	Images	of	the	holes	in	alumina	ceramics	drilled	by	Nd:YAG	laser	obtained	at	process	parameters	of	frequency	
20	Hz,	charging	voltage	280	V	and	number	of	pulses	120:	a)	pulse	length	0.6	ms,	pulse	energy	1.84	J,	entrance,	b)	pulse	
length	0.8	ms,	pulse	energy	2.64	J,	entrance	c)	pulse	length	1	ms,	pulse	energy	3.4	J,	entrance,	d)	pulse	length	0.6	ms,	
pulse	energy	1.84	J,	exit,	e)	pulse	length	0.8	ms,	pulse	energy	2.64	J,	exit,	f)	pulse	length	1	ms,	pulse	energy	3.4	J,	exit.	
Magnification	240x,	red	scale	160	µm.	
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3.2 Ceramics drilling using QCW fiber laser 

QCW	 fiber	 laser	was	 the	 second	 laser	used	 to	drill	 alumina	 ceramics.	The	holes	diameter	was	
investigated	 in	 dependence	 on	 pulse	 energy,	 peak	 power,	 pulse	 length	 and	 number	 of	 pulses.	
The	dependence	of	the	holes	diameter	on	pulse	length	is	depicted	in	Fig.	6.	It	is	evident	that	the	
holes	diameter	 is	 lowest	 for	pulse	 length	0.8	ms.	The	figure	also	shows	that	the	hole	diameter	
goes	 up	with	 increasing	 peak	 power	 for	 each	 pulse	 length.	 In	 order	 to	 get	more	 information	
about	the	holes,	the	entrance	and	exit	diameters	were	examined	in	dependence	on	pulse	energy.	
It	was	observed	 that	 the	exit	diameter	 increases	with	 increasing	pulse	energy	although	 it	was	
always	smaller	than	the	entrance	one.	Furthermore,	a	rise	of	the	entrance	diameter	is	detected	
with	increasing	pulse	energy	for	each	analysed	pulse	length.	Thus,	using	different	parameters	it	
is	possible	to	create	holes	with	entrance	diameters	in	the	range	from	133	µm	to	266	µm.		
	 Images	of	the	entrance	and	exit	holes	drilled	by	laser	radiation	with	pulse	lengths	0.6	ms	and	
1	ms	are	displayed	in	Fig.	7	and	Fig.	8.	Each	figure	is	specific	for	certain	pulse	length	and	increas‐
ing	series	of	peak	powers.	The	entrance	holes	are	quite	circular,	but	a	small	amount	of	the	melt	
is	visible	around	the	holes.	On	the	contrary,	the	exit	holes	are	not	circular	and	the	melt	is	evident	
there	too.	The	entrance	and	exit	holes	circularity	can	be	improved	using	higher	peak	powers,	as	
they	deliver	high	energy	radiation	that	transports	the	melted	material	further	from	the	hole	and	
does	not	allow	it	to	accumulate.	It	can	be	said	that	the	amount	of	melt	presented	at	the	edges	of	
entrance	and	exit	holes	is	lowered	for	higher	peak	powers	too,	since	the	increase	in	laser	power	
leads	 to	 increase	 in	 thermal	 energy	which	 causes	better	material	 removal	 in	 the	whole	 cross‐
section	of	the	hole.	This	explanation	is	in	concordance	with	the	results	acquired	also	by	Biswas	
et	al.	2010	[16]	and	Bharatish	et	al.	2013	[11].	Therefore,	according	to	these	statements	and	our	
observations	high	peak	powers	at	least	1	kW	are	adequate	for	alumina	drilling	by	fiber	laser.	In	
addition,	the	amount	of	the	melt	is	also	reduced	for	shorter	pulses	so	pulses	0.5	ms	and	0.6	ms	
are	optimum	pulse	lengths.	Mutlu	et	al.	2009	[17]	and	Ng	and	Li	2001	[7]	who	studied	the	drill‐
ing	of	ceramic	samples	and	the	effect	of	 laser	parameters	on	the	process	also	reported	similar	
results.	For	example	Ng	and	Li	 suggested	 that	 the	holes	circularity	was	 the	best	when	drilling	
was	performed	at	shorter	pulse	length	and	higher	peak	power.	
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Fig.	6	The	entrance	diameter	of	the	holes	drilled	in	alumina	ceramics	by	QCW	fiber	laser	in	dependence	on	
pulse	length	for	three	peak	powers	by	keeping	frequency	50	Hz	and	number	of	pulses	100	
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Fig.	7	Images	of	entrance	and	exit	holes	in	alumina	ceramics	drilled	by	QCW	laser	obtained	at	process	parameters	of	
pulse	length	0.6	ms,	frequency	50	Hz:	a)	peak	power	685	W,	pulse	energy	0.41	J,	entrance,	b)	peak	power	1027	W,	
pulse	energy	0.62	J,	entrance,	c)	peak	power	1374	W,	pulse	energy	0.82	J,	entrance,	d)	peak	power	685	W,	pulse	
energy	0.41	J,	exit,	e)	peak	power	1027	W,	pulse	energy	0.62	J,	exit,	f)	peak	power	1374	W,	pulse	energy	0.82	J,	exit.	
Magnification	240x,	red	scale	160	µm.	

	

	
Fig.	8 Images	of	entrance	and	exit	holes	in	alumina	ceramics	drilled	by	QCW	laser	and	obtained	at	process	parameters	
of	pulse	length	1	ms,	frequency	50	Hz:	a)	peak	power	685	W,	pulse	energy	0.68	J,	entrance,	b)	peak	power	1027	W,		
pulse	energy	1.02	J,	entrance,	c)	peak	power	1374	W,	pulse	energy	1.37	J,	entrance,	d)	peak	power	685	W,	pulse	
energy	0.68	J,	exit,	e)	peak	power	1027	W,	pulse	energy	1.02	J,	exit,	f)	peak	power	1374	W,	pulse	energy	1.37	J,	exit.	
Magnification	240x,	red	scale	160	µm.	

Using	Nd:YAG	and	QCW	fiber	laser	complete	holes	were	drilled	by	setting	a	large	range	of	lasers	
parameters.	A	gradual	increase	of	the	holes	diameter	was	detected	due	to	increasing	energy	ap‐
plied	to	the	sample	surface.	The	holes	diameters	also	seem	to	be	dependent	on	the	pulse	length	
and	peak	power	whereas	the	hole	circularity	can	be	improved	using	high	number	of	pulses.	Our	
results	can	be	useful	 for	practitioners	 in	 industry.	According	to	 their	specific	requirements	 for	
the	drilled	holes	dimensions	and	quality	they	can	choose	optimum	parameters	suitable	for	given	
application.	If	the	smaller	diameter	and	the	high	circularity	are	needed,	the	short	pulses	and	high	
peak	powers	of	QCW	fiber	laser	should	be	settled.	If	the	larger	diameter	and	good	circularity	are	
requested,	Nd:YAG	laser	with	longer	pulse	lengths	and	energy	density	above	1	kJ/cm2	should	be	
used.	

4. Conclusion 

In	this	paper	drilling	of	2	mm	thick	alumina	ceramics	was	studied	in	dependence	on	laser	wave‐
length,	 pulse	 energy,	 peak	 power	 and	 number	 of	 pulses.	 The	 process	 was	 performed	 using	
Nd:YAG	and	QCW	fiber	laser.	The	laser	drilled	holes	characteristics	(holes	dimensions,	circulari‐
ty)	were	analysed	and	the	influence	of	process	parameters	was	determined.	Created	holes	and	
their	geometry	were	observed	and	evaluated	using	scanning	confocal	microscope.		
	 Both	lasers	ensure	formation	of	complete	holes	in	most	cases	with	recast	layer	surrounding	
the	entrance	hole.	Drops	of	melt	are	visible	at	the	edges	of	the	exit	hole	as	a	result	of	incomplete	
ejection	of	the	material	from	the	cavity,	which	remains	attached	to	the	hole	margins.	Analysis	of	
the	holes	 reveals	 that	 the	entrance	diameter	was	always	 larger	 than	exit,	 thus	 the	holes	were	
positively	tapered.	The	entrance	holes	were	also	wider	than	the	laser	spot	diameter.		
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 The results show that it is possible to control the holes dimensions by changing lasers and 
their parameters. It was possible to create holes with diameters in the range from 350 µm to 
600 µm using Nd:YAG laser and from 133 µm to 266 µm using fiber laser. It is obvious that fiber 
laser ensures formation of narrower holes due to its small spot and better beam quality together 
with high power and energy densities. The holes diameter can be also controlled by setting the 
laser parameters, e. g. pulse length pulse energy and peak power. Both entrance and exit holes 
diameters go up proportionally with the pulse length and pulse energy for Nd:YAG laser. Conse-
quently, the optimum parameters for this laser were selected relatively longer pulse (1ms) as 
good circularity, and less amount of dross was obtained, and higher energies with corresponding 
energy densities around 1 kJ/cm2 leading to formation of hole with better quality using these 
parameters. We can also conclude that a bigger number of pulses ensures getting better holes 
circularity. On the other hand, for fiber laser it was detected that relatively shorter pulses 
(0.5 ms and 0.6 ms), high peak power (1 kW) and high energy density (around 10 kJ/cm2) are 
satisfactory for drilling as they assured good holes circularity and less amount of melt. 
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