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Guest Editorial: Toward More Human-like Systenis Using the 
Techniques of Artificial Intelligence 

In the artificial intelligence (Al) society, many 
techniques have been researched and devel-
oped since the year 1956, starting from general 
problem-solving techniques. These techniques in­
clude Al languages and tools, reasoning, pattern 
recognition, expert systems, neural networks, and 
several others. 

Concerning the research trend in Al, studies on 
the "symbolic" Al looked somewhat depressed in 
the early 1990s due to the re-invitation of neu­
ral networks and fuzzy sets. Nowadays, as the 
computing powers are increasing (i.e., many limi-
tations have been resolved) and the "Information 
Superhighway" such as the Internet is being the 
most popular, new research topics are being heav-
ily studied by many researchers. These include 
intelligent navigation on the Internet, multime-
dia/distr ibuted expert systems, case-based rea­
soning and dat a mining. 

Total 11 papers out of the 107 have been 
selected from the most recent proceedings of 
"The Joint 1997 Pacific Asian Conference on Ex-
pert Systems/Singapore International Conference 
on Intelligent Systems (PACES/SPICIS '97)" 
(Chairmen: Dr. Graham Leedham & Dr. Dan 
Patterson) held on 24-27 February 1997 in Singa-
pore. 

The selection process was difScult because 
there were so many good papers on various ap-
plications and techniques of AL Ali of the se­
lected papers have been extensively revised and 
expanded into fuU papers for the journal. We 
tried as much as possible to include papers from 
different countries, providing a coverage of differ-
ent topics. 

The categories of the papers may be classified 
as follows: 

1. intelligent multi-agent structure (2 papers). 

2. intelligent information navigation on the In­
ternet (2 papers). 

3. diagnosis including case-based reasoning (3 
papers). 

4. machine learning including data mining (2 
papers). 

5. reasoning including fuzzy logic (2 papers). 

The first two papers address the topic of the 
intelligent multi-agent structure. 

An agent is viewed as an entity functioning con-
tinuously and autonomously. An agent can be 
viewed as consisting of mental components such 
as knowledge, beliefs, abilities and commitments. 

The first paper, "A Safe and Efficient Agent Ar-
chitecture" (Yuan) presents an agent architecture 
which is able to enforce the safety of an agent (i.e., 
generate acceptable actions without harmful ac-
tions to human) and work efficiently with incom-
plete information. The basic idea is to combine 
the culture support in the domain ontology and 
the decomposition and causality of partial-order 
planning. 

The main issue in multi-agent systems is how 
to get a group of agents to carry out coordinated 
and coherent activities in a dynamic environment. 
Therefore, the other paper, "Multi-Agent Sys-
tems as a Paradigm for Intelligent System Design" 
(El Fallah Seghrouchni) proposes an efficient ap-
proach to build intelligent multi-agent systems. 
As agents are willing to cooperate, they exchange 
their respective plans and coordinate them to can-
cel negative interactions and to take advantage 
of helpful ones. In the paper, the coordination 
mechanism for agents relies on distributed plan­
ning, and concurrent plans are specified through 
the Recursive Petri Net formalism. 

The two papers in the next category deal with 
intelligent information navigation on the Internet. 
The Internet is basically a huge Interactive net-
work connecting millions of computers aH over the 
world, which began as a military project to allow 
computers to talk to or link to each other. This 
has since transformed the Communications world. 

The paper "Internet Information Brokering: A 
Re-Configurable Database Navigation, Data Fil­
ter and Export System" (Abidi) describes an 
Intenet-based database navigation system, called 
RIIB. The system can dynamically connect and 
interact in real-time with any remote database via 
the Internet. The system is based on the notion 
of database virtual hierarchies, i.e., a database 
navigation engine allows users to navigate the 



158 Informatica 21 (1997) 157-159 

database by envisaging it as a user-defined hier-
archical structure. 

The second paper, "MANIS: A Multi-Agent 
System for Network Information Services" (Kang 
& Shi) presents a multi-agent system, called MA­
NIS, which. integrates several methods for text 
understanding and offers the text understanding 
Services over the Internet. MANIS is organized 
as a market-like system, in which a broker agent 
can choose among services based on the sharing 
information in the service market, and a server 
agent can reorganize via decomposition and com-
position. The paper also presents a social agent 
framework for self-organization. 

The next three papers show that the techniques 
of expert systems can be successfully applied to 
the diagnosis. In expert systems today, diagnosis 
is one of the largest application domains. 

The first paper, "Cognitive Simulation of Op-
erator's Diagnostic Strategies in Nuclear Power 
Plants" (Cheon et al.) describes an approach 
to simulate operator's diagnostic strategies un-
der emergency situation of nuclear power plants. 
They develop a diagnostic model (SACOM) us-
ing a blackboard architecture. Diagnostic agents 
in the model can simulate four types of op­
erator's diagnostic strategies: i.e., data-driven 
search, symptomatic search, hypothesis-driven 
search, and topographic search. 

The next paper, "Modelling Human Cognition 
in Problem Diagnosis: A Hybrid Case-Based Rea­
soning Methodology" (Lav/) shows how to imple-
ment a hybrid expert system (IHDF) for a busi-
ness domain, centered around a computer hotline 
help desk service. 

The system is based on both rule-based and 
case-based reasoning frameworks. Case-based 
reasoning (CBR) is a method of solving a current 
problem by analyzing the solutions to previous, 
similar problems. In the system, the techniques 
of case-based reasoning include čase memory or-
ganization networks, čase indexing and retrieval 
schemes, and an Interactive and incremental style 
of reasoning. 

The final paper in this section, "Medical De-
cision Support System for the Management of 
Hypertension" (Chae et al.) descibes the de-
velopment of a medical decision support system 
(MDSS) for the management of essential hyper-
tension. 

Logistic regression is used to identify risk fac-
tors for essential hypertension, and three knowl-
edge models, i.e., a neural netvvork, case-based 
reasoning, and a statistical discriminant analy-
sis method, are compared to determine the best 
method for predicting the severity of hypertension 
and the prognosis of treatment. 

The next two papers describe machine learning 
including data mining. 

The first paper, "Lattice-based Knowledge Dis-
covery in Network Management Data" (Venter et 
al.) discusses the problem of knowledge discovery 
in databases and data mining (KDD). They em-
ploy a concept lattice to determine dependencies 
between elements of a computer network. The 
data mining refers to the process of abstracting 
various kinds of useful information from data. 
The paper demonstrates an experiment to inves-
tigate the feasibility of a KDD technique called 
"Lattice based knowledge discovery." 

The "Organizational Science Approach to 
Knowledge Intensive Learning and Adaptation 
in a Multiagent System" paper (Hatakama &: 
Terano) proposes a knowledge intensive learning 
model in a multi-agent system. They examine the 
validity and feasibility of the model to apply it 
to distributed heterogeneous knowledge systems. 
The paper describes simulation studies on the dy-
namic behaviors of decision making and learning 
in the organization of agents. 

The final two papers address the techniques 
concerning non-monotonic reasoning and fuzzy 
logic. The paper "A Čase Study in Non-
monotonic Reasoning: an Alternative Analysis of 
the Yale Shooting Problem" (Sun) shows a čase 
study on the "Yale Shooting" problem to present 
non- monotonoc reasoning from a proof-theoretic 
standpoint. 

The paper "Weighting Issue in Fuzzy Logic" 
(Luo et al.) introduces the relative weighted mod­
els that are able to čope with weights in fuzzy logic 
in a sound and efficient manner. 

The proposed models are based on T-norms and 
T-conorms, and satisfy some constraints, thereby 
overcoming some problems in weighted averaging 
models. 

In conclusion, I hope that the papers in this 
special issue will provide readers with the glimpse 
of current research trends in Al worldwide. 

I would like to thank Dr. Matjaž Gams who 



has co-edited this special issue. I would also like 
to thank ali participants of the PACES/SPICIS 
'97 Conference, especially Dr. J. K. Lee and Dr. 
Y. M. Chae. 
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When an agent pursues human's goals, the agent should generate an acceptable solution 
(accordingly protecting humans from harm). We call this necessity safety enforcement. 
Furthermore, the agent should exercise safety enforcement in a computation tractable 
manner. In a complex world, the agent often does not have complete Information. 
How can an agent maintain its safety enforcement with incomplete Information in a 
computation tractable manner? This paper presents an agent architecture which can be 
used to solve the above problem. This framework combines the culture support in the 
domain ontology and the decomposition and causality of partial-order planning. 

1 Introduction 
In developing agents, there is a very impor-
tant but not yet resolved problem - how can an 
agent generate acceptable actions (while avoiding 
harmful actions), and do so in computationally 
tractable manner? We call this solution safety 
enforcement in agents. This problem becomes in-
creasingly pressing as we develop more powerful, 
complex, and autonomous software agents. For 
example, an agent has to eliminate travel plans 
that involve building an airport to take a flight 
out of the city (or even, stealing money to buy 
a ticket) because humans are not satisfied with 
every plan that satisfies their goals, but only a 
restricted, moral subset of them. In another ex-
ample, an agent has to eliminate a plan that ih-
volves deleting arbitrary files in order to achieve 
a human goal of reducing the usage of a disk to 
under 80 percent. That is, an agent must plače 
the protection of humans from harm at a higher 
priority than obeying human orders. 

How to enforce safety in agents adds much more 
complexity into agent architectures. So far, only 
Weld [1] proposed a possible solution to this safety 
problem. Weld assumed a complete Information 
situation and extended the technique of threat de-

tection to achieve the agenfs safety. It added 
"don't disturb" constraints in the planning. Be-
fore a planner added an action to the plan, the 
planner needed to check whether the addition of 
this action would violate any "don't disturb" con­
straints. As a result, the final plan would satisfy 
ali "don't disturb" constraints to enforce safety. 
However, this approach sacrifices the efRciency 
of an agent. Furthermore, when loosing the as-
sumption of complete Information, how can this 
approach adapt to enforce the agenfs safety? 

In the past, a lot of agent research overempha-
sized the internal architectures of agents, but paid 
less attention to the agent environments as well 
as the structural interactions between agents and 
their environments. Recently, [2] claimed that it 
was not necessary to offer a better and newer ar­
chitecture for overcoming the impasses found in' 
current agent architectures. The most important 
thing was to focus upon the structures of interac-
tion between agents and their environments. In 
this paper, we consider such structures of interac­
tions in order to maintain safety enforcement in 
agents. 

We adopt the idea of culture support from 
[3] and have a culture support domain ontology, 

http://seed.net
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which encodes the safety features in the structure 
of interaction between an agent and its environ-
ment,, for enforcing the agenfs safety. We use the 
hierarchical decomposition in partial order causal 
planning Uke Young's [4] to achieve the agenfs 
efficiency. We also extend such planning to in-
corporate conditional effects to handle uncertain 
situations. 

In the next section, we explain how culture 
support in domain ontology encodes the safety 
features for an agent and its environment. Sec­
tion 3 describes the hierarchical decomposition 
in partial-order causal planning, which will refer­
ence the ontology for the generation of safe agenfs 
behaviors. Its extension of conditional effects is 
stated in section 4. Section 5 explains the ma-
chinery of safe agenfs behaviors efficiently gener-
ated by our agent architecture, and then presents 
a demonstration by example. Section 6 discusses 
some related research, and the final section sum-
marizes the work. 

2 Culture Support Domain 
Ontology 

Safety enforcement in agents means the behav­
iors generated from agent programs are morally 
acceptable. The importance of this issue will 
grow drastically as agent technologies push for-
ward. However, enforcing safety adds much more 
complexity into agent architectures. One way out 
of this dilemma is to find help other than from 
agent architectures. 

In fact, agenfs behaviors are not the product 
of agent architectures only; they are created by 
both agent architectures and agent environments. 
[5] presented a framework in which an agent and 
its environment were modeled as two coupled dy-
namic systems, and showed that their mutual in­
teraction was in general jointly responsible for 
the agenfs behaviors. That is, safe agent behav­
iors must be achieved by both the agent archi­
tecture and agent environment together. [2] also 
showed that whatever architecture you employed, 
you should try to find structure in the environ­
ment that fitted the strengths and weaknesses of 
that architecture. Put another way, when a par-
ticular agent architecture ran into trouble, saw if 
the world contained environment structures that 
compensated for its weakness. Therefore, it be-

came imperative to discover the features of a given 
world and the agenfs interaction with that world 
so that we could create a healthy marriage of ar­
chitecture and environment. Prom the above re-
marks made by [5,2], we can use figure 1 to show 
the determining relationships between agent ar­
chitectures and their environments, their mutual 
interaction, and agenfs behaviors. 

The agent architecture we present in this pa-
per is originated from planning. In planning, any 
ground operator sequence that solves the given 
problem is considered a solution to the prob­
lem. However in many realistic planning prob­
lem, not every operator sequence that solves a 
problem may be an acceptable solution, as the 
users tend to have strong preferences about the 
types of Solutions they are willing to accept. Han-
dling such restrictions in planning would involve 
either attempting to change the domain specifi-
cation (drop operators, or change their precondi-
tions), or implementing complex post-processing 
filters to remove unwanted solutions. While the 
second solution is often impractical, the first one 
can be too restrictive. For example, one way of 
handling the travel example shown in section 1 
is to restrict the domain such that the "airport 
building" action is not available to the planner. 
This is too restrictive since there may be other le-
gitimate ušes for airport building operations the 
user may want the planner to consider. 

From the above discussion, we know planning 
the agent architecture has its weakness in han­
dling the agent safety's problem. However, one 
way out of this dilemma is through discovering 
the safety features of a given world and the agenfs 
interaction with the world. We call these features 
culture support (this name is according to [3]),and 
denotes that these features are from the culture of 
our society). That is, the planner might consult 
these safety features for the generation of accept­
able operations. 

The culture support for a domain can be mod­
eled by domain ontology. This domain ontology 
is based on a conceptualization : the objects, con-
cepts, and other entities that are assumed to exist 
in some area of interest and the relationships that 
hold among them and the activities allowed in the 
domain. A conceptualization is an abstract, sim-
plified view of the world that we wish to repre-
sent for some purpose. A domain ontology is an 
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their 

mutual interaction 
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Figure 1: The determining relationships between agent architectures and their environments, their 
mutual interaction, and agent's behavior. 

explicit specification of a conceptualization. 
Now that culture support is used to model the 

safe features of a given world and the agenfs in­
teraction with the world, we have to explain what 
these safety features are. The major role of a safe 
agent is to act acceptably. As a results, safe acts 
are the major job. However, how do we enforce 
safe acts in planning agent architecture? We pro-
pose that part of the answer lies in culture, that is, 
in the formal properties of a given world's reper-
toire of artifacts and usual habits of manipulating 
those artifacts. Usually, for a given world, the in-
ventory of objects available to the agent and the 
set of acceptable operations on the objects are de-
termined by the culture of the given v/orld. For 
example, in a cooking domain, the set of objects 
includes the materials such as flour, rice, sugar, 
salt, cake, etc, and the tools like forks, knifes, 
spoons, stove, pan, etc, and the containers like 
plates. The acceptable act between a material 
and a container can be j ust a 'putting-in' rela-
tionship (rather than a 'throv/ing-in' for exam-
ple). Next, we will use a cooking domain example 
to show how the culture support is expressed in a 
cooking ontology. 

2.1 Me ta Ontology 

In this section, we present the main terms and 
concepts used to define the cooking world ontol-
ogy^. The cooking ontology is composed of a set 
of entities, a set of relationships between entities, 
and a set of activities. Entities can play roles in 
relationships. An attribute is a special kind of 
relationship. 

— Entity: a fundamental thing in the domain 
being modeled. Bxamples: a cake is an 
entity. An entity may participate in rela­
tionships with other entities. The attribute 
'state' of an entity is a special kind of rela­
tionship. For example, the states of an entity 
'cake' consist of 'raw', 'dough', and 'cooked'. 

^We follow the conventions used in the [6]. 

Relationship: the way that two or more en­
tities can be associated with each other. Ex-
amples: Putting-in is a relationship between 
a material and a container denoting that the 
material can be put into the container. A 
relationship is itself an entity that can par­
ticipate in further relationships. For exam-
ple, a cake in 'dough' state is a relationship 
(denoted as 'dough cake') as well as a cake 
in 'cooked' state (denoted as 'cooked cake'), 
and 'dough cake' and 'cooked cake' are fur­
ther associated in an oven-heating relation­
ship. 

Roles: the way in which an entity partici-
pates in a relationship. Examples: Container 
is a role played by an entity in a putting-in 
relationship. Strictly speaking, the correct 
way to refer to an entity playing a particular 
role is to use a phrase like 'the entity play-
ing the container role'. However, for conve-
nience - where ambiguity will not arise - we 
will often use an abbreviated form such as 
'the container'. 

Activity: something done over a set of en­
tities. The following pertains to an activ-
ity: has an action type, has a list of free 
variables, has a set of binding constraints 
on the variables, has preconditions, has ef-
fects, is decomposed into more detailed sub-
activities, has partial ordering constraints be-
tween those sub-activities and this ordering 
pertains to causal or safety considerations. 
Examples: 'put-in' act is an activity of type 
'putting-in' which is for putting something 
into another; 'wash' act is an activity of 
type 'cleaning' which is for cleaning some­
thing; 'oven-heat' act is an activity of type 
'oven-heating' which is for heating some­
thing using an oven, which can be decom­
posed into warm-up-oven, put-something-
into-oven, and bake-something. Warm-
up-oven has to precede put-something-into-
oven due to safety consideration of avoid-
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ing something to being dried up too long, 
but put-something-into-oven preceding bake-
something is due to causal consideration. 

2.2 Ontology of Cooking World 

In this section, we use hierarchical object-centered 
representation with interleaved relationships to 
represent our cooking ontology. That is, the on-
tology is organized as a taxonomy with inter­
leaved relationships (portion of the ontology is 
shown in Fig. 3). The inventory of available ob­
jects is formed into an object hierarchy. Objects 
such as heating-tools would be located under ob­
jects such as tools, and objects like ovens and 
steamers would be located under heating-tools, 
or objects such as eggs would be located under 
objects such materials. The usual habits of ma-
nipulating those objects are represented by those 
interleaved relationships. The activities of manip-
ulating objects can be further decomposed into a 
set of subactivities. 

Each object has its own state graph, a non-
deterministic finite directed graph whose vertices 
are called states and whose arcs are called oper-
ations. The structure of this graph will depend 
on what type of object it is. The graph for cakes 
shown in Fig. 2 has one structure, which might 
include states corresponding to 'raw', 'dough', 
and 'cooked'; and the graph for forks will have 
another structure, which might have the states 
'clean' and 'dirty'. The relationships between the 
states within an object are represented by the 
links in the state graph of the object. For ex-
ample, the link between the 'dough' state and 
the 'cooked' sate within a cake object is a oven-
heat operation (rather than a 'boiling' relation-
ship even they both are instances of 'heating'), 
which denotes performing the operation of 'oven-
heat' on 'dough cake' results in a 'cooked cake'. 
An 'oven-heat' activity on the cake dough in fact 
can be decomposed into a set of sub-activities, 
such as warm-up-oven, put-dough-into-oven,bake. 
The link between the 'dirty' state and the 'clean' 
state within a fork object is a 'wash' operation, 
which denotes performing the operation of 'wash' 
on 'dirty fork' results in a 'clean fork'. 

The state structure of a predecessor object can 
be inherited by its successors . However, the state 
structure of a more specific object will override 
the one of its predecessor. Each object has a de-

O 
ha 

I ' 

O 

clean 

raw 

hand-kiiead 

dough 

oven-heat 

cooked 

(a) 

Figure 2: The structures of the state graphs for 
cakes (a) and for forks (b). 

fault state such as the 'cooked' state for cakes and 
the 'clean' state for forks and plates. When refer-
ring an object without particularly specifying its 
state, it denotes that the object in its default state 
is being referred. 

Similarly, the links between objects represent 
the relationships between the objects. In fact,a 
link between objects indicates the relationship be-
tween objects in their default states. The rela­
tionships between predecessor objects can be in­
herited by its successors. However, the relation­
ship between more specific objects will override 
the one between their predecessors. For exam-
ple, there exists a 'putting-in' link between mate­
rial and Container, and such link can be inherited 
downward between any cake and any plate (i.e. 
between any 'cooked' cake and any 'clean' plate). 

For a single agent of planning architecture, any 
given user's goals can be thought as either a set of 
objects with their goal states or a set of goal rela­
tionships between objects. For example, a user's 
goal can be either 'a cooked cake' or 'a cooked 
cake in a plate'.'^ Any goal state of an object or 
goal relationship between objects given by users 
is to be resulted from the practice of some ac-
tions. Seai-ching safe actions to achieve the goal 
then might be efficientbj guided by those links rel-
evant to the objects specified in the goal. (In oc-
casions where the consideration of safe actions is 
not necessary, the links thereafter do not exist, 
and the searching of actions to achieve the goal 

^So far, this paper assumes the agent is given a single 
goal each time because we consider that there exists an 
upper layer of goal-ordering reasoning between multiple 
goals and that such goal-ordering for any specific domain 
can be done heuristically in order to create efficient plans 
in that domain. 
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can then be done by ordinary partial-order plan-
ing.) For example, for a goal of 'cooked cake', 
the relevant link is 'oven-heat' (not 'steamer-heat' 
or 'boil-heat'), and for a goal of 'cooked cake 
in a plate', the relevant link is 'putting-in' (not 
'throwing-in'). 

After showing the culture support ontology, the 
next section will describe the agent architecture 
we use, which is a decompositional and causal 
partial-order planner like [4], and it consults this 
ontology for the generation of acceptable agent 
behaviors. 

3 Hierarchical Decomposition 
Partial-Order Planner 

In this section, we overview the concepts of a 
hierarchical decomposition partial-order planner 
, which is a partial-order causal link planner 
(POCL) that includes action decomposition, and 
then present our planning algorithm which con­
sults the ontology and imposes specific controls 
over DPOCL [4] in order to enforce agent safety. 

Recent research in Al plan generation was heav-
ily influenced by the development of simple algo-
rithms for POCL planning such as TWEAK [7] 
and SNLP [8]. Those algorithms based on them 
(e.g., UCPOP [9]) had been widely accepted as 
capturing the key insights of earlier planners in 
a framework that was more amenable to rigorous 
analysis. However, one aspect of previous work 
on planning that was not adequately captured in 
these algorithms is action decomposition - speci-
fying how high-level, abstract actions can be de-
composed into more primitive actions. 

Plan generation, in fact, involves at least two 
different kinds of reasoning. First, it involves de-
ciding what actions to use to achieve certain ef-
fects (or goals). This process is called causal plan­
ning. For example, if you want to achieve the 
goal of having a cooked cake, you might decide 
to perform the action of oven-heating on cake-
dough. Second, it sometimes involves deciding 
what actions to perform as a way of performing 
some higher-level action. This process is called 
decompositional planning. For example, if you 
want to perform the action of heating cake-dough, 
you might first warm up the oven, and then put 
the cake dough in the oven and bake it. POCL 
planners like SNLP, perform only the first kind of 

reasoning; others like Nonlin[16], perform largely 
the second kind. 

Therefore, the process of generating a plan then 
involves not only establishing causal connections 
between actions at the same level of abstraction, 
but also establishing decompositions of the high-
level actions in the plan into more primitive ones. 
Planning with action decomposition is one kind of 
hierarchical planning. Hierarchical planning has 
several advantages. First, it can potentially lead 
to a significant reduction in the amount of search 
needed [10,11,12]. Second, it can make the task of 
encoding domain knowledge much easier because 
the operator writer can reuse operators describ-
ing subactions that are common to many actions 
[13]. Third, hierarchical planning facilitates the 
interleaving of planning and execution by mak-
ing it possible to fully expand only some portions 
of a plan - including those that need to be exe-
cuted immediate'y, while deferring the expansion 
of other portions [14]. 

The DPOCL algorithm [4] is a partial-order 
causal link planner (POCL) that includes action 
decomposition. DPOCL is a sound and complete 
algorithm for the creation of plans with decompo­
sitional as well as causal structures. Furthermore, 
the constraints on the specification of decompo­
sition schema in DPOCL are less restrictive than 
previous formal models because the order between 
the subplans can be partial too. 

The process of decomposition is one of creat-
ing a subplan from a valid decomposition schema. 
Each step named in the decomposition schema 
is added to the plan, either by choosing an ex-
isting step of the same action type as the step 
named in the schema or by instantiating a new 
step from the library of action operators. Or-
dering and binding constraints for each step are 
added and causal links^ are created between steps 
where specified by the decomposition. 

The major concept of action decomposition is 
that each precondition of the parent action in 
a decomposition schema should be needed by 

During plan generation, the planner needš to keep 
track of the decompositional and causal decisions that it 
makes. That is, a causal link is used to record the fact that 
the purpose of some step is to establish the preconditions 
of some other step (or the goal), and a decomposition link 
is used to record the fact that the purpose of some step 
is to be part of a more primitive realization of some other 
step. 
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tO) 

heating-tool stirring-tool 

oven stove steamer... fork spoon chopsticks 

putting-in 

material 

ingredient flour egg fruit snack.. 

salt sugar margarine ... apple ... cake cookie , 

sprinkling-in 

Container 

plate dish bowl mug pot ... 

activity 

oven-hi£at stove-heat boil 

sift... 

fork-stir spoon-stir ... sieve-sift... 

warm-up-oven put-sdhiething-into-oven bake-something 

Figure 3: The graphical representation of some portion of our cooking ontology. 

some step in the subplan, which itself contributes, 
through a chain of causal links, to the establish-
ment of one of the parenfs effects. The decom­
position in DPOCL is without the completeness 
of decomposition specification - every effect of the 
parent action must be asserted by some step in the 
decomposition specification and that , there is no 
possible subsequent action in the decomposition 
specification that clobbers that effect. DPOCL 
allows open effects for an action to be established 
later under the larger context of the plan in or-
der to generate a more efhcient plan. However,u;e 
disallow such open effects in an action decomposi­
tion because there might be some danger act in a 
larger plan asserting that local situation of open 
effects. Tha t is, we stili need the completeness 
of decomposition specification, and such restric-
tion of course will not infiuence the soundness and 
completeness of planning. 

For the hierarchical decomposition partial-
order planners, a plan is complete if and only if 

— For every precondition p of each step s, there 
is an established causal link. 

— Ali threats are resolved. 

— AH composite steps are expanded. 

Standard POCL planners iterate through a 
loop in which they first check for a completed 
plan, then perform plan refinement by adding 
causal links for open conditions, and finally re-
solve threats to existing causal links created by 
recent plan modifications. DPOCL differs from 
this approach by providing an additional option 
for the plan refinement phase: the planner may 
either do causal planning or may do decompo-
sitional planning. Either of these options is fol-
lowed by a threat resolution phase. The algorithm 
terminates when there are no open conditions and 
when ali the abstract steps have been decomposed 
into primitive actions. 

In its general form, the decision about whether 
to perform causal or decompositional planning at 
each iteration is left open: the forms of plan re­
finement can be fully interleaved. Traditional hi­
erarchical planning first did complete causal plan­
ning at a single layer of the hierarchy, and then 
did decomposition. Control rules that enforce this 
ordering could be added to DPOCL. However, 
DPOCL claimed that in general it is advantageous 
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to allow for interleaving of causal and decomposi-
tional planning, especially in situations, in which 
planning and execution must be interleaved. 

Next we present our planning algorithm (shown 
below) which consults the ontology and imposes 
a special control over the original DPOCL 
planning for asserting agent safety. This addition 
of control rules will not influence the soundness 
and completeness of our planning algorithm. For 
the details of DPOCL, please refer to that paper 
directly. 

The Algorithm 

1. Termination If the resulting plan is com-
plete, then return the result. 

2. Plan refinement Nondeterministically do 
one of the following: 

- Causal Planning 

- Goal Selection Nondeterministi-
cally select a goal - Sneed with pre-
condition p and no causal link. 

- Operator Selection Nondeter-
ministically obtain a step Sadd that 
adds an effect e which can be uni-
fied with p. The selection of Sadd is 
guided by the links relevant to the 
objects specified in p if there exist 
such links in the ontology. (This 
way of action selection guarantees 
the generation of acceptable Solu­
tions from the very beginning when 
safety needs to be considered.) 

— Decompositional Planning 

- Action Selection Nondeterminis-
tically select an elaborated action 
decomposition hierarchy, and se­
lect the first unexpanded compos-
ite step Sparent within this hierarchy 
in depth-first manner. (This way 
of expansion guarantees safe execu-
tion ordering between steps spec­
ified in decomposition schemas in 
situations in which planning and 
execution must be interleaved.) 

- Decompositional Selection 
Nondeterministically select decom­
position schema D that matches 

the type of Sparent from the ontol-
ogy. Replace the composite step 
Sparent with the substcps in the 
decomposition schema. 

3. Threat Resolution 

4. Recursive Invocation of The Algorithm 

4 Uncertain Agent 
Environment 

When an agent has incomplete Information about 
the initial state of the world , how does the 
agent come up with an acceptable plan? Unlike 
UCPOP, DPOCL did not consider the inclusion of 
action conditional effects. As a result, the expres-
siveness of DPOCL is its major drawback. Con­
ditional effects mean the effects of actions can be 
conditional. Conditional effects are useful when 
we have incomplete Information about the initial 
state of the world, so that we stili can try to come 
up with a plan that would work in any situation 
that is consistent with the Information available. 
Therefore, in this section, we show how to extend 
such expressiveness in DPOCL without sacrificing 
any functionality and complexity. 

The tasks of incorporating conditional effects 
in DPOCL are two-fold: the causal planning part 
and the decomposition planning part. First, in 
the causal planning part, it had been a widespread 
belief that planning with conditional effects is 
harder than planning with regular STRIPS ac­
tions. However, [15] already showed if the plan­
ning operators were extended to allow conditional 
effects, this did not affect the complexity of the 
planning . His proof was rather straight forward -
each conditional operator could be replaced with 
a number of ordinary STRIPS style operators to 
obtain an equivalent planning systein. 

Second, in the decomposition planning part, 
[12] addressed the problem that there existed one 
main obstacle in extending conditional effects in 
decompositional actions of partial-order planners, 
and thus advocated such extension for future re-
search. Here is the main obstacle mentioned in 
that paper: each action's preconditions are known 
when it is added to plan during a reduction, and 
the reduction specifies how those preconditions 
are handled. However, conditional effects allows 
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runtime new preconditions to be introduced when-
ever such conditional effects are required or con-
fronted. Therefore, in this section, we show how 
to incorporate conditional effects in decomposi-
tional and causal partial-order planning in order 
to broader its appHcation. 

We have known that action decomposition in 
DPOCL is based on the concept that each pre-
condition of the parent action in a decomposition 
schema should be needed by some step in the sub-
plan, which itself contributes, through a chain of 
causal links, to the establishment of one of the 
parenfs effects. In fact, each conditional effect 
consists of two parts - the precondition part and 
the effect part. We term these two parts as Cpre-
condition and Ceffect. Cprecondition regards the 
uncertain states of initial world. Ceffect regards 
the effects resulted from the action when Cpre­
condition is held. 

As follows, we show how to extend a reduction 
planner to handle conditional effects: 
Suppose given a parent action: 
Precondition: Pi,P2,- • • ,Pn 
Effect: Ei,E2,-• • ,Em, and Cprecondition + 
Ceffect 
We can express the parent action as follows: 
-Pi) JpJ) • • •! Pn, (Cprecondition) => 
EuE2,...,Em, (Ceffect) 

Suppose this action can be decomposed into a 
set of subplans - Si,S2,- • • ,Sk- Since each pre­
condition of the parent action at least should be 
needed by some step^ of a subplan and the re­
duction should specify how those precondition are 
handled, we can defer Cprecondition into a Cpre­
condition of some relevant step in a relevant sub­
plan. That is, Pi,P2,- • • ,Pn, will be consumed 
accordingly by subplans Si,S2,- • • ,Sk, and Cpre­
condition will become Cprecondition of some sub­
plan Si, 1 < i < k. This process can be recursive 
down into the level of primitive actions. 

5 Safe and Efficient Machinery 

In the above sections, we have shown how the 
safety features are encoded in the culture sup-
port domain ontology as well as how action-
decomposition is performed within the POCL 
framework. What's left is the rationale to justify 

why our agent architecture is to be safe, efficient, 
dynamic, and flexible. As follows are the justifi-
cations: 

1. EfRciency: Our agent architecture is a hi-
erarchical planner, and such planner can po-
tentially lead to a significant reduction in the 
amount of search needed. 

2. Safe: [15] has shown that the solution lan-
guages defined by aH partial-order causal 
planners is a regular language. The solution 
plans produced by the partial-order causal 
planners can be described by a regular lan­
guage (such as {ai|a2|a3}*), while accept­
able plans are like higlier order solution lan-
guages (such as {aia2a^})- Using partial or­
der causal planners in domains with strong 
structural constraints is thus akin to using 
regular expressions to generate strings that 
are valid sentences in a context free language 
- although it can be done, it will be very inef-
ficient. Therefore, we use a domain ontology 
to encode the safe features described in sec­
tion 2, which will guide the agent toward the 
safe route from the very beginning (that is, 
from the highest level of actions) until the 
end. 

3. Dynainic: We have incorporated condi­
tional effects in decompositional and causal 
partial-order planning of our agent architec­
ture. Therefore, the agents are able to handle 
uncertain Information about the initial state 
of the world. Agents can come up with a 
plan that would work in any situation that is 
consistent with the Information available. 

4. Flexibility: Intuitional object-centered rep-
resentation of goals and actions ^ increases 
the flexibility of the agent architecture. 

An Example 

Now we use a very simple example to demon-
strate the generation of acceptable agent behav-
iors from our agent architecture. 

Imagine a scenario of a cooking process of mak-
ing a cake and a cookie. Suppose the agent de-
cides first to make a cake and then a cookie, and 

' 'Without loss of generalization, here we assume one 
step in some subplan consumes this Cprecondition. 

'The preconditions and efFects must be expressed in 
terms of the properties and relationships of objects. 
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it percepts ali the materials such as flour, sugar, 
egg, and yeast and the heating tools like ovens are 
already available. Therefore, the agent first goes 
through a planning process of making a cake. The 
agent may interleave its planning and execution 
of actions. 
Goals: 'cooked cake', 'cooked cookie'. 
Initial information of the environment: 
flour, sugar, egg, yeast, oven.^ 
Working nieniory of our agent: containing 
ali the most current information about the envi­
ronment. (We presume there exists a perception 
device of the agent, which is able to record ali 
its most current precepts in the working mem-
ory.) As a result, the current content of working 
memory is just this initial information of the en­
vironment shown above. 

Next, we use a simplified diagram as in figure 
4 to demonstrate the fiow of reasoning processes 
inside the agent. 

As foUoviTS are the sequence of actions the agent 
executes for achieving the goals of a cooked cake 
and a cookie; 

1. Get flour, get sugar, get egg, get yeast, stir 
them into a cake dough. 

2. Warm up oven, put dough into oven (when 
opening the door of the oven, the agent pre­
cepts a cookie batter inside the oven, and 
thus records such information in the working 
memory.) 

3. Bake cake and cookie at the same tirne. 

6 Discussion 

[14] was also a SNLP-like partial-order planner 
with task-decomposition. Its task-decomposition 
was done via bottom-up plan parsing. It used an 
incremental parsing algorithm to recognize which 
partial primitive plans match the decomposition 
schema. It used hierarchical planning (as a result, 
it also lead to great search reduction). However, 
its bottom-up essence prohibited the interleaved 
planning and execution, in which the decomposi­
tion of some higher-level action could be deferred. 
Furthermore, the most important problem is that 
this planner is stili not safe due to the essence of 

^Those object names, in fact, represent some specific 
object instances. 

partial-order causal planning discussed in section 
5. 

Hierarchical task network (HTN) [16,17] was 
top-down hierarchical task decomposition. It pro-
vided the users a way of exercising control over 
their solutions. In particular, by allowing non-
primitive tasks, and controlling their reduction 
through user-specified task-reduction schemas. 
However, we think the HTN style of planning is 
much more rigid and less flexible, but this might 
be improved in further research. 

We have completed the implementation of our 
agent architecture, and plan to do some other 
experiments on nevî  domains in addition to the 
cooking domain. We believe we will gather more 
evidences of the worth of our architecture for 
agent safety. The future research is to extend our 
agent architecture for a multi-agent environment. 

7 Conclusion 

Agent safety is becoming a very important issue in 
agent technology especially when more and more 
powerful agents are created in reality. However, 
rare research mentions anything about it. We 
think the issue of agent safety should be put in 
the top of our head before designing and develop-
ing any agent. 

This paper presents an agent architecture 
which is safe and efScient and is able to work un-
der uncertain agent environment. The basic idea 
is to combine a domain ontology, encoding the 
safety features of the v/orld and the interaction 
between the agent and the world, and a partial-
order causal link planner with decomposition to 
efRciently generate safe agenfs behaviors. Fur­
thermore, allowing conditional effects enables an 
agent to work in a uncertain environment. 
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The design of complex and intelligent systems reguires an adeguate franjework that 
should combine the rigor of formal models, the practicality of existing development 
methods and the performance analysis of modeling tools. Based on the Multi-Agent 
System paradigm, this paper proposes an efficient approach to build intelligent systems, 
the active components of which are cognitive agents (i.e. an agent is endowed with 
various abilities to solve problems, interact with other agents). In our approach, agent 
behavior is viewed as an organized coUection ofabstract actions considered as an abstract 
control pattern. As agents are willing to cooperate, they exchange their respective plans 
and coordinate them to cancel negative interactions and to take advantage of helpful 
ones. The coordination mechanism relies on distributed planning. Concurrent plans are 
specified through the Recursive Petri Net formalism. A transformation method refines an 
agenfs plan (i.e. control pattern) dynamically thus enabling agents' roles to be predicted 
and validated formally. The coordination model combines two paradigms: remote and 
situated coordination that satisfie the following requirements: domain independence, 
broad coverage of interacting situations, operational coordination semantics and natural 
expression for the designer. 

1 I n t r O u U C t l O n - Reuse, to prevent redundancies and redefini-
tion. 

Features sucli as cooperation, interoperabiIity, 
distribution, data integration and problem solving The major criticism leveled at most approaches 
are fundamental (Bond & Gasser 1988) to build to requirement specification is their poor way of 
complex and intelligent systems. To support the capturing and modeling knowledge dealing with 
effective modeling and analysis of inherent com- aH these features. These shortcomings can be 
plexity, an adequate framework should combine attributed partly to the inherent nature of the 
the rigor of formal models, the practicality of ex- process of capturing, modeling and verifying do-
isting development methods and the performance main models and partly to inadequate formalisms 
analysis of modeling tools. Moreover, it should re- used for the representation of these concepts. Re-
spect today's accepted main software engineering quirement specification implies two basic activi-
standards: ties: modeling and analysis. Modeling refers to 

T v ^ ^ j , - . , J i - . j f - v the mapping of real •world phenomena onto ba-
- Modularity, to reduce complexity and tacili- ff a f 

, , J 1 i i i- J • i sic concepts of a requirement specification lan-
tate development, testing and mamtenance. . 

guage. Analysis refers to techniques used to fa-
- Efficiency, to provide rapid executions and cilitate the communication between requirement 

inferences by putt ing independent tasks in engineers and end-users making use of the require-
parallel. ment specification as the basis of that communi-

mailto:elfallah@lipn.univ-parisl3.fr
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cation. An adequate approach should rely on the 
ability to design autonomous and cognitive agents 
dealing with each of above. Such an approach re-
mains problematic; to respect complex agent sys-
tem concepts, which are of great importance in 
Multi-Agent System (MAS) design, the underly-
ing architecture requires three conditions: 

- to include different kinds of agents, 

- to facilitate the cooperation between agents, 

- to ensure coherent activities and validate the 
global system behavior. 

The first requirement may be met through the 
genericity of an agent entity so as to define a 
broad range of specialized agents and enable the 
adequate knovvledge representation. The second 
requirement lies in the coordination mechanisms 
and efRcient interacting methods between agents. 
The last requirement imposes two additional bur-
dens on intelligent systems: the use of a formal 
model to specify the agenfs activities and formal 
techniques to verify the agenfs interactions. 

This paper focuses on the coordination mech-
anism using the distributed planning alternative. 
To begin with, we argue that coordination is a 
necessary mechanism for cognitive agent cooper­
ation specified through concurrent plan coordi­
nation. A survey of related work is given and 
concurrent plan requirements are detailed. An 
efficient framework for concurrent plan manage-
ment is then developed. The ordinary Petri Net 
formalism is extended to the Recursive Petri Net 
(RPN) (El Fallah Seghrouchni & Haddad 1996b) 
formalism to meet the distributed planning re-
quirements. An overview of the main features of 
the RPN formalism is given and the RPN formal­
ism itself is briefly described. Plan management 
through RPN is illustrated through some model-
ing aspects which allow the handling of both pos-
itive and negative interacting situations. The co­
ordination mechanism is then described through 
two complementary mechanisms: remote and sit-
uated coordination. 

2 Coordination as a Bridge for 
Cooperation 

One of the basic postulates of MAS is that no in-
telligence, and especially no acquisition thereof, 

is possible without social interactions and with-
out communication with others. Interaction is 
generally viewed as a coUective action allowing 
agents to cohabit peacefully in the same envi-
ronment, the sharing of which introduces new 
problems such as critical resources (consumable 
or not), negative effects (i.e. action interleaving 
may cancel or prevent the completion of other 
agent actions), etc. The main issue addressed 
by the MAS is how to get a group of agents to 
carry out coordinated and coherent activities in 
a dynamic environment. Coordination seems a 
credible alternative (Osawa & Tokoro 1992) al-
lowing agents both to take advantage of their re-
spective actions (i.e. positive interactions) and 
to overcome their conflicts (i.e. negative interac­
tions). The main requirements of coordination, 
such as communication between agents (Searle 
1990), recognition of potential interactions be-
tween plans (Corkill 1979; Martial 1990; Osawa 
& Tokoro 1992; Ephrati & Rosenschein 1995), 
and negotiation between agents (Zlotkin & Rosen­
schein 1989; Daviš fe Smith 1983; Bond & Gasser 
1988) have already been studied in numerous pa-
pers. The main criticisms to be leveled against 
most of the models proposed in Multi-Agent re-
search are: 

• The formal cooperation models are often re­
mote from practical systems and provide only 
a little help in designing MAS. 

• The computing methods used to work out de-
pendencies between agents (between actions, 
plans, etc.) are often static when they need 
to be dynamic. 

• The coordination process is generally cen-
tralized where it should be distributed and 
implies two agents where it should imply n 
agents (i.e. not just two by two). 

3 Distributed Planning as a 
Coordination Mechanism 

The MAS environment is assumed to be dynamic 
and shared between agents. Because of the pres-
ence of other agents and processes, the environ­
ment is subject to continuous changes. A cogni­
tive agent can be considered as an entity continu-
ously receiving perceptual input from the environ-
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ment (including other agents) and reasoning by 
taking actions that affect this environment. Such 
an agent can be characterized as having a par-
tial representation about the world (e.g. agenfs 
acquaintances), local goals that need to be sat-
isfied, plans to achieve the goals, etc. Hence, 
a careful coordination and the synchronization 
of agents' activities (Osawa & Tokoro 1992) are 
required. The cooperation mechanism proposed 
here is based on concurrent plan coordination. 
This approach is in keeping with the general pat-
tern of distributed planning where agents are as-
sumed to be autonomous, i.e. they generate and 
execute their own plans and the planning pro-
cess is distributed among them. Distributed plan­
ning (i.e. planning-driven agent (Martial 1990)), 
which concerns the coordination problem consti-
tutes one of the numerous problems highlighted 
by the design of MAS and may be characterized 
by two strongly correlated aspects: there is no 
global plan (i.e. several goals have to be reached 
simultaneously) and the planning process should 
be dynamic (i.e. abstract plans and dynamic re-
finement). Therefore, the interleaving of execu-
tion and planning (Ephrati & Rosenschein 1995) 
for dynamic tasks performed by a group of agents 
becomes necessary to take into account the dy-
namic changes (e.g. environment changes, agents' 
requests, external events, interruption). Different 
research has been done in distributed planning 
and in particular incremental planning (Martial 
1990) which offers a number of advantages in that 
the model is a theoretical one which handles both 
positive and negative interactions. It is however 
limited by the fact that only two agents (point 
to point) can be coordinated at a time. In addi-
tion, this approach does not provide for the inter­
leaving of planning and execution. The approach 
put forward by (Alami et al. 1994) is based on 
the paradigm of plan merging. Although it is ro-
bust and handles n agents at a time, it is cen-
tralized by the nev/ agent. Moreover, the exist-
ing agents are suspended during the coordination 
process and the new plan is generated in function 
of existing ones. The approach described in (El 
Fallah Seghrouchni & Haddad 1996a) proposes a 
distributed algorithm which coordinates n agents' 
plans at once but the formalism used may be im-
proved by introducing the notions of abstraction 
and refinement in the plan. Other research fo-

cuses on distributed planning but is based rather 
on organizational structures (Werner 1989). 

One of the major problems in distributed plan­
ning remains the definition of an efficient model 
of actions and plans which can easily and natu-
rally take into account the potential concurrence 
between the agents' activities (both actions and 
plans) or between agents and any dynamic pro-
cesses resulting from the environment. Many up 
till now well-defined hypotheses in single-agent 
planning have to be specified again, such as con-
sidering an action as a relation between tv/o 
states of the world, or considering atomic events 
(Georgeff 1990). 

4 Characteristics of 
Concurrent Plan 

The main features of distributed planning is the 
execution of concurrent plans with overlapping 
•which may concern actions, shared resources, etc. 
This raises problems such as ordering actions, 
which is linked to the notion of conflictual re­
sources (i.e. consumable resources or not), non-
instantaneous actions, atomic events, etc. Hence, 
it is necessary to determine whether the plans 
conflict with each other, i.e. whether they inter-
fere or whether one ruins another's executability 
conditions. Consequently, coordination requires 
an adequate model of concurrent plan execution. 
Such a model should both offer a high expressive 
power for complex plan representation and pro­
vide the necessary mechanisms to control concur­
rent plan execution. 

4.1 Concurrent Plan Representation 

A complex plan may be viewed as an organized 
collection of complex or atomic (i.e. elementary) 
actions -vvhich can be performed sequentially or 
concurrently in some specific order. A complex 
plan's actions are subjected to several relations 
(choice, concurrence, overlapping, etc.) and de-
mand both local and shared resources. A plan 
model should ensure the standard ways of com-
posing plans such as sequencing, iteration, recur-
sion and choice. In addition, the plan size should 
remain controllable for the specification phase and 
plan complexity should remain tractable for val-
idation. This requirement may be attained if 
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the model enables abstract views by considering 
a complex plan as being partial and/or abstract 
where only the relevant information is represented 
at the earlier phases of plan generation. 
Partial Plan: A partial plan may be defined in 
two ways: the plan actions are detailed but not 
ordered, or the plan actions are not detailed but 
are ordered. 
Abstract Plan: Abstraction is defined (Tenen-
berg 1988) as a mapping between representations, 
from concrete-level to an abstract-level (or to sev-
eral abstract-levels through repeated mappings). 
The abstract-level typically does not contain cer-
tain concrete-level details which expand the state 
but which do not have to be considered to obtain 
an approximate solution. Abstract solutions may 
correspond to a set of concrete refinements, serv-
ing as a basis for plan serving and reuse, reduc-
ing the planner's need to solve each problem from 
first principles. In addition, abstraction reduces 
the plan complexity since the total complexity is 
the sum of the complexities of multiple search, 
and not their product (Minsky 1984). 

4.2 Concurrent Plan Execution 

In real-world domains, much of the information 
about how best to achieve a given goal is acquired 
during plan execution. Two approaches may be 
considered: 

- To build highly conditional plans, which in-
troduces two disadvantages: most of the 
branches will never be used and the environ-
ment is too dynamic, thus requiring replan-
ning. 

- To leave low-level tasks to be accomplished 
by fixed primitive operators that are them-
selves highly conditional, which relegates the 
problem to the primitive operators them-
selves and does not provide any mechanism 
by which the higher level planner can control 
their behavior. 

The need for models to overcome this problem 
(at least in part) is acute. The requirement is 
to develop planning systems that interleave plan 
formation and plan execution where decisions are 
deferred until they have to be made. This as-
sumption means that an agent can only acquire 
more information as time passes and that some 

degree of deferred decision-making is clearly de-
sirable. A credible alternative is to combine a con­
ditional plan concept at the formation level with a 
dynamic refinement mechanism at the execution 
level. Hence, a dynamic refinement may be con­
sidered as an elegant way to handle conditional 
plan as it provides the correspondence between 
abstract- and concrete-level in the plan. Applied 
during the plan execution, the refinement displays 
relevant information dynamically and allows the 
interleaving of planning and execution which is 
indispensable for distributed planning. 

5 Conceptual Franiework 

The model proposed here is made up of cognitive 
agents which represent the active components of 
the MAS and which evolve in the environment. 
The positive or negative interactions depend on 
the agents' behavior and on the environment, the 
representation of which includes the modeling of 
resources. 

5.1 Agents 

Let Ag = {gi,i € IN} be a set of MAS agents. 
An agent gi is defined through the following com­
ponents: 

• the identity of the agent Id{gi), 

• a list of acquaintances Ac{gi), 

• a set of plans, 

• an abstract description of the agents' skills 
Sk{Ac{gi)), 

• a set of resources Res{gi) which includes 
a sub-set of potential shared resources 
SRes{gi) C Res{gi) 

Remark: Environment may be considered as 
a special agent the identity of which equals O and 
which shares ali its resources with the other agents 
(i.e. SRes{go) = Res{go)). 

5.2 Resources 

A resource type represents a domain object which 
is used to instantiate the variables that appear in 
an action's conditions. A resource may be shared 
or not. In addition, many patterns of the same 
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type of resource may be available. The MAS re­
sources are defined through a set of objects called 
Res such that: 
RES = {n,i G IN*} = \i}Res{gi),gi e Ag, 
and two additional attributes: 

• the identity (integer) of the resource owner 
Bel : Res -)• IN 

Ti H-)- j where g j € Ag 

• the number of patterns of the resource type 
Pat : Res -> IN 

Ti^ n 

where n represents a number of available pat­
terns of the resource ri. 

Remark: This definition includes the extreme 
cases of consumable resources (i.e. Pat{ri) = 
O after use) and non-consumable resources (i.e. 
Pat{ri) = oo). 

o an ezclusive action, the execution of 
which requires its coordination with 
other current executions. 

o An end action, which is necessarily elemen-
tary, gives the final results of the performed 
plan. The plan's goals are implicitly given 
through its end actions. 

5.5 Methods 

Intuitively, a method may be viewed as some 
way to perform an action. Several methods 
can be associated with an action. A method 
requires a label, a list of formal parameters to 
be linked when the method is executed, a set of 
Pre-Conditions (i.e. the conditions that should 
be satisfied before the method is executed) and 
a set of Post-Conditions (i.e. the conditions 
that will be satisfied after the method has been 
executed). 

5.3 P lans 

A plan organizes a collection of actions which can 
be performed sequentially or concurrently in some 
specific order. Furthermore these actions demand 
both local and shared resources. A correct plan 
execution requires that whatever the total order 
that extends the partial order obtained from the 
plan, it should remain feasible. 

5.4 Act ions 

A plan involves both elementary actions associ­
ated with irreducible tasks (but not instantaneous 
ones) and complex actions (i.e. abstract views of 
the task). Semantically, there are three types of 
actions: 

o An elementary action represents an irre­
ducible task which can be performed without 
any decomposition. 

o An abstract action, the, execution of which 
requires its substitution (i.e. refinement) by 
a new sub-plan. There are two types of ab­
stract actions: 

o a parallel action, which can be per­
formed while another action is being ex-
ecuted, 

Remark: Depending on the action definition, 
a method may be elementary or abstract. An el-
ementary method calls for a sub-routine to exe-
cute the associated action immediately but not 
instantaneously. An abstract method calls for a 
sub-plan corresponding to the chosen refinement 
of the associated abstract action. The refinement 
occurs so as to detail abstractions and display 
relevant Information. In addition, the planner 
chooses dynamically the best refinement accord-
ing to the execution context depending on the pre-
and post-conditions. 

5.6 Dependence 

Several kinds of dependence may be detected 
since agents evolve in a shared environment. In 
the following, two types of dependence are distin-
guished: 

o Knovj-Honj dependence: such a situation oc­
curs when an agent tries to execute a plan 
(respectively an action) the refinement of 
which (respectively the instantiation of the 
variables that appear in the action condi­
tions) is required. The agent then has to ask 
another agent for help. He examines the list 
of his acquaintances and the abstract descrip-
tion of the agents' skills. 
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o Resource dependence: an agent tries to exe-
cute an action which requires an object (at 
least one) belonging to another agent. In this 
čase, the agent should know wlio is the object 
owner before sending him a request. 

6 A Recursive Plan Model 

6.1 Mot ivat ions 

Since the Petri Nets are suitable for modeling, 
analyzing and prototyping dynamic systems with 
parallel activities, distributed planning lends it-
self very well to this formalism. The main contri-
bution we expect from Petri Nets is their ability 
to improve the representation of complex plans 
and to allow their dynamic coordination and exe-
cution. Applied to distributed planning, the Petri 
Net model mainly offers the following advantages: 

— natural and graphical expression of the syn-
chronization of parallel activities that are the 
performance of the agents' tasks, 

— clear decomposition of processing (transi-
tions) and data sharing (places), 

— scheduling of the plans's actions (causal and 
temporal relations), 

— dynamic allocation of tasks, 

— qualitative and quantitative analysis of Petri 
Net modeling of a plan. 

The Recursive Petri Net formalism (El Fallah 
Seghrouchni &; Haddad 1996b) is introduced to 
overcome some limitations of usual categories of 
Petri Nets (Jensen 1991) (e.g. ordinary Petri 
Nets, High-Level Petri Nets and even Hierarchi­
cal High-Level Petri Nets) that are apparent if 
one considers a Petri Net as a plan of actions. 

6.2 R P N Formalism 

This section presents briefly the RPN formalism. 
Formal definitions are given in (El Fallah k Had­
dad 1996b). The RPN formaUsm supports the 
interleaving of planning and execution since its 
recursive and hierarchical aspects allov/ the dy-
namic refinement of transitions and therefore en-
able an abstract plan to be considered at multiple 
levels of abstraction. 

6.2.1 Plan Representation through R P N 

A plan is represented as an RPN and its behavior 
is obtained from the firing of the net' transitions. 

Recursive Petri Net Definition 
An RPN is defined as a tuple < 
P, T, Pre, Post, MQ > where: 

— P is the set of places 

— T is the set of transitions such that: 

— T = Telem liJ Tabs l±j T^nd 

— Tabs = Tpar 1+) Texc where l+J represents 
the disjoint union 

— Pre is the precondition matrix and is a map-
ping from P xT io N 

— Post is the postcondition matrix and is a 
mapping from P x T to N 

— Mo is the initial marking of RPN (mapping 
from P to N). 

Remark: An RPN model represents a plan 
according to the above definition: 

— The state of the RPN (plan) is given by the 
tokens contained in the places of R. 

— A marking represents a current state of the 
plan and Mo represents the initial marking 
which allows the plan execution to start. 

— Pre{p,t) (respectively Post{p,t)) equals n > 
O if the plače p is an input (respectively out-
put) plače of a transition t and the valuation 
of the are linking p to t (respectively t to p) 
is n. It equals O otherwise. 

— A transition t E T models an action of the 
plan according to the nature of the action 
(abstract, elementary, etc). 

Remark: The default value of a non-valuated 
are equals to 1. 

The above definition is augmented to represent 
an executable plan as follows: 

Executable Plan Definition 

An executable plan H is defined as a tuple 
< R, V ar, Met > where: 
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R is an RPN which models H, 

Var is the set of global variables attached to 
the plan H, 

Met is the set of method calls associated with 
the transitions of R. 

6.2.2 R P N Semantics: Firing Transition 

In RPN formalism, a transition models an action 
and its firing corresponds to executing an action. 
The RPN semantics is formally given through the 
transition firing rules of each type of transition in 
(El Fallah Seghrouchni & Haddad 1996b). Let us 
note that an elementary transition firing updates 
the marking of the net using the pre- and post-
matrix as in the čase of Ordinary Petri Nets. The 
effect of an abstract transition firing is to substi-
tute the transition by a sub-net (its refinement) 
and to update the marking only after the sub-net 
has been executed (i.e. an end transition has been 
fired). An end transition firing closes the sub-net 
and updates the net marking. 
A plan is executed by executing its actions. 
The dynamic refinement of an abstract transition 
when it has to be fired allows the interleaving of 
planning and execution. 

7.1 Detec t ion of Interact ing Situat ions 

Interacting situations are generally expressed in 
terms of binary relations between actions and are 
often detected statically. The interleaving of plan­
ning and execution requires both static and dy-
namic detection of such situations which is en-
sured through the RPN semantics. The problem 
now is to answer the two questions: 

o When should agents' coordination happen? 
When positive interactions are detected, co­
ordination is desirable and even necessary 
and may be considered as an optimization 
of plan execution. On the other hand, when 
negative interactions are detected coordina­
tion becomes indispensable to plan execu-
tion. 

o How may agents' coordination be ensured? 
In our approach, planning and coordination 
aspects are merged, thus offering a number 
of advantages as vî e shall see in section 8. 

7.2 Characterization of Interacting 
Situations through RPN 

The most important interacting situations han-
dled by our approach include both positive and 
negative interactions. 

7 Agent Interaction 

Concurrent plan execution imposes two additional 
burdens on • agent coordination which requires 
both an efRcient management of shared resources 
and an elaborate handling of interacting situa­
tions. In our approach, the first requirement v/ill 
be met through the remote cooperation mecha-
nism which allows the allocation of shared re­
sources (simultaneous access to a set of resources) 
while ensuring both the safety and the liveness 
of the system. The second requirement leads us 
to define a situated coordination mechanism sup-
ported by the RPN semantics. Section 8 shows 
how to solve the Know-How dependence through 
the situated coordination mechanism. It also 
presents a distributed algorithm that solves the 
resource-dependence. The algorithm proposed is 
based on classical techniques often used in dis­
tributed operating systems. 

7.2.1 Positive Interactions 

— Redundant Actions: actions are redundant if 
they appear in at least two plans belonging 
to two different agents, have identical pre-
conditions and post-conditions, and the asso­
ciated methods are instantiated by the same 
parameters except for the agent parameter 
who has to perform the action. Hence, co­
ordination assigns action execution to one of 
the agents. The agent who will perform the 
action has to provide his results. The oth-
ers have to modify their plans by including a 
synchronizing transition. 

— Helpful Actions: actions are said to be helpful 
if the execution of one satisfies ali or some .of 
the pre-conditions of the others. Their execu-
tion will be respectively possible or favored. 
There are two ways of detecting such a situ-
ation: 
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— dynamic detection: during the execu-
tion of an abstract action, the refine-
ment of which encapsulates an elemen-
tary action which validates another ac­
tion' s pre-conditions (i.e. parallel ac-
tions), 

— static detection: when the execution of 
one action precedes the execution of an­
other and validates its pre-conditions. 

7.2.2 N e g a t i v e Interact ions 

— Harmful Actions: actions are said to be 
harmful if the execution of one invalidates 
ali or some of the pre-conditions of the oth­
ers. Consequently, the execution of the latter 
will be respectively impossible or at an unfair 
disadvantage. Such a situation should be de-
tected before the new plan execution starts to 
predict failure or deadlock. Our coordination 
mechanism introduces an ordering (i.e. syn-
chronization arcs) between the harmful ac­
tions as in (El Fallah Seghrouchni fe Haddad 
1996a) which provides a coordination algo-
r i thm (COA) for handling such interactions 
between n agents at once. 

— Exclusive Actions: actions are said to be 
exclusive if the execution of one momen-
tarily prevents the execution of the others 
(e.g. their execution requires the same non-
consumable resource). Detected dynami-
cally, this situation occurs when an exclusive 
action has been started since it needs coordi­
nation with aH other executions. In this čase, 
execution remains possible but is deferred ac-
cording to the firing rules. 

— Incompatible Actions: actions are said to be 
incompatible if the execution of one prevents 
the execution of the others (e.g. their execu-
tion requires the same consumable resource). 
In our model, such a situation models an al­
ternative (e.g. two transitions share the same 
input plače with one token). In this čase, ex-
ecution remains possible only if the critical 
resource can be replaced. In our approach, 
the planner ušes heuristics based on two al-
ternatives which may be combined to avoid 
conflicts: if the conflict concerns an abstract 
action, the planner tries to substitute the cur-

rent refinement. Otherwise, the method used 
will be replaced. 

8 The Coordination Mechanism 

8.1 Remote Coordination 
Imagine that an agent tries to execute an action 
(i.e. a method) the parameters of which he is un-
able to instantiate. Ne has two alternatives: to 
execute the method concerned at a distance or 
to obtain access to the shared objects. Again, 
a selective request is addressed to the agent' ac-
quaintances. In the first čase, a client/server 
protocol (based on the Remote Call Procedure 
(RPC) mechanism) is established between the two 
agents. In the second čase (a shared object), the 
answer may be permission to access the objects 
needed as described in the following. 
H y p o t h e s e s : 
Let us assume that the agent gi requires the set 
of resources NB.i C Res such that : 

NRi = y SRj where: 

SRj = {ri,Bel{ri) = j and ri € SRes{gj)} 

The agent gi sends g j a request: 
Resource-Request{{ri,nri), • • •, {rn,nrn)) 
where: iri < Pat{ri) 
In the following, the variable i will replace 
gi to simplify the notation. Let us introduce 
the necessary concepts (agent state, relations 
between agents, etc.) for the shared resource 
management. 

- State{i, r) = {wait, in, out} -vvith the follow-
ing semantics: 

ivait: the agent gi is waiting for permis­
sion to go into the critical section of r; 

in: gi is in the critical section of r; 

out: else. 

- Defer{i,r) is the set of gj {gj 6 Ac{gi)) 
where gj has sent a Resource-Reguest to gi 
the permission for which has been deferred, 
and r £ SRes(gi). 

- Use{i,r,j) indicates to gi the number (an 
overestimation) of resources that are stili 
used by the agent gj. 
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— Priority{i,r) is a Boolean which indicates if 
the agent gi has priority over the resource r 
or not. 

Let SRj = {x, y} (i.e. gi needs the resources x 
and y belonging to the set of potential shared re­
sources of gj). This algorithm is based on the 
Lamporfstamp where hi is a local agent clock. 
This algorithm is distributed among agents since 
ali the variables and sub-routines are shared be-
tween agents. 

1. Resource_Request (< n,x >,<m,y >) 
{The agent updates his stamp before sending a 
stamped request to ali the agents capable of using 
the required resources, then he waits for permission 
to go into the critical section.} 

begin 

ki{x) = n ; ki{y) = m; 

last^taTnp{i) = /ij + 1; 

for z = x,y do 

State{i,z) = wait; 

Vj G Ac{Bel{z)) and j 7̂  i do 

begin 

Use{i,r,j) = Use{i,r,j) + Pat{z) 

Send Request{z,{last-stamp{i),i)) 
to j 

end 

wait {State{i,z) = in) 

endfor 

End {Resource_Request} 

2. Resource_Pree 
{The agent releases resources and leaves the critical 
section. He also informs ali the agents for which his 
answer •vvas deferred.} 

begin 

for z = x,y do 

begin 

State{i, z) = out 

Vj G Defer{i, z) do Send Pree {ki{z)) to j 

Defer(i, z) -% 

end 

end {Resource-Free}. 

3. Receive Free{Y{z)) from j 
{The agent updates his perception of other agents 
(their resource use). If he was waiting and if the 
access to resources is possible, he enters the critical 
section.} 

begin 

for z = x,y do 

begin 

C/se(i, z,j) = Use(i, z,j) - Y{z) 

if {State{i, z) = wait) and 

iEi<j^i<nUse{i,z,j)+ki{z) < Pat{z)) 

then State{i,z) = in 

endif 

end 

end {Receive Pree}. 

4. Receive Request{z,k,j) from j 
{The agent updates his stajnp and checks his priority. 
If he has priority over the resources, or if he already 
has the resources, he defers his answer, else he sends 
his permission.} 

begin 

hi = niax{hi, k) 

for z = x,y do 

begin 

Priority{i, z) = {State{i, z) ^ out) and 

{{last-stamp{i),i) < {k, j)) 

if Not {Priority{i,z)) or {Priority{i,z) 
and j € Differ{i, z)) 

then Send Free {Pat{z)) to j 

elseiiki{z) ^ Pat{z) 

then Send Free {Pat{z) — ki{z)) to j 

endif 

Defer{i, z) = Defer{i, z) [J{j} 

endif 

endif 

end {Receive Pree}. 

Discussion: This algorithm provides the two 
fundamental properties often required in dis­
tributed systems: 

o Safety which ensures that no deadlock is pos­
sible since agents have a perception (updated 
at each new request) of the use of shared 
resources and they enter the critical section 
only if they have permission. 

<> Liveness since the stamps used here ensure 
that each request will be satisfied in a finite 
t ime. 

8.2 S i t u a t e d C o o r d i n a t i o n 

An agent starts from his initial plan (i.e. reduced 
to an abstract transition) and refines it. The co­
ordination mechanism is triggered when an agent 
(e.g. gi) has to perform a plan IIj which is par-
tially instantiated, i.e. some plan methods associ-
ated with plan transitions have non-instantiated 
call parameters. The agent (e.g. gi) should find 
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an agent who will execute these methods. He 
starts a selective communication based on his ac-
quaintances and the description of the agents' 
skills. Two cases are possible: either the agent 
receives a positive answer or he never (timeout) 
receives it. In the first čase, he delegates part 
of his plan and initiates a situated coordination 
(i.e. coordination takes a plače at the agenfs 
who receives a plan) which is based on the plan 
merging paradigm. In the second čase, he initi­
ates a remote coordination mechanism described 
above (section 8.1). Coordination combines the 
two complementary mechanisms that are strongly 
coupled. Let us assume now that a Client gi ini­
tiates a situated coordination by sending his plan 
lil to the agent Server. The main phases of situ­
ated coordination can be summarized as follows: 

o Recognition and unification: the agent who 
receives Hi (e.g. Server) detects the meth­
ods that are partially instantiated and then 
examines his execution tree (i.e. the tree of 
his current plans) in search of a plan with 
the same methods. This phase succeeds if he 
finds an RPN 112 where ali the methods to be 
instantiated appear (i.e. non-assigned in Hi 
and assigned in 1X2). Then the Server triggers 
unification of the methods through their call 
parameters and instantiation of the variables 
viT.r.t. the two plans. If both unification and 
instantiation are possible, the Server tries to 
merge the two plans Hi and 112. 

o Structural merging through the transitions: 
the Server produces a first merging plan 11^ 
through the transitions associated with the 
previous methods and instantiates the call 
parameters. Then he checks that ali the vari­
ables have been instantiated and satisfy both 
the Pre- and Post-Conditions. 

o Consistency checking: this phase is the key-
stone of the coordination mechanism since it 
checks the feasibility of the new plan which 
results from the structural merging. It is 
based on the algorithm using the Pre- and 
Post Conditions Calculus (PPCC) described 
in (El Fallah Seghrouchni & Haddad 1996b). 

Let us note that negative interactions may appear 
if the Server receives an other plan from an other 
Client. This čase is not described in this paper. 

More details about the handling of negative inter-
action are available in (El Fallah Seghrouchni & 
Haddad 1996b). 

9 Conclusion 

This research provides an adequate framework to 
design intelligent systems. The approach pro-
posed here combines the MAS paradigm and dis-
tributed planning. The MAS paradigm allows a 
modular conception of the system the underlying 
architecture of which involves cognitive agents. 
Agent cooperation is ensured through two corre-
lated mechanisms: remote and situated coordina­
tion. 
The coordination model is dynamic and satisfies 
the main requirements of MAS design including 
domain independence, broad coverage of interact-
ing situations, operational coordination semantics 
and natural expression for the designer. 
The RPN formalism offers a number of advan-
tages: 

— representation and reasoning about simul-
taneous actions and continuous processes 
(GeorgefF 1990) (concurrent actions, choice, 
alternatives, synchronization, etc), 

— the formalism is- domain-independent and 
supports complex plans that may contain dif-
ferent levels of abstraction used according to 
the nature of the operation performed on it, 

— the formalism offers abstraction (i.e. only 
the relevant Information is represented at the 
earlier phases) and allows modifications with 
the associated verification (e.g. no structural 
inconsistency) and valuation methods (e.g. 
answering tirne, robustness), before its per-
formance can be continued, 

— recursivity and dynamicity, that are neces-
sary to take into account the interleaving of 
execution and planning according to environ-
ment changes, 

— plan reuse, which allows agents to be able to 
bypass the planning process in similar situ­
ations w.r.t. the execution context (library 
of abstract plans which represent the basic 
building blocks of the new plans). 
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agents can skip some of the planning actions, 
detect conflicts in early phases and reduce 
communication costs, 

execution control is dynamic (i.e. depends 
on the associated refinement ) and therefore 
minimizes the set of revocable choices (Bar-
rett & Weld 1993) because the instantiation 
of actions can be deferred, 

plan size remains controUable for the speci-
fication phase and plan complexity remains 
tractable for validation. 
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The abundant use of the Internet has promoted it as an effective medium for global 
information sharing, for instance accessing information stored in remote databases that 
are inter-linlied by the Internet. We present an Internet-based database application, a 
'Re-conGgurable Internet Information Broker' (RIIB) that provides (a) the functionality 
to dynamicaUy connect and interact with remote databases via the Internet; and (b) 
an 'intelligent' database navigation engine which is based on the notion of database 
virtual hierarchies - a database navigation mechanism that allows users to navigate the 
database by envisaging it as a user-deRned hierarchical structure. 

1 Introduction 

The explosive growth of the Internet has radically 
transformed the norms of information aceess and 
processing. Growing number of business organi-
sations, government institutions, academics, stu-
dents and a variety of other users are now em-
bracing the Internet as an apt medium for elec-
tronic, infomation-centered communication. Ad-
vances in Internet based technologies have gen-
erated tremendous opportunities for information-
sharing by making publically available a plethora 
of applications, software and document archives 
for various disciplines. In the background of such 
technological advances, now, it remains of in-
terest to explore the possibilities for transpiring 
'intelligence' to typical Internet oriented activi-
ties. One possible area that demands research 
attention is the extraction of information from re­
mote databases via the Internet. This should be 
achieved by utilising 'intelligent' Internet based 
database navigation mechanisms. 

Indeed, today the need to have aceess to infor­
mation that is both correct and complete is very 
real. For strategic reasons, such demands disre-
gard geographical and time constraints - informa-
tion/data should be available from any database 

site in the world. Furthermore, the desired data 
should be found and made available as and when 
required with the shortest possible time-delay. 
(Upton & McAfee 1996). To address such de­
mands the research proposal here, then, entails 
dealing with two key technologies - (a) the Inter­
net and (b) database technology. 

In this paper, we present an Internet based 
database apphcation, a 'Re-configurable Internet 
Information Broker' (RIIB) - a confluence of In­
ternet protocols, database technology and artifi-
cial intelligence (Al) techniques. RIIB provides 
(a) the functionality to dynamically connect and 
interact in real-time with any remote database via 
the Internet; and (b) an 'intelligent' database ac­
eess engine that incorporates artificial intelligence 
based database navigation mechanisms to extract 
relevant information from a variety of databases 
(Abidi 1996). 

The proposed Re-configurable Internet Infor­
mation Broker is a generic database aceess and 
manipulation tool with an open-ended interface 
that permits it to dynamically connect and re-
trieve information from a variety of databases. 
RIIB's open-ended interface is implemented by 
exploiting Open DataBase Connectivity (ODBC) 
technology that permits a seamless interaction 
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with databases that may vary both in struc-
ture and implementation platform. Most attrac-
tively, the incorporation of Internet protocols al-
lows RIIB to access databases stored at remote 
sites. On the database navigation front, RIIB is 
an intuitive, easy-to-use, visual solution to com-
plex data extraction requirements. RIIB pro-
vides end-users a completely customisable infor-
mation access environment that faciUtates data 
extraction from databases without requiring the 
knowledge of any query language and the need 
for programming. RIIB queries databases in a 
way that end-users understand: there is no need 
to remember table or field names, no typing of 
queries and no submission of erroneous field val-
ues. By way of an user-friendly Interactive ses-
sion, users can build complex compound queries 
by simply clicking and choosing the various data 
fields and specifying whatever constraints deemed 
rel^vant. Moreover, RIIB introduces the notion of 
a database 'virtual hierarchy' and the automatic 
creation of 'child' databases. 

2 A Novel Database Navigation 
Mechanism Based on a 
Database 'Virtual Hierarchy' 

From a database navigation perspective, we ar-
gue that a database can be envisaged at two 
levels (i) the physical level - the flat structure 
of the database where ali records are stored at 
the same level, and (ii) the 'virtual' hierarchical 
level, whereby the flat structure of the database is 
transformed to a tree-like organisation - a virtual 
taxonomy or a virtual hierarchy, where various 
fields are hierarchically organised. The term 'vir­
tual taxonomy' has been defined by Woods (1991) 
in the context of description of concepts in knowl-
edge representation systems such that whenever a 
system "constructs an explicit collection of con-
cept nodes ... the result is a subgraph of the vir­
tual taxonomy". Woods' motivation for viewing 
a collection of 'descriptions' this way is that "al-
though its structure is important, one never wants 
to make it explicit in the memory of a computer". 

For database navigational purposes, we intro-
duce a shift towards a dynamic virtual database 
hierarchy. RIIB provides users the provision 
to 'virtually' organise the database as a hierar­

chical structure based on user-specific priorities 
(Holmes-Higgin, Abidi & Ahmad 1994). Each 
level of the database virtual hierarchy corresponds 
to a field of the records stored in the database. 
Database navigation can then be carried out by 
following appropriate branches through the vir­
tual hierarchy, without needing to consider the 
database as a whole. In simple terms, the vir­
tual database hierarchy can be envisaged as the 
(attribute-oriented) criteria for selecting relevant 
records from a database. The word virtual is in-
dicative of the fact that the physical structure of a 
database is not altered, rather the database is just 
to be viewed as a (virtual) hierarchical structure 
for navigation purposes. Since the hierarchy is 
virtual for ali purposes, users can dynamically de-
fine numerous hierarchical structures of the same 
database in a variety of ways, i.e., a number of 
profiles of the same database can be realised by 
specifying different database virtual hierarchies. 

Specification of a user-specific database virtual 
hierarchy is carried out during a user-friendly di-
alogue session. First, the user is provided a list 
of fields available in the database fields. Next, 
the user can specify the database's virtual hier-
archy by simply selecting the fields of interest, 
and additionally suggesting the relevant values 
of the selected fields. Fig. 1 shows the start 
of a database virtual hierarchy specification ses­
sion, whereas Fig. 2 shows a partially specified 
database virtual hierarchy (The right-side view 
shows the selected fields together with the chosen 
values). 

The database's virtual hierarchy is simultane-
ously built according to the order in which the 
fields are selected: the top level of the hierarchy 
is the first selected field and so on. Indeed, dif­
ferent users would like to 'intelligently' view the 
same database for varying purposes and this can 
be achieved by specifying different user-specific 
hierarchies. For instance, if a database contain-
ing records describing the attributes of texts (doc-
uments) is to be used by a language translator 
then the top level of the database virtual hierar-
chy should be the attribute Language (a typical 
hierarchy for this purpose may look like the one 
shown in Fig. 3a), whereas if the same database is 
to be used for studying the nature of specialised 
texts then the top level is desired to be the at­
tribute Research Area (as shown in Fig. 3b). 
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Figure 1: Dialog-box for the specification of a 
database virtual hierarchy. 
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Figure 3: Exemplar virtual hierarchies for a 
database. 

Database navigation initiates from the top level 
of the database's virtual hierarchy and subse-
quently proceeds to the next lower level and so 
on. At the top level (say Ll) of the database 
virtual hierarchy the scope of possible records 
that can be selected is the entire database. How-
ever, as the search proceeds to the next lower 
level (say L2), the scope of selectable records is 
reduced to the set of records found at level Ll 
(i.e. only those records that have satisfied the 
constraints implemeted at Ll of the database hi-
erarchy). This strategy can be envisaged as the 
filtering of records (based on the constraints im-
posed by the hierarchy ) as we move down the 
database's virtual hierarchy. Such a navigation 
scheme ensures a fine-grained retrieval of highly 
specific records at the lowest level of the hierarchy. 

To elucidate the nature of the navigation mech-
anism and the scope of record selection consider 
the database virtual hierarchy shown in Fig. 3c: 
the top level is the attribute Language with two 
selected values - English and Malay. The navi­
gation mechanism works as follows: Initially, ali 
records from the entire database that have Lan­
guage = English OR Malay are selected: say, the 
retrieved set of records is called Record Set 1. At 
the next lower level of the hierarchy, i.e. Publi­
cation Date, the scope of records to be searched 
is Record Set 1 and the search mechanism would 
retrieve from Record Set-1 aH records that have 
an Pubhcation Date = BETWEEN Jan 1 1995 
to 1 Jan 1996, yielding say Record Set-2. There-
fore, Record-Set 2 is a subset of Record-Set 1. 
Next, ali records that have a Text Type = NOT 
Book are selected from Record-Set 2, forming say 
Record Set 3. Finally, at the lovvest level of the 
database's virtual hierarchy, from Record-Set 3 ali 
records that have Research Area = Physics OR 
Medicine are collected to realise the final collec-
tion of records retrieved based on the database's 
virtual hierarchy. An exemplar database naviga­
tion šession (using the database hierarchy shown 
in Fig. 2) is shown in Fig. 4 and Fig. 5. 
In both these figures, the left-hand view shows 
the database virtual hierarchy, whereas the right-
hand view shows the field values (the highlighted 
ones are chosen for browsing down). In Fig. 5 it 
may be noted that as we browse down (the third 
level of the database virtual hierarchy is shown 
here) the matched record count decreases, thus 
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signifying a fine-grained retrieval of records. 
More attractively, database navigation is in-

teractive thus allowing the following features: 
(i) users can view and select, ali or some, the 
records collected at each level of the hierarchy (the 
Preview Record button in the database browser 
shown in Fig. 4 facilitates this option); (ii) users 
can dynamically customise the already specified 
database's virtual hierarchy. For instance, the hi-
erarchy in Fig. 3c has Language = English and 
Malay. Whilst database navigation, the user can 
constrain the search by selecting only Language 
= English and not consider the other specified 
values of the Language attribute. Fig. 4 shows 
how the database virtual hierarchy is further con-
strained by selecting only pertinent field values; 
and (iii) from each level the user can browse both 
in a forward (next level down in the hierarchy) 
and backward (previous higher level in the hierar-
chy) direction, much like web-browsers. We there-
fore believe that, database navigation based on a 
database virtual hierarchy facilitates a more sys-
tematic visualisation and understanding of data 
stored in a database. 

3 Architecture Of The 
Re-configurable Internet 
Information Broker 

In architectural terms, RIIB can be envisaged 
to comprise three main components: (i) Inter­
net Connector; (ii) Metadata Editor and (iii) 

Database Navigator. RIIB also implements a 
Database Manager, providing a suite of database 
management facilities. We briefly discuss below 
each component. Fig. 6 illustrates the architec­
ture of RIIB. 

(i) Internet Connector provides RIIB the 
necessary interface to connect with the Internet 
and interact with various 'client' databases. The 
implementation of open standard protocols facil­
itates Internet-based transactions. The Common 
Gateway Interface (CGI) layer, working closely 
with the Metadata Editor, provides an 'intelli-
gent', dynamically re-configurable Graphical User 
Interface (GUI) to interact with any connected 
database. 

(ii) Metadata Editor facilitates an inter-
nal, functional interface between the physical 
database and the Database Navigator. The 
ODBC layer allows the RIIB to connect with a 
variety of different databases. Other than fa-
cilitating the dynamic connection to a variety 
of databases, the main task of the ODBC layer 
is to determine the structure of the connected 
database, i.e. ali inherent tables, fields, relation-
ships, keys, etc. This entails the dynamic creation 
of two files: (i) Data Dictionary file which con-
tains the specification (tables, fields and types) of 
the connected database; and (ii) Database Map 
file that contains Prolog based facts describing 
the entire specification of the database. The 
Database Map is the most important file as it is 
responsible for ali database navigation operations. 
Furthermore, the Database Map is also used for 
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Figure 6: The architecture of the Re-configurable 
Internet Information Broker. 

the creation of the GUI specific to the connected 
database. The combined usage of the Data Dic-
tionary and the Database Map files thus allows 
RIIB to reconfigure (on the fly) according to the 
specification of any connected database system. 

(iii) Database Navigator provides an intelh-
gent database navigation engine based on either a 
virtual hierarchy or user-defined queries. It com-
prises three main modules: (i) Virtual Hierarchy 
Editor - a user-friendly dialogue box that allows 
the specification of user-specific database virtual 
hierarchies (manifested as the Database Virtual 
Hierarchy File) shown in Fig. 1 and Fig. 2; (ii) 
Dialogue Driven Query Builder vî hich provides a 
dialogue based interface for building compound 
queries; and (iii) Database Navigator/Browser 
(shown in Fig. 4 and Fig. 5) v/hich provides a 
visual illustration of the navigation through the 
database. When navigating based on a virtual 
hierarchy, the Database Browser shows (a) the 
database hierarchy; (b)the current level of the 
database hierarchy; (c) the values of the field 
specified at the level in the hierarchy (with the 
provision to choose the various values in order to 
dynamically customise the search); (d) records re-
trieved at each level and (e) other navigational 
Information and options. 

Database Manager implements various 
database management routines. A Electronic 
Form based approach based on CGI is used for 
database management. 

The Internet Information Broker, near comple-
tition, is implemented on the PC platform un-

der the MS Windows environment. The software 
is developed using the LPA Win-Prolog (version 
3.1.) package. 

4 Salient Features Of The 
Re-configurable Internet 
Information Broker 

We discuss below the important database nav­
igation and management features supported by 
RIIB. 

(i) Dialogue Driven Query Building -
Click and Choose Database navigation is 
guided by the constraints imposed by the user's 
query, however database users vary greatly in 
their level of database manipulating skills. RIIB 
relieves the user from the need to know any 
database query language. Rather, in RIIB both 
a database virtual hierarchy and a compound 
query is built in an user-friendly Interactive ses-
sion where dialogue boxes showing the data fields 
are presented to the user. The user is just required 
to choose the data fields of interest and specify the 
constraints, if any. Firstly, to assist an efficient 
and informed transversal of the database, RIIB 
makes available ali necessary Information right at 
the fingertips of the user. Next, in an intuitive 
manner, the user can build a database naviga­
tion scheme - a virtual database hierarchy or a 
compound query by simply clicking and choosing 
the various data fields in a systematic manner. 
Again, the desird values of the chosen fields can 
be specified in a Click and Choose manner, thus 
minimising the specifiation of erroneous values. 
Fig. 7 and Fig. 8 show the typical dialog-boxes 
for specifiying constraint values for text and date 
type fields. 

(ii) Open-Ended Interface RIIB provides 
an open-ended interface that allows it to dy-
namicaly connect to a variety of database plat-
forms. By exploiting ODBC technology, RIIB 
can be configured (on the fiy) to the specification 
of any database format and database platform 
(for instance Oracle, MS Access, FoxPi'o, etc). 
This allows end-users to design their databases 
using whatever database products and suitable 
database specification but stili be able to ex-
ploit the functionality of RIIB. Furthermore, at 
one time RIIB can interact with more than one 
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database without any restrictions on the database 
platforms. For instance, at the same tirne RIIB 
can be connected with Oracle, MS Access and In­
gres databases, to the extent of transparent data 
exchange between different database platforms. 

(iii) Creation of 'Child' Databases Infor­
mation brokering requires the efficient transporta-
tion of Information from the 'parent' source to a 
secondary source - a 'child' database. RIIB allows 
the Interactive creation of a 'child' database that 
can be easily exported across various database 
and word processing platforms. Users may select 
the records to be exported whilst browsing the 
database and then proceed to export them in a va-
riety of formats to either a child database, spread-
sheet or text document. The 'Preview records' 

button in the database browser shown in Figs. 4 
and 5 can be used to export records to the desired 
destination. 

5 Conclusion 

In conclusion, the problem of extracting Informa­
tion from databases is quite real (Geppert & Dit-
trich 1994) more so if the database in question 
is situated ofi>site. We believe that the high-
est level of functionality one can associate with 
our Re-configurable Internet Information Broker 
is telepresence - a capability that permits In­
ternet users to access Information from a variety 
of databases resident on computers that may be 
either on- or off-site via a communication chan-
nel of their choice, i.e. from a normal phone to 
a high-speed connection. More attractively, the 
RIIB provides a graphical gateway to databases 
(that may vary both in structure and platforms), 
thus making the use of databases more easy, effi­
cient, informative and 'intelligent'. 

We have proposed the notion of database 
virtual hierarchies. By incorporating virtual 
database hierarchies users can impose their own 
structure on an existing database to retrieve rel-
evant and correct Information. The aim of the 
virtual database hierarchy approach is to provide 
the flexibility of the traditional attribute-based 
Information retrieval approach, but with the in-
tuitive functionality of an explicit taxonomy ap­
proach. For that matter, we have demonstrated 
how database navigation based on a database's 
virtual hierarchy can be more informed, user-
specific and Interactive. We believe that, ap-
plications of RIIB could be numerous, such as 
an 'Electronic' Computer Shopping Mali (a rela-
tional database of databases connected via a com-
puter network) or a front-end to a data mining 
system. 
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Network information service has been an important ground for distributed Al research. 
In this paper, we present a multi-agent system, called MANIS, which integrates several 
methods for text understanding and offers the text understanding services over network. 
MANIS is organized as a market-Hke system. Broker agents can choose among a vari-
ety of services offered by server agents based on the sharing information in the service 
market. On the other hand, server agents can reorganize themselves via decomposition 
and composition in order to increase the utiUty oftheir Umited computational resources. 
MANIS provides an open framework for building multi-agent systems for network infor­
mation services and will serve as a testbed for our future researches. 

1 Introduction 

Current users of the Internet are longing for more 
intelligent information services while they wit-
ness an explosive growth in the number and kind 
of information services offered. For example, a 
task can be delegated to an agent, and then not 
only data-level information, but also knowledge-
level information can be provided through coop-
erative distributed problem solving among intelli­
gent agents. Distributed Al (DAl), which is con-
cerned with the cooperative solution of problems 
in multi-agent systems, can certainly provide the-
ories and methodologies for building systems for 
network information services. At the same time, 
network information service is becoming an im­
portant ground for DAI research. 

Intelligent agents presented in the Internet can 
be classified as follows: 

• User Assistants, which assist users in a 
range of daily activities autonomously (or semi-
autonomously). For example, the email agents 
(Lashkari et al., 1994), and the userbots (Kautz 
et al., 1994). These agents can be viewed as in­
formation consumers. 

• Information Providers, which offer some 
kinds of information services to user assistants, 

users or information brokers (discussed below). 
The agents, which provide knowledge-level in­
formation, may be based on expert systems or 
knowledge base systems. We refer to information 
providers as server agents below. 

• Information Brokers, which are responsi-
ble for organizing information and act as me­
dla among information providers and consumers. 
An information broker may provide a limited in-
dex of the subject network, or even accepts tasks 
from user assistants, forms agent teams to solve 
these tasks and acts as a manager during the 
cooperative distributed problem solving ptocess. 
For example, the SHADE and COINS match-
maker (Kuokka & Harada, 1995), which supports 
content-based information routing. 

In this paper, we present a multi-agent sys-
tem, called MANIS (Multi-Agent Network In­
formation Service), which has integrated several 
methods for text understanding and offers the 
text understanding services over network. Our 
focus is mainly on two problems: how can a bro­
ker agent choose among a variety of services of­
fered by server agents and how can a server agent 
change the amount of the computational resources 
it owns according to the task load dynamically. 
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MANIS is organized as a market-Hke system. For 
the first problem, a broker agent in MANIS can 
choose among services based on the sharing in-
formation in the service market. For the second 
problem, a server agent can reorganize via de-
composition and composition. We also present 
a social agent framework for self-organization, in 
which an agent is viewed as an organization of in-
telligent entities competing for the sharing com-
putational resources. This agent framework in-
tegrates the social organization theory of DAJ 
and the modeling and implementation theory of 
Object-Based Concurrent Programming(OBCP) 
(Gasser & Briot, 1992), and satisfies the needs 
in the design and implementation of multi-agent 
systems, especially the systems in the computa-
tional task environment as mentioned in (Decker 
&; Lesser, 1993). 

The paper is organized as folIows: Section 2 de-
scribes the methods for text understanding, Sec­
tion 3 presents the market-like architecture, Sec­
tion 4 describes the methods for the choice of ser­
vices, Section 5 presents the social agent frame-
work and the self-organizing process, Section 6 
makes a comparison with some related works, and 
finally Section 7 gives conclusions. 

2 Text Understanding 
Background 

Distributed natural language processing (DNLP) 
can not only provide the solution of higher qual-
ity based on cooperation and conflict resolution 
but also make fuU use of the geographically dis­
tributed resources of natural language processing. 

MANIS has integrated several methods for Chi-
nese text understanding, as shown in Figure 1. 
SynR and CorM are responsible for syntactic 
analysis. If the text is news-oriented and not very 

complex, SynR can analyze fast and give the so­
lution of high quality, otherwise, it may give a 
wrong solution or just fail. As opposed to SynR, 
CorM has a large corpus base and processes open 
corpora. SynS synthesizes the solutions provided 
by SynR and CorM and thus improves both the 
quality and efRciency. SenR, RolR and ExpM are 
responsible for semantic analysis. SenR finds the 
semantic relations among sentences, RolR finds 
the main role of the text and ExpM derives the se­
mantic represehtation of the text according to the 
pre-defined semantic schemes. SemS synthesizes 
the solutions provided by these three methods and 
derives the semantic graph of the text based on 
which agents can offer users some higher level ser­
vices. For example, more intelligent email sorting 
services. 

3 Systeni Architecture 

3.1 Market-Like Architecture 

MANIS is organized as a market-like system. This 
is for the reason of the large scale of such a system 
and the autonomy of intelligent agents. It has four 
components: broker agents, service organizations, 
the service market management subsystem and 
the computational resource market management 
subsystem. 

Broker agents, referred to simply as brokers be-
low, are responsible for interacting with users and 
choosing among services offered by service orga­
nizations corresponding to Information providers. 

Every service organization has a representative 
agent, i.e., the manager. After it has contracted 
a task with a broker, the manager allocates them 
to the agents, called solvers, which are responsi­
ble for problem solving, and finally sends results 
back to the broker or the successive service or­
ganizations. A degenerated service organization 
only has a single agent which has aH of the ba-
sic functions a service organization should have. 
From the perspective of brokers, the service orga­
nization is just a sever agent, referred to as servers 
below, identified by the manager. 

A broker can be formed as an organization of 
agents too, and an agent can have ali of the basic 
functions of brokers and servers. These are not 
shown in Figure 2 for simply. 

Agents in the service market management sub-
system gather Information from servers, such as 



MANIS: A MULTI-AGENT SVSTEM... Informatica 21 (1997) 193-200 195 

Users orUser assistants 
t. 

i ® ® ;.•.;;;.;;; §......6" 
f Brdier Agents 

( H • 
Service Market 
Management Subsystem 

Manager ( 

Solversi 

Computational 
Resource 
Market 
Management 
Subsystem 

Service Organizations 
' Task/Solution Interaction H Agent for Market Management 
• Market Information Interaction ® Agent for Information Services 

Figure 2: The market-Hke architecture of MANIS 

service priče, tirne, and quality. Every kind of ser­
vices is corresponding to a submarket which has 
the current information of that service, including 
the global information and the local information 
of every server. Broker agents choose among ser­
vices based on the sharing information in the ser­
vice market. 

Agents in the computational resource market 
management subsystem are responsible for gath-
ering information on computational resources in­
cluding computing speed, network bandwidth, 
and etc. Currently, we focus on computing speed. 
Every agent should tradeoff between computing 
speed and cost. Agents in MANIS can make self-
reorganizing decisions based on the sharing infor­
mation in the computational resource market in 
order to increase the utility of their limited com­
putational resources. 

m ® 
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Figure 3: Communication relations among agents 
in MANIS ' 

There are two approaches of communication. The 
first one is address-based. In MANIS, the source 
agent can give multiple addresses in one message. 
The second approach is content-based which is 
discussed a lot recently, such as matchmaking 
based on KQML ( Kuokka & Harada, 1995). CAs 
don't support this approach at present, but the 
service market management subsystem supports 
it to some extent. For example, a broker can send 
a mail to the service market in order to announce 
a task to unknown servers. 

Comparing with the agents in the computa­
tional resource market management subsystem, 
RAs have more basic management functions and 
ali of the operations on computational resources 
will really change the current resource state of 
the system. These resources include the oper-
ating system processes, the mailboxes for com­
munication and the sharing memories. RAs 
form a subsystem for basic resource manage­
ment and support the function of initiating new 
agents in remote hosts which is important for self-
organization. 

3.2 Communication and 
Computational Resource 
Management 

Two kinds of system agents are not shown in Fig­
ure 2. They are agents for communication, re-
ferred to as CAs, and agents for computational 
resource management, referred to as RAs. Ev-
ery physical host has a CA and a RA at least, 
and application agents, including ali the agents 
mentioned above, link to them in a federation ar­
chitecture, as shown in Figure 3. 

Communication among agents is based on mes­
sage passing. Every agent has a mailbox and CAs 
form a post subsystem responsible for delivering 
every mail to the mailbox of the destination agent. 

4 The Choice of Services 

In MANIS, we concern with the tasks that need 
to be solved by multiple agents working cooper-
atively. The broker, which has such a task, can 
choose among services based on the information 
in the service market. Here, we assume that ali of 
the agents are honest, i.e., the information they 
send to the market or other agents is the.true re-
flection of their states. 

The broker chooses among services according 
to the following steps: 

(SI) When a broker receives a task t, it de-
rives a service plan according to the demands on 
quality. The plan, which includes ali of the ser-
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vices possibly needed, is represented as a graph 
G t which is a subgraph of that shown in Figure 1. 

{S2) The broker decides the initial constraints 
on tirne, quality and payment for every service in 
G t based on the global information of that service 
in the service market. 

(55) For every service in G t, the broker tries to 
find ali of the possible servers based on these con­
straints and the information in the service mar­
ket, and then chooses among them according to 
the strategy discussed below in order to maximize 
its utility. 

{S4) The broker deletes the redundant ser-
vices,i.e., the redundant subgraph in Gt-

{S5) Now, the broker can evaluate the result. 
If the result is acceptable, the broker will send it 
to aH of the servers, otherwise, if the constraints 
can not be adjusted, it will choose the best result 
from ali of the results it has derived and send it, 
otherwise, it will adjust the constraints and go 
back to Step 3. 

The utility function ui, of broker s is defined as: 
Ub{t,q,p,to,qo,Po,Uo) = Uo - kn • e'="-(t-to) _ 

kqi • e-'=«2-(9-9o) _ /tpi . e'=p2-(P-Po) 

where, UQ is the basic utility value, i, q and 
p are tirne, quality and payment, ioj 9o and po 
are the basic values of t, q and p, fcti, kt2-, kqi, 
kq2, kpi and kp2 are constant coefEcients which 
are decided based on experiments. According to 
Uh, if i and p are fixed, the utility value increases 
slowly when q is larger than qQ and increases, but 
decreases rapidly when q is smaller than go and 
decreases. 

The strategy for the choice of servers, called 
SHMC*, evolves from the strategies that have 
been formally defined and experimentally ana-
lyzed in the TUMIT testbed (Wang & Shi, 1995). 
Here, we assume that the information on quality 
and payment in the service market is exact while 
the information on computing speed is delayed. 

Let 2;̂ - be server j ' s computing speed obtained 
by broker i when it interacts with the service mar­
ket in the k — th time, a;̂ - be server j ' s current 
computing speed, and t;"- be server j ' s computing 
speed estimated by broker i , vfj can be calculated 
as: 

n l.vh = x} 

n 
where, fn = ^'{n — 1)/^ • 

According to v'^,, broker i can estimate the solv-

ing time, and then calculate the utility value. Fi-
nally, it will choose the server with the highest 
utility value. If 5 = O, the broker only allows for 
the current state of the service market which can 
not reflect the true state of servers because of the 
communication delay. If the delay is large enough, 
the system will oscillate. If 5 = 1, the broker al-
lows for ali of the historical information. This can 
lighten the side effect of the communication delay 
but the choice can not adapt to the environment 
which changes rapidly. If S is selected properly in 
(0,1), SHMC* will have both of the advantages 
of OH M C* and IHMC*. 

5 Self-organization 

Ali of the agents in MANIS, as shown in Figure 
2, can interact with the computational resource 
market to make the decisions on self-organization, 
Here, we discuss the self-organization of servers. 
Based on the social agent framework presented 
below, servers can reorganize via decomposition 
and composition. As a result, the distribution 
of Services, including the distribution of agent re-
sources, will be adaptive to the distribution of 
tasks. 

5.1 The Social Agent Framework 

We focus on three problems in the design of the 
agent framework of MANIS. The first one is the 
sociality of intelligence, that is, we must allow 
for the existence of multiple participants, multi-
ple selves of an individual, multiple contexts of 
knowledge and action, and multiple representa-
tions. The second one is the resource-limited ac-
tivities of agents. Because of this, it is impor-
tant for an agent to have the ability to change 
the amount of its resources adapting to the task 
load dynamically. This leads to the third prob­
lem, the adaptability of agents. 

Let MAS = {A,E,M,RS,TS,crs,cts) be the 
model of a multi-agent system, where, A is the 
set of agents, E is the set of intelligent entities, 
M is the set of methods, RS is the set of possible 
computational resource states, T S is the set of 
possible task states, crs is the current resource 
state, and cts is the current task state. 

M = Ml U M2 U • • • U Mm; where, m is the 
number of intelligent entities. For every p in M, 
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p is represented as a function p : RS x TS —> 
RS X TS. Here, we use method instead of action 
because we concern with computational tasks. 

E = Ei U E2 D • • • U En, where, n is the 
number of agents. For every ent in E, ent = 
{ceSe,REe,Me), where, cese is the current men-
tal state of ent which includes the task state and 
the resource state inheriting from the agent it be-
longs to, REe is the set of entities in relation with 
ent, and Mg is the set of methods of ent. There 
is a scheduling method, i.e., the entity engine, in 
Me for scheduling other methods based on cesg. 

A = {agti,agt2, • • -jagtn}, For every agt in A, 
agt = {Ea,crSa,ctSa), where, Ea is the set of en­
tities running in agt, crsa is the current resource 
state of agt, and ctSa is the current task state 
of agt. There is a special entity, called RME, 
in every agent for managing the resources of the 
agent, especially scheduHng the entities accord-
ing to crSa and ctSa- This means that entities in 
an agent compete for the sharing resources of the 
agent with each other and update crSa and ctSa, 
on the other hand, RME schedules these entities, 
including itself, according to the result of compe-
tition instead of some higher level knowledge. 

Ideas on designing such a social agent frame-
work are explained as follows: 
A multi-agent system is a society of agents, and 
from a more essential perspective, it is a soci-
ety of concurrent knowledge and action with lim-
ited computational resources, such as computing 
speed. The social knowledge and action can be 
represented as intelligent entities. An entity is 
the individual of the society which has some ab-
stract knowledge and action, especially has the 
capabilities of combining with the limited com­
putational resources and instantiating itself, but 
actually hasn' t any resource. Therefore, an entity 
needs the carrier which owns resources to give the 
full play to its knowledge and action. The carrier 
is agent. An agent is represented as an organi-
zation of some instantiated entities competing for 
the sharing resources, and engages in organiza-
tional computing. From the perspective of other 
agents, an agent is such an individual that has 
limited resources and acts as multiple roles in the 
society of agents. An agent organization is just 
the expression of the instantiated entity organi­
zation in ali of the agents involved. Thus, an 
agent can naturally participate in multiple orga-
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Figure 4: The social agent framework of MANIS 

nizations simultaneously. 
These ideas embody the character of social-

ity and facilitate the implementation of multi-
granularity agents and self-organization. For ex-
ample, an entity can move from an agent to an-
other agent for more resources, thus the decom-
position and composition takes plače. On the 
other hand, entities must instantiate themselves 
and combine with the computational resources 
of the agent dynamically, therefore, the problem 
of resource-limited activities must be considered 
carefully. 

The implementation of the social agent frame-
work in MANIS is shown in Figure 4. Compar-
ing with the typical agent framework, the social 
agent framework in MANIS engages in organi-
zational computing. The resource management 
entity needn't have higher level knowledge for 
scheduling other entities. It just schedules them 
based on the resource state which is changed by 
the entities themselves calling for the methods for 
basic resource operations, which are encapsulated 
in the class of the resource management entity 
RME. So entities, including RME, will compete 
with each other for the sharing resources, and ne-
gotiate for conflict resolution. 

The basic working loop of RME is as follows: 
do{ 

GetMessageFromMailbox{); / / For every message in 
the mailbox, creates an event and inserts it into the 
event queue; 
GetEventFromEventQueue{); 
ScheduleEntitjjO; // Schedules the entity that is re-
sponsible for this event; 
}while{ not EXIT ); 

The basic working loop of entities is as follows: 
/ / Running in the scheduled entity; 
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switch{ Event_Flag ){ 
čase MESSAGE-EVENT: / / New message from an-
other agent; 
CreatTaskEvents(); / / Creates new events, which may 
conflict with other events, to solve the corresponding 
task; 
break; 
čase E M E R G E N T J : V E N T : / / RME has found con-
flicts ; 
NegotiateWithOtherEntities{); 
break; 
čase NORMAL.EVENT: / / An event created before ; 
SolvTask{); / / May create new events ; 
break; 
} 

The methods for basic resource operations in-
clude: (1) methods for gathering information of 
the resource state of the agent; (2) methods for 
communication, which are based on the post sub-
system, and support both of the inter-agent and 
intra-agent communication in the same caUing 
forms; (3) methods for the processing resources 
of the agent, which maintain a event queue and 
a description of the allocation of the processing 
tirne. 

The resource management entity RME has 
some private methods for basic resource opera­
tions. Based on ali these basic operations, it 
offers some higher level services for other enti-
ties, such as initiating, scheduling, gathering in­
formation, decomposition and composition, and 
etc. Decisions on decomposition and composition 
are made by entities themselves, and RME only 
offers some related services, for example, creat-
ing/deleting entities from the description of the 
agent, and redelivering mails to the new address 
of that entity which has moved to another agent. 

'^^(-'c) Rc^ Rcj ^c) COStg[Rc, R, bc, U j - fc) -^cjj ) 

s* = argmaxs{us{Tc,R,Pc,S) — 
Us{Tc,Rc, Pc, Se) - costsiRc, R, Se, S, Pc,Te)), 
Rc is the current distribution of computational re­
sources, Se is the current distribution of services. 
Te is the current task set, and Pe is the current 
priče of resources, costs{Rc, R, Se, S, Pc, Te) is the 
cost of self-organization. 

When Re and Se are unacceptable, the manager 
of a service organization will reorganize according 
to the following steps: 

{SI) Based on Rc, Se, Pc and Te, fixing R = Rc, 
the manager searches for S*. It S* is acceptable, 
some of the solvers will decompose, and then some 
of the entities in these solvers will merge with 
other solvers, go to Step 3. 

{S2) Based on Rc, Se, Pc and Te, the manager 
searches for S* and R*. If they are acceptable, 
new solvers may be created, and after the decom­
position and composition process as that in Step 
1, some solvers may be deleted. In this step, the 
manager will cooperate with other servers if the 
requests of these servers in the resource market 
satisfy its needs. 

(33) The manager tries to find the possibilities 
of cooperating with other servers in the future, 
i.e., sends the requests for buying or selling re­
sources less than an agent should have at least. 
The process stops. 

When the manager receives a cooperative re-
quest for reorganization, it vî ill go directly to Step 
2. 

The computational resource market, here, not 
only has the requests for resources, but also of­
fers the priče information on resources which is 
changed according to the resource state and ali of 
the requests. 

5.2 The Self-Organizing Process 

The utility function of servers can be defined as 
Us{T,R,P,S), where, T is the task set, R is the 
distribution of computational resources in time 
and space, P is the description of the priče of re­
sources, and S is the distribution of services. The 
objective of self-organization is trying to make 
the actual distribution of resources be as approxi-
mate as possible to R* and the actual distribution 
of services be as approximate as possible to S*, 
where, 

R* = argmaxR{us{Tc,R,Pc,S) -

6 Some related works 
DAI foundations and agent frameworks have been 
considered a lot. Hewitt,C. presented the open in­
formation systems semantics theory as the foun-
dation of DAI and emphasized the importance of 
manageability, scalability, robustness and organi­
zation to an open system (Hevs:itt,1991; Hewitt &; 
Inman, 1991). Gasser L. discussed several princi-
ples for DAI, especially emphasized the sociality 
of knowledge and action, and the resource-limited 
activities (Gasser,1991). Russell, S. presents the 
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concept of bounded optimahty for defining in-
telligence that expUcitly allows for the limited 
computational resources of real agents (Russell, 
1995). Our social agent framework is influenced 
by these works and embodies the characters they 
emphasized. Currently, AOP framework is a typ-
ical agent framework. Shoham, Y. presented 
the AGENTO language which described situated 
agents based on the concepts of beUef, goal, com-
mitment, etc. (Shoham, 1993). Rao, R.S. and 
Geogeff, M.P. studied on the BDI framework and 
is trying to apply it to practice (Rao & Geog­
eff, 1995). Decker, K. and Lesser, V.R. presented 
a framework for modeling complex computational 
task environments (Decker & Lesser, 1993). Com-
paring with these frameworks, the social agent 
framework of MANIS views agent as an organiza-
tion of intelligence entities. OBCP has been sug-
gested as a basis to construct multi-agent systems. 
For example, in REACTALK system (Giroux & 
Sentini, 1991), agents are modeled as an organiza-
tion of three internal actors (duty, actual behav-
ior, and will) and there is only recursive organiza-
tional levels. In our framework, intelligence enti­
ties are similar to actors, but are not the concur-
rent units owning computational resources. Thus, 
the difficulty of implementation in the ACTOR 
model is reduced. 

The most famous work on market-like mech-
anisms is the Contract Net Protocol (Daviš & 
Smith,1983), which is extended via incorporating 
some real economic concepts, such as marginal 
cost (Sandholm, 1993). In (Kraus, 1993), the 
problem of contracting to a group of agents is 
also presented but not analyzed in detail. Real 
computational market is suggested as a general 
model for distributed computations and is rec-
ognized as useful for multi-agent systems (Miller 
& Drexler,1988). Most of the studies on compu­
tational market mechanisms for multi-agent sys-
tems are concerned with resource allocation prob-
lems. For example, Market-Oriented Program-
ming is for finding an allocation involving mul-
tiple interrelated resources (Wellman, 1993). In 
MANIS, we use market mechanisms for choosing 
among services, and supporting the decisions on 
self-organization. 

In (Mullen & Wellman, 1995), a simple compu­
tational market is proposed, which is focused on 
where and when to setup mirror sites in the In­

ternet in order to reduce the costs of information 
transmission. Our focus, however, is on choosing 
and reorganizing services through market-based 
coordination. Further more, the services offered 
by MANIS need to be solved by multiple agents. 
This is related to the research on cooperative dis­
tributed expert systems. In (Itoh et al., 1995), 
self-organization in the learning phase is analyzed, 
while we concern with the problem solving phase. 

7 Conclusion 

Network information service is an important 
ground for DAI research. The Objective of MA­
NIS is to build a multi-agent system for network 
information services as well as a testbed for the 
experimental research on DAI. MANIS is an on-
going project that has integrated several meth-
ods for text understanding and has implemented 
a prototypic system for network information ser­
vices programmed in C+-f language on the plat­
form of Solaris2.4. The works of MANIS are 
mainly on three areas: 

• Agent frameivorks: a social agent framework 
is presented which integrates the DAI social orga-
nization theory and the OBCP theory by viewing 
agent as an organization of intelligent entities. 

• Market-like organization and market-based 
coordination: agents in MANIS are organized as a 
market-like system in which a service market and 
a computational resource market is offered, and 
broker agents and server agents make decisions on 
the choice of services and self-organization based 
on the market information. Thus, the rational al­
location of tasks and the rational distribution of 
services can be achieved based on the local deci­
sions of agents. 

• Netvjork information services: the services of­
fered by MANIS is on knowledge-level, which need 
the cooperation of multiple intelligent agents. 
The methods for text understanding integrated in 
MANIS can provide the semantic graph of a text 
containing both the semantic and syntactic infor­
mation, based on which further processes on the 
text can be implemented, such as email sorting. 

Future works are in progress: (1) the formal 
description of the social agent framework; (2) the 
integration with the general agent communication 
languages, such as KQML; (3) the coordination 
strategies; (4) the services not limited to text un-
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derstanding. 
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This paper describes an approach to simulate operator's diagnostic strategies under 
emergency situation of nuclear power plants. To assess operator's cognitive workioad 
during the diagnosis, we have developed a diagnostic model, which is an embedded 
module of a task simulation analyzer, SACOM. This model is based on a blackboard 
architecture and ušes four types of diagnostic agents. The diagnostic agents can sim­
ulate typical diagnostic strategies used by human operators: i.e., data-driven search, 
symptomatic search, hypothesis-driven search, and topographic search. The model is 
developed using a G2 expert system tool. 

1 Introduction tecture is employed as an inferential architecture 
(Hayes-Roth, 1985; Park & Wilkins, 1992). The 

Computer modeling of operator's cognitive be- blackboard is a global database containing input 
havior using knowledge-based techniques is a data, partial solutions, and other data in various 
promising approach to study human factors and problem-solving states. 
to assess operator's performance (Cacciabue et The diagnostic behavior of human operators 
al., 1992; Corker & Smith, 1993; Fujita et al., can be simulated by employing at least four types 
1993; Furuta & Kondo, 1993; HoUnagel & Cac- of diagnostic strategies; i.e., data-driven search, 
ciabue, 1993; Schryver & Palko, 1988; Woods et symptomatic search, hypothesis-driven search, 
al., 1987). Especially, modeling of operator's di- and topographic search (Meister & Hogg, 1995). 
agnostic behavior is very important in the area of The diagnostic model should exhibit such diverse 
cognitive models. diagnostic behavior by implementing these strate-

In this paper, we describe our approach to sim- gies. The diagnostic strategies are implemented 
ulate operator's diagnostic behavior under emer- on the agents that consist of a set of meta-rules. 
gency situation of nuclear power plants. The di- The model has been implemented on a HP 9000 
agnostic model is an embedded module of a task workstation using a G2 expert system tool (GEN-
simulation analyzer, SACOM (Cheon et al., 1995 SYM, 1992). G2 is a tool for developing and 
& 1997). The objective of SACOM is to assess running real-time expert systems for complex ap-
operator's task performance (i.e., both the cogni- plications that. require continuous and inteUigent 
tive workload and the physical workload) at the monitoring, diagnosis, and control. 
main control rooms of nuclear power plants. Section 2 describes the diagnostic strategies of 

In the diagnostic model, a blackboard archi- operators. Section 3 describes the development of 
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a diagnostic model including structure of the di-
agnostic model, implementation of the diagnostic 
strategies, the simulation scenario, and the diag­
nostic knowledge. Prototype simulation follows in 
Sec. 4. Finally, conclusions and further works are 
drawn in Sec. 5. 

2 Diagnostic Strategies of 
Operators 

Figure 1 shows a typical process of operator's di­
agnostic and recovery tasks. The cognitive be-
havior of an operator is typically decided along 
the long route via monitoring, observation, plant 
State Identification, goal selection, procedure se­
lection, and procedure execution (Rasmussen, 
1986). During the plant state Identification, op­
erators use the following four types of diagnos­
tic strategies (Rasmussen, 1991; Meister & Hogg, 
1995). 
• Data-driven search: Operators collect Informa­
tion from the plant state, and examines a piece 
of data to determine if it is worth closer atten-
tion. This examination is done by comparing the 
data to expected plant state behavior. The data-
driven search is made when the operator was not 
quite sure what was happening or where problem 
was, although something was happening. This 
strategy may be time-consuming and dependent 
on the quality of Information the operator receives 
from the plant process. 
• Symptomatic search: Operators search through 
a number of remembered event symptom patterns 
to try to match an observed symptom pattern. 
This is done until the plant state associated with 
the symptom pattern can be identified. If there 
is ambiguity, more observations need to be col-
lected. One drawback of this strategy is that the 
symptoms of a fault may be very similar to the 
symptoms of other faults. 
• Hypothesis-driven search: Operators may gener-
ate a set of plausible hypotheses according to ob­
served malfunctioned states and their own heuris-
tic knowledge, evaluate them in a knowledge-
based way, and select a diagnostic action based 
on the selected best hypothesis. The hypotheses 
using this strategy can be generated from insuffi-
cient or incorrect data. 
• Topographic search: Operators start with a nor-
mal model of the system in a plant rather than 

A s«qiiarKe 
ExeCUtiOn irCotactlona 

Figure 1: A schematic diagram of an operator's 
diagnostic and recovery tasks 

models of malfunctions. This strategy is used to 
select the next field of attention. Each field is 
judged good or bad through observation of the 
different parts of the system's function. There 
may be functional distance between the symptom 
and its cause. 

Generally, operators can change between the 
diagnostic strategies while he/she is solving the 
problem. Also, operators can use more than one 
strategy at the same time, at different levels, and 
they are switching from one to another during 
their work on the plant. 

3 Development of a Diagnostic 
Model 

3.1 Structure of the Diagnostic Model 

As shown in Fig. 2, the diagnostic model consists 
of four components: a blackboard, a controller, 
agents for diagnostic strategies, a strategy con­
troller, and a diagnostic knowledge base. 

The blackboard is a global database contain-
ing input data, partial solutions, and other data 
in various problem-solving states. The controller 
monitors the changes on the blackboard and de-
cides what actions to take next. It ušes various 
kinds of schedule Information to determine the fo-
cus of attention. 

The agents are independent modules that con-
tain the knowledge needed to solve the problem. 
The model can simulate the four types of the di­
agnostic strategies by using the agents. A selected 
agent requests to the strategy controller to access 
the diagnostic knowledge base. 
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Figure 2: The structure of the diagnostic model 

The strategy controller evaluates each of the di­
agnostic strategies by applying knowledge stored 
in the diagnostic knowledge base and selecting one 
agent to pursue in a given state. AH the results 
of monitoring values, observations, and inference 
results are posted on the blackboard which will 
be accessed by the strategy controller to make a 
decision on the selection of an agent. 

The model ušes a 'generate-evaluate-activate' 
method. First, based on the current diagnostic 
state, a set of characteristic features are gener-
ated. Second, each diagnostic strategy is evalu-
ated based on the generated features. Third, the 
selected strategy is activated to change the con-
text of the blackboard which represents the dy-
namic state of the diagnosis. 

3.2 Implementation of the Diagnostic 
Strategies 

For the implementation of the diagnostic strate­
gies, we use about 50 strategic meta-rules to col-
lect symptoms, generate/refine/group hypothe-
ses, generate active hypotheses, and differentiate 
active hypotheses. 

A diagnostic agent is composed of a set of 
meta-rules. The meta-rules used in the agents 
are listed in Table 1. The 'clarifyJinding' meta-
rule finds out more specific and clarifying Infor­
mation based on a selected finding. The 'differen-
tiate_hypotheses' meta-rule attempts to seek for a 
finding that can discriminate between two active 
hypotheses. 

Each meta-rule is composed of three parts: a 
triggering body, a precondition body and an ac-

Table 1: Meta-rules used in 
-—~..___diagnostic agents 

metarules ---—..,____^ 

co^feclL. i i t a L data 
chn^_ fhdiig 

abstract, fhdiig 

^ p V _ l u t 
geneEatE_ hypotheses 

test;_ hypothesi5 

refhe_ hypothes3 

giaip_ hypothesE 
diffeiEntatE_ hypothe^s 

abstaact s iua tbn 
genemte_ sin ifer_ cases 

tEst;_ cass 
H ifr^lMI lt-T=>tia C a £ S 

č^PV_ dec:Bi«i_ tabb 
se]ect_ neKt;_ l)cat±xi 

fhd_ t c a t b n ^ i i_ s/stEtn 
do_ test 
ctiseirve_ test 

m ake_ jjdgera ent 

Hypothesis-
driven 

O 
o 
o 
o 
o 
o 
o 
o 
o 

Symptomatic 
Search 

O 
O 
O 
O 

O 
O 
O 
O 

the agents 
Data-driven 

Search 

O 
O 
O 
O 

O 

Topographic 
Search 

O 
O 

o 
o 

o 
o 
o 
o 
o 

tion body. In the triggering body, the initial con-
ditions by which the meta-rule can help the rea-
soning process are evaluated. A meta-rule, even 
if triggered by some event, is not always able to 
perform its action body directly; supplementary 
data may have to be acquired to fulfill the condi-
tions of execution. These required conditions are 
defined in the precondition body of the meta-rule. 
The action body consists of the knowledge on how 
to perform the inference mechanism on the data 
that match its triggering and precondition parts, 
respectively. 

3.3 The Simulation Scenario 

The fundamental task of operators in emergency 
operation is to diagnose the plant state and imple-
ment the correct rec6very strategy through emer-
gency operating procedures (EOPs) which are like 
a prescribed action sequence for operator's behav-
ior (WESTINGHOUSE, 1987). 

For the simulation of the diagnostic model, an 
interfacing-system loss of coolant accident (IS-
LOCA) was implemented. Figure 3 shows a sys-
tem diagram related to the ISLOCA scenario. 
This scenario is initiated by an internal leak of 
two isolation valves from the high pressure reactor 
coolant system (RCS) to the low pressure resid-
ual heat removal system (RHRS). Because initial 
symptoms are typical of a loss of coolant accident 
(LOGA) inside containment, this scenario may be 
difficult from the point of view of diagnosis. 
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Figure 3: A system diagram related to the ISLOCA scenario 
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- failed goal ^ ^ 

expecled 

Figure 4: A diagram depicting the diagnostic rea-
soning flow 

3.4 The Diagnostic Knowledge 

The diagnostic knowledge base consists of various 
types of knowledge to simulate the four types of 
the diagnostic strategies. Figure 4 shows a dia­
gram depicting the diagnostic reasoning flow in 
the model. 

Data-driven frames represent the decision-
tables of the operator's heuristics about the re-
lation between a piece of observed data and a hy-
pothesis. Symptomatic rules compare a number 
of remembered symptom patterns with observed 

SS-AiSfK^ B3!tSlsX. B-..!.TS,̂ (J»ttHB., 

f ..-/K /\ Ah^ A /K 1 
H'i»H'f lil m II 111 i 

Op»aT*d 

(PORV) 1 A 
v̂ îsu "-m"" 

Hiileis Satf • ConnacUon or Inlerfaclng Rfllatlonshlp •• 

Figure 5: A conceptual structural model for the 
ISLOCA scenario 

symptom patterns and generate possible hypothe-
ses. 

To test hypotheses and to search the failure 
field of the system topographically, the diagnostic 
model incorporates three types of knowledge; i.e., 
the structural, the functional and the behavioral 
knowledge. 

The structural knowledge includes the physi-
cal relationships among the parts of the system, 
commonly called connectivity, and the manner in 
which the individual parts of the system are con-
structed. Figure 5 shows a conceptual structural 
model for the ISLOCA scenario. This model is 
constructed based on the concept of operator's 
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Figure 6: A cause-consequence diagram for the ISLOCA scenario 

hierarchical abstraction for the domain system. 
Each element in the structural model has its at-
tributes such as connectivity information (e.g., 
peripheral components around its flow path or 
other interfacing systems) and hierarchical infor­
mation (e.g., subsystem or components). 

The functional knowledge is related to the idea 
of the intended structure, i.e., a conceptual struc-
ture relating a goal to the means to reach it. Fail-
ure of a component corresponds to its malfunc-
tion. For example, one of the required functions 
to accomplish the goal 'maintain_mass_balance' in 
the reactor coolant system is 'pressure-control', 
where the function is associated with the pres-
surizer system in the structural model. When a 
power operated relief valve (PORV) in this sys-
tem was leaked, the function of 'pressurc-Control' 
is malfunctioned. 

The behavioral knowledge represents the 
knowledge of how the parts of the system behave, 
which is represented as production rules, based 
on the cause-consequence relationships in Fig. 6. 
This knowledge describes qualitatively the causal 
relationships holding between physical variables, 
component operating states, operating modes, ex-
pected functions, and symptoms. 

4 Prototype Simulation 

Figure 7 shows the prototype run-mode display of 
SACOM. The system can diagnose a plant mal-
function using the diagnostic model, and can sim-
ulate a sequence of the operator's emergency tasks 
that are described in the EOPs. 

The inferential status on the blackboard (e.g., 
data, symptomatic hypotheses, agenda, major 
symptoms, and structure related hypotheses) can 
be monitored during the simulation. 

In the simulation of the ISLOCA scenario, the 
diagnostic model shows the following results. 

1. At the early stage, the system first diagnoses 
the possible accident as an inside-containment 
LOGA by using the symptomatic search strategy. 

2. As several symptoms occur, indicating mal-
functioning of outside-containment systems, the 
system tries to identify the root cause of the sce­
nario. A number of hypotheses are generated and 
tested by using further symptoms and the struc­
tural knowledge. The system narrows down the 
possible failure fields in question, and finally di­
agnoses the failed component as RHR isolation 
val ves. 
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Figure 7: The prototype display of SACOM 

5 Conclusions and P\irther 
Works 

This paper has presented the current status of 
the work in developing the diagnostic model in 
SACOM. The system can assess operator's cogni-
tive workload by simulating the diagnostic behav-
ior of operators using the diagnostic model. The 
blackboard structure in the model is powerful to 
implement several diagnostic strategies. 

The model has employed four types of the diag­
nostic strategies: i.e., data-driven search, symp-
tomatic search, hypothesis-driven search, and to-
pographic search. The inferential routines of 
those strategies were implemented on the diag­
nostic agents. 

For further works, it will be required to expand 
the scope of the diagnostic domain to simulate a 
number of different scenarios. In this way, the sys-

tem will be capable of representing various char-
acteristics of operator's diagnostic behavior. 

At the current stage, the selection criteria for 
using the diagnostic strategies are simply depen-
dent on the context of a domain scenario, i.e., 
observations and the knowledge base. For better 
assessment of operator's cognitive workload, it is 
important to derive the selection criteria from the 
interviews with operators. Also, the diagnostic 
model should have a function to activate one di­
agnostic strategy while another strategy is being 
used in the diagnostic process. 
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As modern business functions become more knowledge-intensive, the demand for intel-
ligent and knowledge-based systenis has increased. Part of the chaUenge of developing 
quality expert systems Ues in the effective modelling of cognitive processes of human ex-
perts and representation of various forms ofrelated knowledge in a domain. This paper 
describes a cognitive-driven methodology for the development of expert systems based 
on a hybrid reasoning approach. The methodology incorporates a hybrid case-based 
reasoning (CBR) framework of techniques which include čase memory organisation net-
vvorks, čase indexing and retrieval schemes; and an interactive and incremental style of 
reasoning. The paper wiU discuss the design and implementation of an expert system in 
a problem response help desk environment of a local bank, as an example of a successful 
application of this methodology. 

1 Introduction and General some problem areas; human experts depend heav-
IVlotivation ^̂ ^ upon their memory of past experience .when 

solving problems. This is,particularly true in ar-
Construction of a knowledge base has often eas like law, medical diagnosis and strategic plan-
proved to be an intractable task for conventional "i^g- I" conventional intelhgent systems, knowl-
expert systems. This problem arises because ^dge is usually represented in the form of rules. 
much of the knowledge such as domain knowledge, ^BR technology promises something different. It 
expertise, heuristics and experience are implicit. Stores knowledge in the form of cases, which seems 
A knowledge engineer, usually a novice in the do- ^^ ^e a more natural way in problem resolution 
main, must obtain additional knowledge through ^^ i* better maps the mental model of domain ex-
self-study and observation, a process that takes Pe''*^- This is also advantageous as much of the 
inordinate amount of tirne and effort. Hence, the knowledge required already existed as past cases 
process of incorporating new knowledge into an ^^ instances oi experience. 
existing knowledge base may be difficult. One of Indeed, CBR approach presents a viable way 
the challenges of developing quality expert sys- to emulate the thought process of experts in solv-
tems lies in the effective modelhng of cognitive ing problems. Moreover, knowledge can be better 
processes of human experts and representation of acquired and represented, and the effort required 
various forms of related knowledge in a domain. for maintaining and managing čase bases is also 

Case-based reasoning (CBR) is a method of relatively easier compared to rule-based systems 
solving a current problem by analysing the so- (Vargas and Raj 1993). Hence, CBR is apprdpri-
lutions to previous, similar problems. This tech- ate for real world knov/ledge-based systems be-
nique is based upon our understanding of the na- cause it addresses many of the shortcomings of 
ture of human Information processing system in standard rule-based and frame-based systems. 

mailto:mcblawyf@leonis.nus.sg


210 Informatica 21 (1997) 209-218 Y.F.D. Law 

The rest of this paper describes a cognitive-
driven methodology for the development of expert 
systems based on a hybrid reasoning and knowI-
edge representation approach. The methodology 
incorporates a hybrid CBR franiework of tech-
niques which include čase memory organisation 
networks (discrimination networks and shared-
featured networks), čase indexing and retrieval 
schemes (nearest-neighbour similarity matching 
and knowledge-guided indexing); and an interac-
tive and incremental style of reasoning. 

In particular, the methodology hopes to model 
the cognitive processes and knowledge of a human 
expert, as discussed in Bolger (1995), which in­
clude: cognitive skills (eg. problem-solving strate-
gies), personality and afFective traits (eg. relative 
confidence in judgement), "declarative" domain 
knowledge (eg. facts, rules), and "procedural" 
domain knowledge (eg. heuristics). The paper 
will discuss the design and implementation of an 
expert system, the Intelligent Help desk Facilita-
tor (IHDF), in a computer problem response help 
desk environment of a local bank. This system 
is an example of a successful application of this 
hybrid methodology. 

2 Overview of Application 
Domain 

2.1 Help Desk Operations 

The application domain for our system is centred 
around a computer hotline help desk service op-
erated manually by a small team of technical and 
help desk operators at the computer problem re­
sponse centre of a local bank. This hotline team 
manning the help desk deals with the coordina­
tion of a large number of request for service and 
Information. In-house computer end-users of the 
bank from ali branches in Singapore will call a 
hotline number whenever they encounter hard-
ware, software or network related problems. 

The hotline expert will attempt to identify and 
advise on the problem across the phone. If this is 
unsuccessful due to unavailability of Information 
or inadequate Information provided by the user, 
the hotline technical expert will need to visit the 
end-user personally, either at another department 
or at an off-site branch to inspect the fault. He 
will try his best to resolve the fault, but if un­

successful, he will need to carry out tedious fault 
isolation and troubleshooting procedures. If the 
fault cannot be rectified within a short period of 
time, he will just have to continue troubleshooting 
until it is resolved. 

2.2 Challenges in Computer and 
Network Troubleshooting 

The hotline team used to encounter a host of 
problems and limitations in performing fault iso­
lation and diagnosis tasks manually. To begin 
with, hotline problem response operations were 
usually urgent and mission-critical to the day-to-
day operations of the bank. The hotline team 
comprised only two computer and network ex-
perts and one operator serving more than 60 re-
mote (off-site) branches and departments of the 
bank in Singapore. 

The process of fault isolation was tedious and 
time consuming. In the čase of a network fault, 
it could take days to isolate in the complex net-
work environment of the bank. Fault coverage 
was large and undefined, which made the job of a 
troubleshooter even more daunting. A simplified 
network diagram is shown in figure 1 which illus-
trates the complexity of the connections between 
a branch and the HQ of the bank. A network 
problem could arise from a fault in any Communi­
cations device and equipment, or the connectivity 
of cables and lines between any two devices, or a 
combination of both. In most scenarios, the prob­
lem symptoms reported were rather general. Dif-
ferent types of computer or network faults could 
have similar symptom descriptions which further 
complicated the problem resolution process. 

There were also no proper call or fault logging, 
status monitoring and reporting procedures. In 
addition, staff turnover would result in the loss 
of valuable expertise and experience. The process 
of training a new staff could take at least sever al 
months. 

2.3 Appropriateness of CBR to Help 
Desk Environment 

CBR technology is increasingly popular in com-
mercial domains (Harmon and Hali 1993), espe-
cially in applications where efEcient Information 
processing and knowledge retrieval needs are ur­
gent. A help desk deals with the coordination 
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Figure 1: Network connections between a remote branch and the HQ of the bank 

of a large number of request for service or infor-
mation. The help desk operators need to diag-
nose the problem so that they can dispatch ap-
propriate help. CBR systems could help stream-
line help desk support operations and improve 
customer satisfaction. In case-based fault diag-
nosis, the goal is to recognise faults by using di-
agnostic cases containing the experience of previ-
ous fault detection (Deters 1995). CBR technol-
ogy will be suitable here where troubleshooting 
and fault resolution of hardware and network are 
critical operations, which are usually ill-defined 
but experience-rich domains. Furthermore, case-
based systems can facilitate the process of knowl-
edge acquisition by easing the tasks of čase base 
updates and maintenance. 

In most situations, the domain experts will be 
responsible for the maintenance of the čase base 
through new knowledge input and refinement. 
They are accustomed to and proficient at consid-
ering cases and communicating about expertise 
through the consideration of cases (Webb 1996). 
This paper will illustrate the relevance of CBR to 
problem response help desk, and the effectiveness 
of adopting a hybrid methodology for expert sys-
tems development especially for diagnostic types 
of applications. 

3 Knowledge Representation 
and Retrieval 

IHDF has been developed using a CBR develop­
ment tool CBR Express. The tool offers various 
useful features for developing CBR applications 
which include nearest-neighbour matching, con-
firmatory and discriminatory scoring of questions, 
facilities for construction of simple rules, and In­

teractive reasoning capability. However the real 
challenge here is the ability to model the prob­
lem domain at hand and to implement an intel-
ligent reasoning strategy which closely resembles 
the cognitive models of humans in problem reso­
lution. The system should also be useful to users 
with different levels of experience and expertise. 
The conceptual design and implmentation of the 
system will be discussed in the rest of this paper. 

3.1 Organisational Structure of the 
Čase Library 

Before the čase library is impleriiented, aH cases 
collected through knowledge acquisition process 
have been sorted out and categorised. This is 
important as it will affect the efficiency and ef­
fectiveness of the čase retrieval process. It is 
advantageous to group related cases into cate-
gories to enable the system to discriminate be-
tween similar manifestations of ambiguous prob-
lems rather than make a gross-level diagnosis 
(Small and Yoshimoto 1995). If the čase base 
ever reaches a size where run-time performance is 
a problem, it can be partitioned according to the 
various categories to reduce the search space for 
similarity matching. In order to facilitate speedy 
and accurate čase retrieval from the expanding 
čase base library, cases could be conceptually par­
titioned based on a combination of discrimination 
and shared-featured memory organisation network 
structures (Kolodner 1993). 

In IHDF, cases are physically stored in a se-
quential manner in memory but are indexed logi-
cally according to these two memory organisation 
structures, as illustrated in figures 2a and 2b be-
low. 

Discrimination network structure provides an 
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Figure 2: Main categories of cases in the čase base (a), Conceptual čase hierarchy (b) 

effective first cut into the čase base. In figure 2a, 
discrimination network structure is used to dis-
tinguish among the main categories of cases. The 
relevant category of cases will be retrieved and 
the other categories will be discriminated against. 
Within each category, there are similar or related 
groups of cases (figure 2b), mostly sharing some 
common attributes. These are organised using a 
combination of discrimination and share-featured 
network structures. Once a category of cases is 
isolated, the system can further shrink the clus-
ter based on different ranking and scoring of in-
dividual cases to select one or a few optimal čase 
Solutions. 

Cases in different categories are indexed and 
grouped differently, depending on the nature of 
the problem. For instance, the Network category 
will contain cases which are network-related and 
they usually have very similar problem descrip-
tions. These cases will be grouped according to 
common problem scenarios or fault symptoms. 
Cases in other categories are usually hardware 
dependent, and are therefore more appropriately 
grouped according to specifc equipment. Discrim­
ination network structures can be implemented 
using discriminatory scoring of questions. 

3.2 Knowledge Representation 
Structures 

Domain knowledge can be represented as cases 
and rules. Cases can represent instances and 
episodic types of knowledge while rules are use-
ful for "declarative" and "procedural" types of 
knowledge. A čase adopts a frame-based repre­
sentation comprising of four main parts (figure 
3a): čase title indicates the category which it be-
longs to; problem descriptidn contains fault symp-
toms as reported by a caller, including key words 
used to facilitate fuzzy text search and indexing; 
čase attributes are the main indexing elements 
which take the form of questionnaires posed to the 
user; and action will contain a set of documented 
expert advice and recommendations. Rules are 
used to facilitate knowledge-guided reasoning via 
automatic answering of questions, based on a de-
ductive domain model. A rule (figure 3b) could 
have one or a conjunct of premises and conclu-
sions. A premise of a rule is actually implemented 
as the number label of a question (attribute) with 
its corresponding answer (value). Similarly, the 
conclusion contains other questions with deduced 
answers. 
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3.3 Case-Base Indexing and Retrieval 
Schemes 

Two indexing and retrieval approaches are 
offered by CBR Express: nearest-neighbour 
and knomledge-guided indexing. The nearest-
neighbour algorithm (Kolodner 1993) is able to 
perform: partial čase matching, using a numeric 
evaluation function (figure 4); and čase ranking 
based on degree of similarity match. In the nu­
meric evaluation function, a set of weightages {w) 
is assigned to attribute dimensions (/) of a čase, 
which reflects the relative importance of each at­
tribute as indicated by the domain expert. Ev-
ery attribute in the given čase (//) is matched 
to its corresponding attribute in the retrieved 
čase (//^), the degree of match for each pair is 
computed using the function sim{). Based on 
•vveightage assigned to each attribute, an aggre-
gate match score is computed which represents 
the aggregate degree of match of the retrieved čase 
to the given one. Next, cases are ranked accord-
ing to their scores. Cases with higher matching 
scores indicating higher degrees of similarity •will 
be ranked higher, and hence more likely to be 
retrieved. The use of attribute weightage, score 
computation and ranking are effective means of 
modelling a human expert's biases and confidence 
in judgement. 

One of the main benefits of nearest-neighbour 
matching is its ability to deal with incomplete 
Information input, and will always be ablg to 
find an optimal solution even though an exact-
matched čase may not necessarily be available. 
However, one limitation of this indexing scheme 
is the retrieval of cases without the use of domain 
knowledge. This makes it susceptible to incorrect 

or out-of-context čase retrieval. In knowledge-
guided indexing, domain knowledge in the form 
of rules, are used to index cases directly. 

This is useful and it complements nearest-
neighbour indexing. The hybrid indexing ap-
proach has significantly improved the speed and 
accuracy of čase retrieval. This synergy of these 
two techniques will be further discussed in section 
4. 

4 System Implementation 

4.1 Hybrid Reasoning Strategy 

In diagnostic types of applications, assessments 
based only upon rule-based knowledge are sub-
jected to incompleteness (eg. a rule base may 
not have included the exceptions or the less well 
defined knovvledge), while assessments made only 
from case-based knowledge may be less systematic 
(eg. some important rules or algorithms may not 
be used in existing cases) according to Xu (1995). 
A CBR system, basically an inductive reasoning 
approach, draws inferences of a new čase by com-
paring it with cases in the čase library. On the 
other hand, a rule-based reasoning (RBR) system, 
based on deductive reasoning, usually employs a 
rich domain theory which can guide the problem 
solver to reach a given goal (Chi and Kiang 1993). 
Ketler (1993) summarised various advantages of 
CBR over RBR. These include the close resem-
blance of CBR to human decision processes, the 
automation of the process of incorporating new 
knowledge into an existing knowledge base, the 
rapid creation of a čase base and retrieval of cases, 
the abihty to provide better explanation and jus-
tification, and the use of CBR in problems with 
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poorly understood domains. 
However in practice, most problem solving pro-

cesses require both types of reasoning paradigms 
while previous research tends to emphasise ei-
ther one of the approaches. This observation 
encourages the combinations of these two ap­
proaches to form an integrated system which has 
the strength of both systems and can be applied 
in a knowledge-poor and experience-poor prob­
lem domain. Domain knowledge (both empirical 
and theoretical knowledge) are important and are 
essential to the reasoning process (Bichindaritz 
1994). Cases can be used to represent empiri­
cal knowledge while rules can be used to repre­
sent both theoretical and some empirical knowl-
edge. Hence, if rule-based and case-based sys-
tems are integrated into a single hybrid system, 
it could have the potential to use ali available 
Information to achieve better results and perfor-
mance. In IHDF, a hybrid reasoning architecture 
has been implemented using the indexing schemes 
described earlier. This is further illustrated in fig­
ure 6. 

4.2 E x p e r t Sys te in A r c h i t e c t u r e 

The expert system consists of two main modules: 
the Consultation module and the Maintenance 
module. The system represents an integration 
of the čase library designs, retrieval and index-
ing techniques, and other considerations discussed 
earlier for computer and network fault diagnosis. 

The hotline operator (a novice troubleshooter) 
will consult the system by entering free-text de-
scription of a problem and answering a few ques-
tions prompted by the system. A set of optimal 
Solutions (most probable cases) will be retrieved, 
fully documented with experts' comments and ad­
vice. There is also a hypertext component which 
will provide on-line help and documentation fa-
cilities. Documented domain knowledge, expla-
nation of experts' heuristics and actions will serve 

as a knowledge base for tutoring and training new 
inexperienced staff in fault resolution, with mini-
mal human expert supervision. 

4.3 Mode l l i ng t h e R e a s o n i n g P r o c e s s 

A human expert usually tackles a problem from 
a top-down manner, in a systematic and incre-
mental manner, relying on intermediate results at 
different stages of the diagnostic process to nar-
row down the search space. The expert system 
maintains a highly Interactive mode with its user, 
employing a step-by-step incremental reasoning 
approach. The computer-assisted problem reso­
lution process begins with the entry of problem 
symptoms and descriptions reported. This is fol-
lowed by the retrieval of relevant cases with ques-
tions displayed to the user to be answered one-
by-one, based on caller feedback over the phone. 
Whenever available, knowledge-guiding rules will 
be fired to automatically answer further ques-
tions. Finally the system will narrow down to the 
closest matched cases (optimal solution). Appro-
priate expert advice documented in the retrieved 
cases will be available. If the problem situation is 
new (not available in the čase library), it will be 
escalated to the human expert for further analysis 
and advice. The čase base administrator (usually 
the human experts) will update new cases into the 
čase library. 

There are several benefits of adopting an In­
teractive and incremental reasoning approach. 
Firstly, different cases may have different ques-
tions (čase attributes) and hence at different 
States of the reasoning process (figures 6 and 7) 
cases will have different score rankings which will 
determine the order of questions displayed to the 
user. Secondly, the user would not be able to 
know upfront which are the right questions to ask, 
and would therefore have to rely on the system to 
suggest probable questions at different reasoning 
States. Thirdly, the caller may not always be able 
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to provide immediate answers to ali questions sug-
gested by the system. This is so as some questions 
may require the caller to check and confirm fault 
symptoms. Accurate answers will be feedback to 
the system user over the phone before the system 
can proceed to further reasoning states. Fourthly, 
the system is able to allow the user to back-track 
to previous reasoning states should he decide to 
unanswer a question due to erroneous input from 
the caller. 

A human expert will tend to approach a 
problem systematically with a intuitive problem-
solving scheme, and proceed to performing fault 
isolation by elimination strategy. To begin a case-
based consultation process (state 0), the system 
user will enter some free-text problem symptoms 
as described by the caller over the phone. This 
serves as the first-cut into the case base mem-
ory (state 1), where cases with similar problem 
description will be retrieved while others will be 
discriminated agaiiist. 

The system performs free-text matching based 
on a character-matching technique called Tri-
grams (matching every 3-letter sequence in the 
text). It is effective and robust, tolerant to 
minor misspellings, though computationally in-
tensive (Small and Yoshimoto 1995). The sys-
tem then conducts a question-and-answer session 
with the user, similar to a human expert ask-
ing relevant questions (with feedbacks from the 
caller) to help narrow down to the relevant clus-
ter of cases (from state 1 to n). As questions 
are answered, the system recomputes the closest 
matched cases and continuously displays the fresh 
matching scores to the user (Yoon et al. 1993) as 

shown in figure 7. These matched cases represent 
the system's current best guess on the classifica-
tion of the problem statement. 

The user will continue with the question-and-
answer session until he feels the closest matched 
case retrieved represents the current problem (op-
timal solution found). He will then examine the 
actions and recommendations associated with the 
closest matched case to determine how to resolve 
the current problem. Sometimes the user may 
detect missing knowledge and experience as evi-
denced by the retrieval of optimal case Solutions 
with low score rankings (Klahr and Vrooman 
1991). In such circumstances, these new situa-
tions will be refined and incorporated into the 
case base library as new cases by the case base 
administrator. 

Figure 7 shows the usefulness of rules (auto-
matic answering of questions) where the number 
of reasoning states can be effectively reduced to 
four. In this example, the system is able to answer 
the first few questions based on certain keywords 
present in the problem description. Answers to 
certain questions may also be used to trigger off 
answers to further questions. In this way, rules 
empower the system with a certain degree of do-
main understanding as they enable the system to 
reason within the confines of a domain model, 
serving a knowledge-guiding function. Not only 
does this accelerates the case retrieval process, it 
also enhances the accuracy of cases retrieved, with 
minimal human input errors. The hybrid CBR 
and RBR architecture reflects how a human ex-
pert could combine his knowledge from previous 
experience and his heuristics of expertise to effec-
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tively tackle a new problem situation. 

5 Discussion And Conclusion 

The CBR expert system was developed to aug-
ment the problem response capability of help desk 
staff, and has been successfully deployed in a hot-
line response centre. The system is based on a 
cognitive hybrid CBR framework which demon-
strates the synergy of various reasoning tech-
niques and methodologies to organise, represent 
and reason about knowledge. Such an integrated, 
hybrid methodology is effective in solving real 
world problems and closely reflects the cognitive 
model of a human expert in problem resolution. 

A post-implementation assessment revealed 
several interesting issues and benefits of the sys-

tem. Manual fault tracking and monitoring has 
been reduced. The hotline operator, with little 
experience in troubleshooting, was able to use the 
system to perform fault isolation of common prob­
lems, most of which were previously handled only 
by the human experts. Timely, quality and con-
sistent response could be provided to callers. The 
experts themselves have relatively more time to 
plan and manage the hotline operation. Also, the 
knowledge documented in the system has facili-
tated in-house training of new staff. On one occa-
sion, one of the.two hotline experts left the team. 
The system, which has previously retained some 
of his expertise, was able to minimise temporary 
disruptions to the hotline workfiow until a new 
staff was recruited. Valuable knowledge captured 
in the system was effectively exploited to allevi-
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Figure 7: A computer network fault isolation situation which illustrates the intermediate reasoning 
states 

ate possible bottlenecks in hotline response due 
to the lack of expertise. 

In essence, the expert system has helped to 
streamline the management of hotline opera-
tions and enabled the team to function at a 
high state of operational readiness in response to 
mission-critical problem situations. We present 
the cognitive-driven CBR methodology as an ef-
fective paradigm for the development of quality 
expert systems. 
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This paper describes the development of a medical decision support systeni (MDSS) 
for the management of essential hypertension. While most MDSS's have been devel-
oped for doctors in university hospitals, this system is developed for primary health čare 
doctors and health workers in community health centers. The MDSS consists of three 
modules: health management Information system (HMIS) for health center, logistic re-
gression model, and an expert system. HMIS maintains hypertension database for two 
modules. Logistic regression was used to identify risk factors for essential hypertension 
and three knowledge models were compared to determine the best method for predict-
ing the severity of hypertension and the prognosis of treatment. Out of ali the cases, 
discriminant analysis shovred the highest predicitive power. To improve user interface, 
computer assisted instruction (CAI) capability also incorporated in the system. 

1 Introduction Various factors have been implicated in the 
pathogenesis of essential hypertension, although 

TT i. • • • i. -1 J. , the exact cause of essential hypertension is stili 
Hypertension is a major contributor to coronary /^ „ \ 
, , J. J i.1. 1 J- r J J.U • unknown (Garg & Pepper, 1995). In patients with 
heart disease and the leading cause ot death in \ a t-t- i ^ t-
American adults (Jaffe & Seely, 1995). In Korea, f'""̂ ^̂ ^ hypertension, heavy cigarette smoking 
leor ri-i, J li. 1 i.- • T̂  u i_ (greater than or egual to 20 cigarettes/day) is as-
loTo oi the adult population m Korea have hy- . , , ̂  r 

4. • /u- u innns j r j.u -iu u sociated with a definite increase in left ventricular 
pertension (Huh, 1992); and ot those with hyper-
j . • or nr,oy u i,- i u i. • t,i mass through a rise in whole-day blood pressure 
tension, 85-907o have essential hypertension while ° \ 
,, • • u J v, i. • rni- (Verdecchia et al., 1995). Since the pathogenesis 
the remammg have secondary hypertension. This ^ ' ' , r 
, J . r J ii . r ,• 1 of essential hypertension is multifactorial, diagno-

study IS locused on the management of essential . . . . 
, i. • 1, -i. a- i. i-i. • -i Ti-i, sis as well as the causal therapy of hvpertension 
hypertension because it arrects the majority oi the ^•' •^ ^ 

1 i-- 117̂1, iu i.- i i. J r remain a great challenge. 
population. VVhen the patients are suspected oi ° '^ 
suffering from secondary hypertension, they are Considerable variation exists among both gen-usually referred to the tirtiary hospitals for fur- eral practitioners and physicians in their stated ther examination and specialized treatment for assessment and management of hypertension. the underlying diseases such as primary aldostero- Overall, general practitioners and physicians have nism, Cushing's disease, and pheochromocytoma. similar stated thresholds for treating hypertension 
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but differ in their choice of first line therapy (Ford 
& Asghar, 1995). This suggests that efFective in-
terventions in addition to clinical guidelines need 
to be developed if hypertension is to be consis-
tently managed. 

While there have also been many studies on 
a MDSS or medical expert system which pro-
vides such information to help doctors improve 
their decision-making, most of them are applica-
ble to hospital use. Since hypertension is the most 
prevalent disease in the community and needs to 
be continuously managed, a MDSS was developed 
in this study mainly for general practitioners and 
health workers in community health centers to 
improve the transfer of knowledge from the uni-
versity hospital to the community health centers. 
In addition, three knowledge models were com-
pared to determine the best method for predicting 
the severity of hypertension and the prognosis of 
treatment in a community setting. CAI capabil-
ity was also incorporated in the system to improve 
user interface for health workers. 

2 Subjects and Methods 

2.1 S u b j e c t s 

The subjects of the study were classified into two 
large groups: community resident data and hospi­
tal data. The community data •was comprised of 
171 Kangwha county residents who participated 
in the Cohort Study(Ohrr, 1993) on hypertension, 
and the hospital data were composed of 65 pa-
tients with hypertension who received treatment 
at the Yonsei University Severance Hospital from 
1986 to 1995. Community data was used in the 
determination of risk factors for hypertension in 
a community setting; whereas the hospital data 
was used in the development of knowledge mod­
els for predicting the severity of hypertension and 
the prognosis of treatment. 

2.2 Methods 

2.2.1 S t ruc tu re of the MDSS for 
Hyper tens ion Management 

As shown in Figure 1, the hypertension man­
agement information system consists of three 
modules: health management information sys-
tem (HMIS), logistic regression model, and ex-

Health Management 
Information Systeni 

<HM!.S);-

Logistic 
Regression 

Model 

EKpertSyst6m 

Knowledg6 Modei 

Neurai Netvvork 

[ Case-based J 
I Reasoning j 

j Discriminant j 
1 Anatysis J 

Figure 1: Structure of the MDSS for hypertension 
management 

pert system. HMIS is an information system for 
health center that provides administrative infor­
mation to assist internal management and main-
tains health database for residents including hy-
pertension data. Logistic regression model pro­
vides information on risk factors for hypertension 
in the community. Finally, expert system pro­
vides diagnostic and therapeutic information us-
ing three knowledge models. 

2.2.2 Logistic Regression Model 

Logistic regression model is a statistical method 
for predicting a dichotomous dependent variable 
using independent variables (David & Lemeshow, 
1989). Logistic regression was performed to iden-
tify risk factors of hypertension in community 
using patient charateristics, history, lifestyle, and 
test results as independent variables and the 
hypentension status as dependent variable. The 
model can be expressed as follows: 

log(p/(l -p))=a + biXi + 62X2 + ... H- hXk 
where p{l~p) : odds of development 

hypertension, and 
log(p/(l —p)) : log odds of developing 

hypertension 

2.2.3 Knowledge Models 

A. Neura i Networks 

A back-propagation method with sigmoid func-
tion was used in this network. In the čase of the 
diagnosis model, the input layer was composed 
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of 30 input nodes including the patient charac-
teristics, while the output layer was composed of 
one output node presenting a severity of hyper-
tension which is a dichotomous variable ('hyper-
tension group' for those in stage 1, 2, 3 of hy-
pertension; and 'severe-hypertension group' for 
those in stage 4). The prognosis of treatment 
was performed using the same input nodes and 
one output node presenting treatment efRciency 
•with a hidden layer including 5 nodes similar to 
the diagnosis model. Prognosis of treatment was 
divided into two large groups: effective and non-
effective. After pharmacologic therapy, the effec­
tive group was determined by a decrease in sys-
tolic blood pressure below 140 mmHg and dias-
tolic blood pressure below 90 mmHg. This study 
examined the relative predictive importance of 
the input nodes by partitioning the sum of ef-
fects on the output layer. These are represented 
by the "shares" which is the percentage of ali out­
put weights attributable to the given input nodes 
(Garson, 1991). 

ErM^^o.)/Er(E?(šr%o,-)) 
For each j of n/j hidden nodes, sum the prod-

uct formed by multiplying the input-to-hidden 
connection wfeight of the input node I of variable 
v for hidden node j times the connection weight 
of output node O for hidden node j ; then divide 
by the sum of such quantities for ali variables. 
The result is the percentage of ali output weights 
attributable to the given independent variable 
and thus represents the relative importance of 
the independent variable. In short, this pro-
cess partitions the hidden-to-output connection 
weights of each hidden node into components 
associated with each input node shares. 

B. Case-based Reasoning 

The degree of match depends on the degree of 
similarity. In this model, the best matching cases 
were retrieved using the čase score based on how 
closely the features of the presented-case schema 
match the features of the stored-case. 

čase score {new, old) = 
2/(2 — normalized similaritij score) — 1 
where normalized similarity score 
= [surn of rnatch score+sum of penalties) 

/{sum of max weights) 

Scores ranged from 1.0 for cases that exactly 
match to -1.0 for cases that completely mismatch. 
In this study, čase scores were obtained based on 
two alternative match scores: scores based on 
the doctors' clinical judgement and the "shares" 
from the neural network. The latter approach is 
an effective way to integrate the neural network 
and CBR. 

C. Discriminant Analysis 

Discriminat analysis is a statistical method for 
predicting a certain event which is a categorical 
variable. In this study, discriminant analysis v/as 
used to predict a severity of hypertension and the 
prognosis of its treatment using patient chara-
teristics, history, and test results as independent 
variables. 

3 Results 

3.1 Identification of the risk factors of 
hypertension 

A CBR(case-based reasoning) draws its predict­
ing power from a large čase library, and there-
fore, to be successful, cases should be organized 
in a manner that only relevant cases be retrieved 
from memory, and previous cases be effectively 
adapted to new problem (Garson, 1991). In this 
study, a čase was constructed to represent a hy-
pertension condition with features for describing 
the symptoms associated with a condition as well 
as features for treatment. A stored čase matches a 
presented čase when it contains similar features. 

In the results, the logistic model was statistically 
significant (p=0.0036). The significant variables 
at 5% level were : past history of blood pressure, 
stop drinking, and WBC(white blood celi). In 
čase that variable is classified with male and fe-
male represented the same results. When contin-
uous variables were classified in the regular range, 
only 'past history of high blood pressure' vv̂ as sig­
nificant (Odds Ratio=11.4067, p=0.0071) for fe-
male. However, the model was not statistically 
fitted for male. 
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Table 1: Odds ratios and parameter estimates for 
BP(blood pressure) by patient's characteristics 

Table 3: Five most important "share" s for the 
prognosis of treatment 

patienfs 
chracteristics 

past history of BP 
smoking 
drinking 

stop drinking 
amounts of smoking 

pulse 
waist / hip 

GOT 
GPT 
TR 

WBC 

Odds 
Ratio 

17.80 
0.11 
4.63 

140.72 
1.00 
1.10 
0.00 

0.90 
0.93 

1.02 
1.92 

Parameter 
estimate 

2.f 
-2.17 
1.53 
4.94 

-0.004 
0.09 
-8.77 

-0.11 
-0.07 
0.02 

0.65 

P 
value 

0.00 

0.29 
0.16 
0.03 

0.18 
0.16 
0.12 
0.14 
0.28 
0.17 
0.02 

(GOT: plutamic oxaloacetic transminase, GPT: 

plutamic pyrubic trasminase, TR: tricuspid 
regurgitation) 

Table 2: Five most important "share"s for the 
severity of hypertension 

Variable 

Pulse rate 
Alcohol 
Glucose 

Symptom - palpitation 
BUN(Blood Urea Nitrogen) 

Share 

3.958 
3.928 
3.873 
3.841 
3.824 

3.2 Knowledge Models 

3.2.1 Neural Networks 

Five most important inputs influencing the sever-
ity of hypertension for the neural network were 
presented in Table 2. They were: pulse rate, 
alcohol, glucose, sysmptom (pappitation), and 
BUN(blood urea nitrogen). Five most impor­
tant inputs influencing the prognosis of treat­
ment for the neural network were presented in Ta­
ble 3. They were: family history, glucose(U/A), 
symptom (headache), symptom (dyspnea), and 
EKG (electrocardiogram). 

To validate each knowledge model, the predic-
tive value decided by the experimental result of 
each knov/ledge model was compared with the ac-
tual value decided in the clinic. In predicting 
the severity of hypertension, the capability of the 
neural networks model for 15 test samples were: 
60% for severe-hypertension, 90% for hyperten-

Variable 

Family history 
Glucose(U/A) 

Symptom-headache 
Symptom-dyspnea 

EKG 

Share 

3.425 
3.360 
3.327 
3.307 
3.294 

Table 4: Comparison of three knowledge models 
'or the severity of hypertention 

Actual diagnosis 
made by doctor 

Hypertention 
Severe hypertention 

Total 

10 

15 

No. of matching cases 
NN(%) 

9 (90) 
3 (60) 
12 (80) 

CBR(%) 
(80) 

2 (40) 
10 (67) 

DA(%) 

9 (90) 
5 (100) 
14 (93) 

(NN: neural network, CBR: case-based reasoning, 

DA: discriminant analysis) 

sion, and 80% for the total (Table 4). In pre­
dicting the prognosis of treatment, the capability 
of the neural netv/orks model for 20 test samples 
were: 50% for effective, 80% for non-effective, and 
65% for the total (Table 5). 

3.2.2 Case-based reasoning 

The match score which consisted of matching and 
mismatching scores in each slot were decided upon 
by a doctor and the "share" obtained from the 
neural networks. In comparison with the accuracy 
of the two methods, the method using the match 
score by a human expert produced a higher score 
than by the "share". 

In predicting the severity of hypertension, the 
capability of CBR for the total (67%), for severe-
hypertension (40%), and for hypertension (80%) 
v/as the lowest among three models (Table 4). 
Similarly, in predicting the treatment results, the 

Table 5: Comparison of three knowledge models 
for the prognosis of treatment 

Actual treatment 
result 

Non-effective 
Effective 

Total 

10 
10 
20 

No. of matching cases 
NN(%) 

8 (80) 
5 (50) 
13 (65) 

CBR(%) 

7(70) 
4 (40) 
11 (55) 

DA(%) 

9 (90) 
9 (90) 
18 (90) 
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Table 6: Summary of stepwise discriminan 
sis for the severity of hypertension 

Step 

1 
2 
3 
4 
5 
6 
7 

(Wilk's 

Discriminant 
variable 

Alcohol 
Sex 

BUN 
EKG 

Protein 
K 

TG 

Partial 
iž2 

0.1443 
0.0510 
0.0727 
0.0674 
0.0716 
0.0438 
0.0371 

Lambda: 0.60, p=0.000] 

Wilk's 
Lambda 

0.856 
0.812 
0.756 
0.705 
0.655 
0.626 
0.603 

0 

t anly-

P 
value 

0.0018 
0.0016 
0.0006 
0.0003 
0.0001 
0.0001 
0.0001 

Table 7: Summary of stepwise discriminant 
ysis for the prognosis of treatment 

Step 

1 
2 
3 
4 
5 
6 
7 
8 
9 

Discriminant 
variable 

EKG 
TG 

Complication 
Smoking 

CA 
BMI 
PH 
K 

HCT 

Partial 

0.0868 
0.0728 
0.0489 
0.0469 
0.0469 
0.0441 
0.0487 
0.0610 
0.0437 

Wilk's 
Lambda 

0.913 
0.847 
0.794 
0.757 
0.721 
0.690 
0.656 
0.632 
0.605 

anal-

P 
value 

0.0172 
0.0058 
0.0027 
0.0020 
0.0014 
0.0011 
0.0007 
0.0003 
0.0003 

capability of CBR for the total (55%), for effec-
tive(40%), and for non-effective (70%) wer6 the 
lowest among three models (Table 5). 

3.2.3 Discriminant Analysis 

Stepwise discriminant analysis was performed 
for predicting the severity of hypertension 
and the progsosis of treatment. As seen 
in Table 6 and Table 7, significant vari-
ables were: alcohol, sex, BUN, EKG, Protein, 
K(kalium), TG(thyroglobulin) for the severity 
of hypertension; and EKG, TG, complication, 
smoking, CA(coronary angiography), BMI(body 
mass image), PH(pulmonary hypertension). K, 
HCT(hematocrit) for the prognosis of treatment, 
respectively. In predicting the severity of hyper-
tension with test cases, the capability of the dis­
criminant model for the total (93%), for severe 
hypertension (100%), and for hypertension (90%) 
was the highest among three models (Table 4). 
Similarly, in predicting the treatment results, the 
capability of the discriminant model for the total 
(90%), for effective (90%), and for non-effective 
(90%) was the highest among three models (Ta­
ble 5). 

3.3 Deve lopment of CAI-based 
Expert Systeni 

The expert system for hypertension was designed 
to enhance the availability and efRciency of hyper-
tension management in health centers and health 
subcenters. To increase educational efRciency, 
CAI capabilities such as tutorial and Encyclo-
pedia were included in the system. In addition, 
several medical images such as a chest PA(chest 

(Wilk's Lambda: 0.59, p=0.0003) 

X-ray), coronary angiography, retina, and EKG 
were also included in the system. A summary 
screen for the prognosis of treatment is shown in 
Figure 2. 

4 Discussions and Conclusions 

Diagnosis and therapeutic planning of hyperten-
sion are a multifactorial process involving the as-
sessment of symptoms, severity, personal charac-
teristics, lifestyle, past and family history, labo-
ratory tests, and a physical examination. There 
have been many studies on identifying the rela-
tionship among these various factors to improve 
effectiveness in the management of hypertension. 

Diagnostic capabilities for the three knowledge 
models varied. The discriminant analysis had the 
best overall prediction rate (93%) and the 100% 
prediction rate for severe,hypertension; the neural 
network had equally the best prediction rate for 
hypertension (90%); and the CBR had the low-
est prediction rates in ali categories. Similarly, 
in predicting the prognosis of treatment, discrim­
inant analysis also had the best prediction rate 
(90%); the neural network had much lower pre­
diction rate (65%); and the CBR again had the 
lowest prediction rate (55%). These findings were 
consistent to the study on Allergic Rhinitis (Chae 
et al., 1992). Therefore, the discriminant model, 
which has not been widely used in the field of ex-
pert systems, should be given more application as 
a knowledge model and be used as an important 
reference in the management of hypertension. 
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Figure 2: Summary screen for the prognosis of treatment 

Overall capabilities for the three models can be 
improved as more hypertension data is used in the 
analysis. The system can further be improved by 
learning to identify the utility of different combi-
nations of techniques. This function may be im-
plemented by combining various techniques from 
neural networks, CBR, and statistics, 

This system also has a CAI capability to pro-
vide a realistic learning environment whereby 
health workers can practice skills for managing 
hypertensive patients and learn problem solving 
skills. Although widely used, traditional CAI 
programs have certain disadvantages. These pro­
grams offer the študent a- pre-recorded knowledge 
but cannot explain how or why a task is performed 
(Aegerter et al., 1992). 

There were some limitations that should be 
dealt with to further enhance a capability of 
MDSS. First, number of cases were insufficient 
to the developement of knowledge models. Sec-
ond, integration among HMIS, logistics regression 
model and expert system was inadequate to allow 
smooth Information flow. 
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CompleK and large systems can be hard to manage if the elements that they comprise 
have dynainic causal relationships. Management of such a systeni usually entails mon-
itoring and interpreting data generated by various elements of the systems. This data 
needs to be processed into meaningful Information, so that a manager can use the in-
formation to get enough insight into the dynamic state of the system to be able to 
proactively influence the run-time behavior of the systein. However, if the amount of 
data generated for a system is large enough and the complexity of the relationships be-
tween elements of the system is high enough, then traditional Information analysis and 
presentation methods do not sufRce to give the manager of the system a comprehensive 
understanding of the state of the system. What is needed is more intelligent analysis 
of the possibly enormous corpuses of data streaming to the management system in real 
time. The field that is well positioned to give this sort of analysis is Knowledge Discovery 
in Databases and Data Mining (KDD) - a process that has the goal to extract knowl-
edge from data. A range of techniques, including neural networks, rule-based systems, 
case-based reasoning, machine learning, statistics, etc. can be applied to the problem. 
We will discuss a KDD approach that employs a concept lattice to determine dependen-
cies between elements of a computer network. We will firstly discuss the problem form 
a network management (NM) point of view and then show how KDD and specifically 
lattice-based KDD will address the problem 

1 Introduction pret the behavior of such a system, data gener­
ated by monitoring agents needs to be collected 
on a regular basis, processed and transformed 

In order to understand a system, its elements and -^^^ ^ presentable format, so that a system op-
the way they interact need to be understood. It is erator/manager can quickly assess the most im-
onIy when this understanding is as comprehensive p^^^ant inter-element relationships of the system. 
as possible, that successful operation and man- ^ j ^ ^ ^^.^^^ ^f ^^^ information that the investiga-
agement of such a system is possible. In many ^^^ ^^^^ ^jn ^^p^^^^ ^^ ^^^ .̂ype ^^ gyg^g^ ^^^ 
cases, such as small systems, their charactenstics ^^^ ^^^^^ ^^^^ textual database query results to 
are well understood by their mventors or design- gj-aphical representations and the results of elab-
ers and they do not present a problem that tra- ^j .^^^ statistical analysis. In large systems the 
ditional mformation processmg cannot solve. But ^^^^^^er of variables to monitor and volumes of 
a complex system comprising vast numbers of el- ^^^^ î̂ ,̂ ^ ^^^ ^^ generated can become too large 
ements with complex behavior can become qmte ^^ interpret using traditional data analysis tech-
unwieldy and incomprehensible, especially when ^-^^^^ ^he goal of the exercise is at a differ-
thedynamic inter-element relationships cannot be ^^^ ^^^^^. ^^^^ ^f discovering the behavior and 
predicted by only considering the domain theory characteristics of the system from vast amounts 
or design of the system. To monitor and inter-
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of input data. When the number of variables 
measured across aH the elements in the system 
are vast, even the best statistical methods alone 
cannot give a clear picture of ali the possible de-
pendencies between them. What is needed is 
to go one step further, i.e. from Information to 
knowledge. The overwhelming number of records 
of data and vast number of variables defined for 
a given corpus of data, makes a knowledge dis-
covery approach to the problem more applica-
ble than traditional Information processing tech-
niques. It is against the backdrop of a frustrated, 
data drenched community, flooded by large and 
complex data sets, that this field of knowledge dis-
covery in databases(KDD) was born. KDD will 
be discussed in greater detail in a later chapter. 

This paper will discuss the problem of knowl-
edge discovery in the dynamic data of a computer 
network. The goal of knowledge discovery in this 
environment will be to enhance network manage-
ment(NM) systems to such an extent that depen-
dencies between managed objects(MOs) can be 
found and managers can understand and diag-
nose their networks better. An experiment was 
conducted to investigate the feasibility of a KDD 
technique called " Lattice based knowledge discov-
ery" (Oosthuizen 1991) applied to the determi-
nation of dependencies between Simple Network 
Management Protocol (SNMP) variables. This 
lattice based technique ušes a concept lattice as a 
framework for the knowledge discovery process. 

2 A first look at the problem 

The task of network management is to manage 
a networked computer system efficiently. Its im-
portance is indisputable and a large world com-
munity is working hard at solutions for the net-
work management problem. A consequence of 
this global effort is that protocols and models have 
emerged by which network elements can be mon-
itored and controlled. This process includes the 
exchange and storage of great corpuses of man­
agement data. The "Internet", an existing wide 
area network is already supplying the globe with 
vast interconnectivity and the " Open Systems In-
terconnection" (OSI) standards of "The Inter­
national Organization for Standardization" (ISO) 
promise to do even better (when/if they arrive). 
On a smaller scale corporate enterprise netvvorks 

exist, which together with their WAN counter-
parts make a possibly massive body of data avail-
able to NM systems. Network management sys-
tems thus have as one of their tasks to present 
the network manager with the most comprehen-
sive view of the network and its elements as pos­
sible. Some techniques used to help the network 
manager to visualize the state of the network are 
statistics, graphics, etc. But the NM system user 
stili needs to make his own conclusions with re-
spect to the state of his network. This is an ex-
ample of many domains in which people need to 
čope with the " forests" when they are bombarded 
with millions of " trees". An example of a " forest" 
that needs to be seen is the true cause of a net-
work error, in the midst of a plethora of cascading 
events that are propagated through the netvvork. 
The computer industry is a prime culprit when 
it comes to this " tree cancer", but there are also 
other domains, like the retail industry, scientific 
research, etc. in which people need to induce the 
characteristics of the part of the world they are 
investigating - e.g. characteristics that are hidden 
in databases fuU of trend Information or tables fuU 
of experimental values. It seems that the best 
that traditional Information processing can pro-
vide is statistical analysis and glamorous graph-
ical visualization techniques to help lift the lost 
investigator a few more meters above the data-
labyrinth's the hedge. Even when the aim of the 
investigation is clear, e.g. "what causes this er­
ror" , if the data set is massive and a lot of irrele-
vant patterns exist, finding the desired dependen­
cies is hard. There are no shining diamonds in the 
pile of rubble. The problem may even be worse, 
however. We may not know what we are looking 
for in the first plače, i.e. ali interesting phenom-
ena in the data set must be discovered even with-
out a first-order definition of "interesting". This 
will make the amount of effort afforded to the hu­
man investigation orders of magnitude greater. 

What is needed, is more than the results of 
statistical analysis or elaborate Information pre-
sentation. Computers need to be equipped with 
some of the cognitive skills of humans to discover 
interesting dependencies while traversing great 
amounts of data. This means firstly that they 
need to exploit their ability to go far beyond the 
"seven plus minus two concepts at a time" limi-
tation of humans. Secondly, they should also be 
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equipped with the logical analytical skills of which 
humans are stili the only true masters. This will 
bring the best of two worlds - the computer's nu-
meric processing power and the human cognition -
together to take computer based Information pro­
cessing into the realm of true knowledge discovery. 

The methods developed to solve this data min-
ing problem need to be adequately exhaustive 
with respect to the patterns and dependencies 
that are discovered. This means, given a set of 
network values, ali possible dependencies or pat­
terns that exist among these values need to be 
generated. The resulting set of dependencies need 
to be presented in such a way that the user of 
these dependencies does not find himself in a new 
maže - the maže of dependencies. The set of de­
pendencies will have to be presented in a well or-
dered structure. Traversing this structure should 
also be feasible for the human Information investi-
gator, who is in our čase the network management 
technician. 

3 A brief definition of K D D 

According to (Frawley et. al. 1992), KDD is the 
extraction of previously unknown and potentially 
useful Information from data. In a set of facts 
(data) D, a language L, and some measure of cer-
tainty C, a pattern is a statement S in L that 
describes relationships among a subset Ds of D 
with a certainty c, such that S is simpler (in some 
sense) than the enumeration of ali facts in Ds-
Ali patterns that are interesting to the user and 
are certain enough according to the user are col-
lectively called knowledge. Ali patterns according 
to this definition that a program generates from 
a given data set, is called discovered knowledge. 

This definition of KDD concentrates on the for­
mat of the output of the process and not the pro-
cess itself. Key issues arise from the KDD process 
and therefore each of the elements of the process 
should be examined to get a more holistic view of 
KDD. 

The KDD process consists of the follow-
ing major phases: 

- Data preparation, cleaning and ware-
housing. This is where issues such as noisy 
data, consistent formats, etc. are addressed. 
Prepared data should be maintained on a dis-

tributed database, allowing location trans­
parent distribution up to relational level. 

Data-driven exploration. The analyzer 
needs to peruse the content of the data before 
starting the mining phase in order to iden-
tify possible interesting subsets of the data. 
This will help to reduce computing costs of 
later more complex and processing intensive 
phaseš. It is often the čase that the ana-
lyzer does not even have a clear vision of the 
knowledge discovery goal. A first peek at the 
content and some exposition of the structure 
of the data can help to trigger deeper explo-
ration into interesting areas. 

Requirements analysis. Since it is of­
ten not the same person that will be doing 
the data analysis that will be using the dis­
covered knowledge, the requirements of the 
knowledge user need to be defined. 

Search for interesting patterns(Data 
Mining). During this phase, the clean data 
set is mined for possible patterns according 
to criteria set by the user. These criteria in-
clude the level of accuracy of found patterns 
and the user's biases with respect to inter-
estingness of possible output patterns. This 
phase is also referred to as the "dredging" 
phase. 

Presentation and navigation of pat­
terns. When the KDD process is Interac­
tive, intermediate results are presented to the 
user, mining parameter s are refined and the 
search for patterns re-iterated, until the de-
sired findings are reported. A more data-
driven or bottom-up dredging of raw facts 
can be used to discover dependencies with 
less interaction with the user. In this čase 
only the final results v^\\\ be displayed for the 
user to interrogate. The user needs to under-
stand the output knowledge. Therefore the 
discovered patterns need to be depicted in a 
high level language. A graphical paradigm 
should be used to depict the structure of the 
discovered knowledge space. The analyzer 
should have the ability to " browse" this space 
in order to incrementally dissect the content 
and implications of the discovered patterns. 
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4 KDD from a NM perspective 

In order to complete the contextual prelude to 
the investigation that was done, we need to look 
at the benefits and results we aspired to achieve 
from a Network Management (NM) point of view. 
This means that the rationale for using NM as 
a suitable field of application for lattice based 
knowledge discovery needs to be clearly stated. In 
order to define this rationale, some core charac-
teristics of networks and typical goals of NM will 
be pointed out, so that it can be clearly shown 
in later chapters how our lattice based knowl-
edge discovery approach addresses these aspects 
of NM. 

4.1 NM information overload 

The vast number of network variables available 
through the Simple Network Management Proto-
col (SNMP) or Common Management Informa­
tion Protocol(CMIP) makes a rich set of network 
values available to use as raw data source for sub-
sequent dependency discovery. In order to supply 
the network manager with a comprehensive model 
of his network, this base of management informa­
tion can be "mined" for interesting dependencies, 
that can be used for diagnostic or other purposes. 
This means that NM information bases can serve 
as excellent sources of raw data for interesting 
KDD and from the viewpoint of NM the exercise 
is well worth the while if the achieved results mean 
that networks can be made more understandable. 

4.2 An integration model 

The field of network management (NM) came into 
being as a consequence of networked computer 
systems. For the purposes of this paper, a net-
worked computer system can be viewed as a sys-
tem that consists of a number of computers con-
nected to each other via a system of transmis-
sion media and intermediate connecting systems. 
However a more holistic approach to introduce 
networks should start at a description of the func-
tionality of the systems that networks form part 
of. Such networked systems fulfill a set of re-
quirements, that implicitly or explicitly allude to 
a need for communication of entities that are ge-
ographically apart. Examples of such systems are 
distributed systems(such as distributed operating 

systems), human-to-human communication sys-
tems(such as e-mail), client-server systems(such 
as automatic bank tellers) and many more. Each 
networked system comprises a unique collection of 
software and hardware elements that are intercon-
nected and interact in a unique way. The dynamic 
behavior of the networked system can be ex-
pressed as a dynamic model of the elements in the 
system. Such a model would consist of well known 
inter-element relationships(derived from the the-
ory of network system design) and unique system-
specific inter-element relationships. Of particular 
interest is the way that the complete set of ele­
ments or factors are dependent on each other. 

Having such a model would enhance the en-
capsulation of the real world devices (that cur-
rent NM models encapsulate as managed objects 
(MOs)) with automatically derived dependencies 
between MOs, or on a finer grain, between prop-
erties of MOs. The following figure depicts a 
conceptual view of this new layer of "knowledge 
about element dependencies". 

In the device layer are the physical devices of 
which certain low level variables can be moni-
tored or set. The spheres depict the devices and 
the logical measurable variables per device are 
shownas"Varl", "Var2", "Var3" ... "VarN". Ac­
cess to these variables are actually implemented 
in the information layer's agents. This picture 
just gives a logical exposition of where the device 
variables "reside". The information layer gives a 
managed object view of the device variables in the 
OSI framework. In the Internet framework (using 
SNMP), the variables are managed according to 
a management information base (MIB), a hierar-
chical order ing of variables. 

We introduce a new layer called the "knowl-
edge layer". It represents knowledge about de­
pendencies between diflFerent NM variables. It 
should also supply a complete set of services to 
the apphcation layer, so that applications can 
easily transform the encoded dependencies into 
an intuitive interface betvveen the user and the 
knowledge. This means that apart from the tra-
ditional NM functionality that NM systems pro-
vide, they can present the higher level network 
state knowledge to the user. It could also pro-
vide a way that the user can navigate through 
the new knowledge space, which means that the 
traditional ways of viewing networks, such as a 
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Figure 1: A NM knowledge integration model 

topology maps, could be supplemented with al-
ternate, higher level views of networks. 

The knowledge in the knowledge layer can be 
derived using two sources of Information: 

- a. Network theoretical and technical domain 
knowledge. 

— b. Machine discovery of inherent dependen-
cies (using KDD). 

KDD has a clear role to play in this frame-
work: to (a) extend the theoretical and network 
specific domain knowledge: (b) dynamically and 
automatically. 

5 The concept lattice approach 

Although our approach to KDD stems from a 
machine induction technique developed by Oost-
huizen (Oosthuizen & McGregor 1988), we have 
exploited the graphical nature of the base con-
struct (the "concept lattice") used in the tech-
nique, so that we can address more of the pro­
cesses mentioned above than just the "mining" 
step of KDD. This means that we have taken 
a machine learning technique as a basis and ex-
tended it to a comprehensive KDD solution. A set 
of software tools have been developed to demon-
strate some of the points we are trying to make in 
this paper. We try to use a unified lattice based 

methodology to realize a subset of the processes of 
KDD. This approach is in contrast to a method-
ology where different parts of the KDD cycle is 
realized using different techniques/tools. When 
explaining our approach, we will start with the 
basic definitions of concept lattices, underpinning 
the knowledge representational basis of the ap­
proach, after which we will explain the machine 
learning technique that constitutes the " data min­
ing" part of the process. Our description of con­
cept lattices will be brief, since there are other 
references that give more complete expositions 
on concept lattices, e.g. (Oosthuizen & McGre­
gor 1988),(Carpineto & Romano 1993),(Godin et. 
al. 1991) and (Oosthuizen 1991). Finally we will 
show how we propose to extend the approach to 
address some of the other processes of KDD. 

5.1 Defining the Concept Lattice 

When discussing any intelligent system, classi-
cally the first issue to address is how knotuledge 
is represented. As mentioned above our technique 
represents knowledge in terms of concept lattices. 

A lattice is a directed acyclic graph (DAG) in 
which every two nodes have a unique nearest com-
mon descendant - or meet - and a unique nearest 
common ancestor - their join. The lattices dis-
cussed here are of a special kind, called concept 
lattices (Wille 1982), that have the following ad-
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ditional properties: 

— 1. Apart from the children of the universal 
node at the top and the parents of the NULL 
node at the bottom, no other nodes in the 
graph have exactly one parent or exactly one 
child. 

— 2. No node has a parent (i.e. no node is 
directly linked to another node) to -vvhich it 
is also indirectly linked by means of a path 
that goes via one or more other nodes. 

Although Wille formally introduced the notion 
of a concept lattice (Wille 1982), the particular or-
ganization of data described here also corresponds 
to the so-called cladistic approach to classifica-
tion used by biologists and hnguists for some time 
(Hoenigswald & Wiener 1993). In fact, the fun-
damental idea behind concept lattices dates back 
to Aristotle who noted the inverse relation be-
tween the number of properties required to define 
a concept and the number of entities to which the 
concept applied. This is referred to as the dual-
ity of intention and extension (Sowa 1984). Each 
node represents a highly repetitive pattern (set of 
features/attributes of the input data). 

The concept lattice provides us with one unified 
structure that contains many tangled, optimally 
integrated trees (hierarchies) of nodes. For each 
data set there is a unique, minimal (in number 
of nodes) concept lattice. These characteristics 
makes it.possible to derive aH n-ary relationships 
between aH attributes of the input data set. 

The following figure illustrates an example of a 
very small, simple concept lattice. 

Note that we distinguish between three types 
of nodes: attribute (or feature) nodes; concept 
nodes and entity nodes. The attribute nodes 
are ali single-valued symbolic assertions about 
any data-entity, e.g. hair=blonde, eyes=blue, 
eyes=brown, complexion=dark, etc. Entities are 
the input data rows that we get from the database 
that the system is parsing. Entities are also 
referred to as examples or data-tuples or data-
records. Each entity is usually a tuple of at­
tributes, e.g. eyes=blue, hair=blonde, complex-
ion=fair,. classification=positive and is derived 
from the raw data set. The internal nodes called 
"concept nodes" are created when the lattice is 
formed during graph induction (also called knowl-
edge base normalization). These are the nodes 

that relate attributes to each other and constitute 
the "knowledge" of the lattice. The concept nodes 
also have strengths(i.e. how many entities they 
cover), e.g. in figure 1, node *1 has a strength 
of 3 and node *2 has a strength of 2. Strengths 
also give an indication of the confidence of the re­
lationships that concept nodes portray. The uni­
versal node that is connected to ali attributes at 
the top and the NULL node that is connected at 
the bottom has been omitted for readability rea-
sons. Lattice based knowledge base normalization 
has been proved as a useful technique for induc­
tion (Oosthuizen & McGregor 1988). 

5.2 Mining for knowledge(concepts): 
From data to concept lattices 

A concept lattice is constructed by creating a 
node for each data point at the bottom of the 
graph (e.g. nodes E1-E5 at the bottom of fig­
ure 1 represent the corresponding data records in 
Table 1) and a node for each attribute-value at 
the top. During this process internal nodes are 
created between the data points at the bottom 
and the attributes at the top (they are marked 
with *'s in figure 1). Each data point is then con­
nected to its respective attributes whilst ensuring 
that the graph remains a lattice (see figure 1). It 
can be shown that a given set of entities give rise 
to a unique lattice. The exact manner in which 
the lattice is constructed is beyond the scope of 
this paper (algorithms can be found in (Oosthizen 
& McGregor 1988), (Carpineto & Romano 1991), 
(Rodinet. al. 1991), (Oosthuizen 1991)). 

Each internal node denotes a pattern of at­
tributes that occurred in more than one data 
point. Since ali possible combinations of at­
tributes could potentially occur in the data, the 
number of nodes in a lattice is equal to the size of 
the powerset of the number of attributes per en-
tity, i.e. 2", where n is the number of attributes 
per entity. The actual number of nodes realizing 
in real world data sets is, however, only a frac-
tion of this amount. This is also why the lattice 
is useful as a data analysis tool: each of the inter­
nal nodes in the lattice represents a regularity in 
the data. And to ensure that the graphs are not 
cluttered by accidental coincidences, statistically 
insignificant nodes are removed from the lattice. 

Let us consider an example. For simplicity 
we consider a cleaned, integrated database in 
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Attributes (A 

Concept 
Nodes 

Entities 
Figure 2: A small concept lattice 

the form of a single file of variable length tuples 
of symbolic features(attribute values). Figure 3 
shows a lattice generated from the data in ta­
ble 1. It depicts underground sample Informa­
tion regarding ročk samples collected for labora-
tory analysis. 

The lattice in figure 3 appears rather irregu-
lar, but this is because we are representing an n-
dimensional structure in two-dimensional space, 
and only the patterns of attributes that actually 
occurred in the data are represented. 

Each concept in the lattice is described (inten-
tion) by the attributes that are included in its 
so-called "upper closure", i.e. ali nodes that are 
transitively ancestral to ("above") the concept 
node in the lattice. AH entities that pertain to 
this concept can be found in the downward clo­
sure of the node. The strength (confidence) of a 
concept is the number of entities pertaining to it, 
i.e. the number of entity nodes in its downward 
closure. 

it Inference on subsets of attributes is possi-
ble as follows: To determine the implied set of 
attributes (we call it R), given an input set of at­
tributes (we call it the set Q), the it meet of the 
set Q is determined (call it node M).. The upward 
closure of this node (M) is then taken. If the up-
ward closure contains any attributes apart from 
those in Q, then these are implied by the ones in 
Q, i.e. Q -> R. For a more thorough discussion 
of this inference on a lattice see (Oosthuizen & 
McGregor 1988). 

5.3 Exploring knowledge: A map of 
concepts 

As opposed to some other KDD techniques where 
killer queries and/or a highly iterative approach 
is followed, lattices allow a graphical representa-
tion of the discovered knowledge space that can be 
navigated (browsed) by the user. A refinement of 
the induction algorithm has also been developed 
that employs a pruning regime to reduce the size 
of the lattice and facilitate focusing of the KDD 
process. We have developed a program, called 
GRAND (GRAph iNDuction) that implements 
the lattice induction algorithm and DATAMAP, 
that implements the graphical depiction and nav-
igation of the induced lattices. A very thorough 
discussion on visualization of categorical data us-
ing lattices can be found in (Oosthuizen h Venter 
1995). For the purpose of this paper we will give 
a brief description of how a user can navigate the 
lattice in DATAMAP. 

it Visual display and navigation of the lattice 
DATAMAP displays the lattice as a two-

dimensional abstraction of the n-dimensional 
structure of the lattice, but unlike the toy exam-
ple in figure 3, real lattices are too large to dis-
play on the screen in their entirety. Consequently 
only the relevant parts of the lattice are displayed. 
DATAMAP allows the user to firstly select an ini-
tial set of attributes from the recorded set of at­
tributes in the database. DATAMAP then takes 
the user to the node that is the meet of the se-
lected attributes. We call this the it focus. See 
the square node in figure 4. The user can then im-
mediately see aH the attributes of the focus (aH 
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Entity no Size 
El 
E2 
E3 
E4 
E5 
E6 
E7 
E8 
E9 

Color Shape Contains Heavy Metals Structure 
Small brown regular yes hard 
large brown irregular no brittle 
laxge yellow regular yes hard 
small black regular no brittle 
large black regular yes brittle 

brown regular yes hard 
black irregular no brittle 

small brown irregular no brittle 
large brown irregular yes brittle 

large 
large 

Table 1: Input tuples containing data for underground ročk samples 

Figure 3: A lattice generated from data in Table 1 

the attributes in the upper closure of the focus). 
AH additional attributes in this list, that were not 
selected initially are the implied attributes as dis-
cussed above. The user can then decide to select 
another start set of attributes, i.e. explore de-
pendencies of another set of attributes, or select 
another node of the lattice. If he selects another 
node in the lattice, that node becomes the new 
focus. Nodes above the focus are labeled by at-
tribute names preceded by a '-'. This means that 
selecting one of these nodes will imply subtracting 
an attribute/s from the current set of attributes. 
Nodes below the focus are labeled by attribute 
names preceded by a '+ ' . The nodes in the lat­
tice are thus labeled in terms of the difference with 
respect to their nearest parents (for nodes under 

the focus) or nearest children (for nodes above 
the focus). This means that selecting one of these 
nodes will imply adding an attribute/s from the 
current set of attributes. This helps the user to 
add/subtract features from the goal concept that 
he/she is searching for. Clicking on a node also 
moves the node(the new focus) to the center of 
the screen. If node *6 in figure 3 is the current 
focus, then the screen appears as shown in figure 
4. If the user then selects node *9, the screen is 
updated as shown in figure 5. 
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Figure 4: A lattice viewed in DATAMAP 

6 The experiment 

We conducted an experiment to test the feasi-
bility of the lattice-based technique. The real 
world network that was used for the experiment 
is the Internet nodes forming the wide area net-
work (WAN) between the South Afričan universi-
ties (called the it UNINET). In order to test the 
success of the research, the foIlowing goals -vî ere 
set: 

4. Conclude on the feasibiUty and apphca-
binty of the lattice based technique. If the 
technique does prove to live up to its promise 
then propose a model of implementation of 
the findings into a network management sys-
tem. 

5. Report on ali possibly interesting issues 
arising from the research and point out which 
of these should be topics for further research. 

1. Develop an experimental system that will 
be able to facilitate the application of lat­
tice based knowledge discovery on SNMP 
data collected from the UNINET. This sys-
tem must be able to collect values of selected 
SNMP variables from selected agents, trans-
form them into a format applicable to the 
lattice learning program and present the re-
sulting dependencies to the user. 

2. Use above mentioned system to do exten-
sive experimentation with various combina­
tions of SNMP variables and agents in order 
to prove that well known dependencies are 
induced, i.e. the application of the lattice-
based technique, that should work in theory, 
is proven in practice. 

3. Use the experimental system to investigate 
further interesting combinations of variables. 

6.1 Experimental procedure 

The primary device in the UNINET for which 
SNMP variables can be measured is the router in-
terface. In logical terms, an interface is a port at 
which a serial or ethernet transmission line can be 
connected. It can also be seen as the input/output 
port of the router through which ali traffic flow. 
Each router in the UNINET has one oi: more se­
rial interface/s and one or more ethernet inter-
face/s. The serial interfaces connect routers to 
form the UNINET WAN circuit and each ether­
net interface connects a local network of a univer-
sity to the UNINET. The SNMP MIB defines a 
set of paramaters to measure ali major trafHc flow 
quantities on each interface of a router. We de-
cided to select a set of SNMP parameters defined 
for interfaces and take samples of these parameter 
values over time. These samples were processed 
and entered into the lattice generation program 
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Figure 5: A lattice viewed in DATAMAP, after node *9 was selected 

GRAND. The generated lattices were then pre-
sented and analysed using a lattice display and 
navigation program DATAMAP. Both of the pro-
grams were discussed above. The experiment was 
divided into two phases: 

— The control experiment (Proof of concept). 
In this phase we tested the ability of the tech-
nique to automatically derive well known re-
lationships between interfaces. During this 
phase the experimental tools were developed 
and tested. 

- Discovering new parameter dependencies. In 
this phase we started to explore more com-
binations of SNMP variables in order to find 
new relationships between variables that may 
not have been known before. 

6,2 T h e con t ro l e x p e r i i n e n t 

To prove the feasibility of the lattice based KDD 
in NM concept, we sampled some vendor specific 
SNMP variables e.g. "locIfLoad" over several in­
terfaces on different routers to determine whether 
well known load distribution dynamics could be 

determined by a latttice. We developed some 
Unix scripts to do the raw data coUection into 
a textual database of SNMP Information. AWK 
scripts were used to transform the raw data into 
tuples of symbolic attributes. The generated con­
cept lattices indicate that high/medium/low load 
on selected serial interfaces were caused by cor-
responding high/medium/low input load on the 
ethernet interfaces. This result is consistent with 
the expected behaviour of the network. 

6.3 Discover ing n e w p a r a m e t e r 
d e p e n d e n c i e s 

The control experiemnt was a very simple analysis 
problem and only proved once again that the con­
cept lattice can learn, albeit on NM data. More 
elaborate experimentation was clearly needed to 
prove the suitability of the technique for NM 
specifically. This lead us to consider the problem 
of selecting appropriate SNMP variable combina-
tions for experimentation. The first factor that we 
needed to keep in mind is the potentially explosive 
growth of lattices with respect to the number of 
attribues under investigation at a time. The real 
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challenge is to select parameters and interfaces 
in such a way that a canonical set of Informa­
tion elements with respect to a certain problem 
domain are selected. Using the load distribution 
example again, if we want to determine what fac-
tors influence load on a specific interface, then we 
should at least include load measurements from 
ali neighbouring interfaces. Leaving one neigh­
bouring interface out can result in an inaccurate 
picture. This problem is really a form of the it 
framing problem, or the problem of drawing the 
correct boundaries around the it closed world in 
which an experiment is executed. However, in or-
der to determine new, previously unknown depen-
dencies, some parameters that are theoretically 
not so closely related to the core paramater set 
should also be included in a specific experiment. 
We have started to define some areas of investiga-
tion, but the NM parameter selection for KDD is 
in itself a topic for further study. Consentrating 
on experimentation on interfaces, whe have de-
cided to define two categories of parameter sets: 

— Inter-interface experimentation. Here we 
keep the number of SNMP variables to a min­
imum and see how interface influence each 
other with respect to one or two variables. 
Sampling is done from a set of interfaces over 
time. 

— Intra-interface experimentation. Here we try 
and investigate the influence of SNMP vari­
ables on each other on an interface. Sampling 
is done on several interfaces. 

There are potentially numerous combinations 
of SNMP variables/interfaces to investigate to-
gether. The ideal tool to dynamically explore 
influences that different variables could have on 
each other, should allow the user to dynamically 
add/remove variables into/from a concept lattice. 
Currently howeyer, the process is manual exper-
imentation and we will have to keep to carefully 
selected parameter sets. 

7 Discussion 

7.1 Lattice-based KDD in general 

KDD is a promising field of research and suc-
cessful applications prove that industry is already 

cashing in on substantial return on investment. 
We believe the technique desecribed above could 
prove to be a valuable contribution to the field 
of KDD. In order to bring the current technique 
closer to the general KDD goal, we will have to 
relate aspects of our approach more closely to the 
previously mentioned KDD processes. We there-
fore firstly revisit each process from the lattice 
based KDD view point: 

— it Data preparation, cleaning and warehous-
ing We employ pruning techniques to elim-
inate weak concept nodes that could have 
been caused by noisy data. 

— it Data-driven exploration Since we expose 
the underlying dependencies of the raw data 
graphically, the user has a rich exploration 
environment in the form of the DATAMAP 
program. This helps the user to be "led" 
by the system through the maže of possible 
" interesting" relationships to explore further. 

— it Requirements analysis This process is cur-
rently beyond the scope of our aspirations. 

— Search for interesting patterns(Data Mining) 
This process is well addressed as discussed in 
the major part of this paper. Lattice based 
machine learning forms the basis of the data 
mining phase. 

— Presentation and navigation of patterns This 
is probably where our technique makes the 
biggest impact. The graphical depiction of 
the learned knowledge and navigational and 
explorational operations that our system fa-
cilitates as discussed in the paper allows not 
only a rich Interactive environment during 
the exploration-and-mining cycle, but also 
presents knowledge as part of the unified 
view on the normalized knowledge base. 

7.2 Lattice-based KDD in NM 

With respect to the application of the lattice-
based technique to NM, the preliminary results 
obtained from experimentation suggests that cer­
tain NM problems may be solved using the tech-
nique. This means that the application of the 
technique should be constrained to specific prob­
lem areas, -vvhere the notion of "what is inter-
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esting" is well known - such as diagnosing cer-
tain error conditions or learning the dynamic 
state of certain predefined sets of network ele-
ments/variables that would add some value to the 
NM solution. 

We believe that although we tried to achieve 
the specific goal of applying lattice-based KDD 
on NM, some general issues arise that are applica-
ble to aH dynamic environments such as computer 
networks. Some of these issues can be enumerated 
as follows: 

— Most NM variables are tirne dependent. The 
way that the time dimension is handled 
should be addressed by either introducing 
it as another attribute oi* a higher level ap-
proach should be followed to correlate sets of 
dependencies with respect to time 

— Pearl in (Pearl 1991) has indicated a dis-
tinction between data mining and data com-
pression. He has indicated that summariza-
tion of data into more compact or other 
formats is adequate for concept formation, 
classification and prediction. However, in 
order to form causal models a technique 
that can do much stronger generalization 
is needed. In the NM context, the KDD 
process should relate the way that ele-
ments/services/applications/users under in-
vestigation influence each other directly or 
indirectly. This means that our technique 
needs to be able to have the power to dis-
cover stronger dependencies such as causal 
relationships. In practical terms our prun-
ing/node constraining techniques need to be 
able to take causality into account. 

— Since most NM variables are numeric and 
lattice-based KDD is in principal a symbolic 
learning mechanism, pre-processing of nu-
merical values in order to categorize it into 
symbolic values need to be done. This area 
needs to be researched to greater detail. 

— A more comprehensive analysis of specific 
NM aspects that allude to KDD should be 
done. The extent to which lattice-based 
KDD addresses these aspects should be com-
pared to other KDD techniques. This would 
indicate if other techniques may be more suit-
able as KDD mechanisms in NM or if the lat-

tice approach could be altered so that it com-
petes favorably with the best KDD in NM 
contenders. 
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This paper proposes a knowledge intensive learning model in a multiagent system, based 
on the concepts described in organizational learning of management science literature. 
We examine the validity and feasibility of the model in order to apply it to distributed 
heterogeneous knowledge systems. We have implemented two typical variations of the 
model: the Specialists-Model and the Generalists-Model. Using the two variations, we 
carry out simulation studies on the dynamic behaviors of decision making and learning 
in the organization of agents. The experiments showed that the model had unique 
adaptability to the change of environments, by enabling agents to efRciently supplement 
knowledge each other. 

1 Introduction sufficiently shared, and (2) learning mechanisms 
in which agents try to continually solve simi-

How do adaptive behaviors emerge in a multia- lar problems. To develop the model, therefore, 
gent system? How can the agents share knowl- we integrate multiple knowledge intensive learn-
edge in cooperative problem solving? To answer ing schemas: explanation-based learning (EBL) 
the questions, we must address learning mecha- within an agent, learning of premises to apply the 
nisms in a multiagent system. knowledge in cooperative problem solving, and 

In this paper, to uncover the above questions, l«^™^"g ^b°"* *^^ reliability among agents using 
we propose a knowledge intensive learning model, credit-assignment. To examine the validity and 
of which the knowledge intensive learning mecha- feasibility of the model, we will demonstrate the 
nism of a multiagent system consist; by which we dynamic behaviors of the model via simulation 
will analyze emerging adaptive behaviors of mul- s u les. 
tiagent application systems, e.g., distributed het- This paper is organized as follows: In section 2, 
erogeneous knowledge systems; and for which we the background and motivation of the research are 
incorporate the concepts of organizational learn- described. Following the discussion of section 2, a 
ing in management sciences. Unlike usual ap- multiagent learning model is proposed in section 
proaches to multiagent learning via induction, we 3. In section 4, we describe experimental results 
rather focus on (1) knowledge intensive adap- on two variations of the model: the Specialists-
tive learning by agents, whose knowledge is in- Model and the Generalists-Model. Based on the 
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experiments, in section 5, we discuss the two is-
sues of distributed heterogeneous knowledge sys-
tems: the emergence properties of adaptive be-
haviors and the role of knowledge sharing among 
them. Finally, in section 6, summary and con-
cluding remarks are given. 

2 Background and Motivation 
of the Learning Model 

In this section, we first discuss problems, which 
would occur in knowledge systems with shared 
ontology. Next, we make critical review of the 
artificial intelligence (Al) models for activities of 
agents. Then, we introduce the concepts of orga-
nizational science into multiagent learning mod­
els. 

2.1 Problems in using shared 
ontologies 

KSE (Knowledge Sharing Effort) provides a 
framework for heterogeneous knowledge-based 
systeins to share knowledge (Neches et al. 1991). 
Based on the concepts of shared ontologies, agents 
or knowledge-based systems communicate each 
other using ACL (Agent Communicating Lan-
guage). Also, CommonKADS model concerns 
not only expert knowledge, but also the various 
characteristics of how that knovvledge is ernbed-
ded and used in an organizational environment 
(Schreiber et al. 1994). KSE and CommonKADS 
seem promising. However, we believe that coop-
eration based on extracted ontologies is imprac-
tical when each agent has heterogeneous domain 
knowledge, because, in practice, it is very diffi-
cult to extract the shared ontologies from hetero­
geneous domain knowledge in the context of rapid 
increases of various distributed systems, for exam-
ple, the WWW (World Wide Web) environments. 
Furthermore, when a system must čope with the 
knoAvledge over human-interface, it is impossible 
to coordinate ontologies to be shared. 

We would like to investigate how words of the 
same meaning can be learned by agents in the con-
text of their activities, rather than the assump-
tion that shared ontologies can be extracted by 
some omniscient entity. Because similar words are 
sometimes used by same meaning in the context 
of activities by individuals or departments who 

have disparate knowledge, we study the frame-
work in which agents can learn and unlearn such 
a relationship of words adaptively. 

2.2 Al models for distributed 
activities 

Recent researches on DAI (Distributed Artificial 
Intelligence) pay attention to organizational mod­
els in distributed problem solving and learning 
(Bond 1988, Aiba & Terano 1995, Terano & 
Oikawa 1996, Terano 1997). These DAI-based 
models are able to represent many features of real 
organizations, such as concepts of coherence, au-
thorities, commitments, task decomposition and 
specialization. However, these models have not 
yet attained to describe the flexibility and practi-
cability of real organizations. 

Gasser (1993) investigates social aspects of 
knowledge and integrates different kinds of local 
knowledge based on DAI concepts. He suggests^ 
that social facts reside in collectivities not in in­
dividuals and that they ground knowledge in the 
practical behavior and context of a social inter-
action as pragmatic view of knowledge. In this 
paper, we will model Gasser's concepts in more 
concrete manners, and show the effectiveness of 
the model by simulation studies. 

In Plural-Soar system (Carley 1992), each agent 
has learning capabilities of Soar system. Schwartz 
(1995) tries to apply double-loop learning con­
cepts to multiagent learning. He indicates the 
effectiveness of meta-learning. Though these 
systems concern the problem of communication 
among agents, the problem of knovvledge-sharing 
is not investigated. 

Minsky (1985) discriminates between learning 
from failure and learning from success in his "The 
Society of Mind" theory. He points out that learn­
ing from success leads to relatively small improve-
ment, while learning from failure leads to more 
productive thought even though it involves risk. 
Although granularity of his agents-model is finer 
than ours, we employ these learning mechanisms 
in our multiagent model. He says "most pairs of 
agents (in mind) can't communicate at ali." We 
believe that most pairs of individuals equipped 
with different specialized knowledge in a real orga-
nization cannot communicate sufficiently either, 
because their ways of reasoning and terminologies 
are too specialized to communicate enough. 
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In the previous papers, we have extended the 
framework of EBL to distributed environments 
(DEBL) (Terano et al. 1994). In the previous 
model, an agent learns by EBL, and if an agent 
cannot generate explanations of a certain concept, 
then the agent distributes it to other agent as 
(sub-)goal concepts. The model we propose in 
this paper is an extension of DEBL, and learning 
among agents is more loosely-coupled, such a way 
that agents can work concurrently and adaptively. 

2.3 Introducing the concepts of 
organizational science 

While restructuring or reengineering methods are 
to force to improve organizational structures from 
outside the organization, the concept of organiza­
tional learning in organizational science empha-
sizes the activities to improve embedded learning 
mechanisms which intrinsically exist inside of the 
organization by instructing members the way of 
thinking (Levitt & March 1988, Senge 1990). In 
the proposed model, we will computationally rep-
resent such embedded learning mechanisms. 

3 Description of the Multiagent 
Learning Model 

3.1 Bašic ideas on the model 

In this model, each agent has a heterogeneous 
knowledge structure, and using the knowledge, 
reasons, makes decision and learns simultaneously 
from each viewpoint. Series of decision problems 
are repeatedly given to the multiagent system. 
On each of the problems, the system responses 
the decision after cooperative decision processes. 
Against each response of the problem, the value 
true or false is given by an oracle, or an informant, 
from outside the system, that is, the environment. 
True or false value respectively means that the de­
cision is correct or not. Each agent recognizes the 
oracle, however, it cannot independently under-
stand the explicit reason, that is, it cannot un-
derstand the whole causal relation how the oracle 
can be derived. 

We focus on combination of different types of 
learning methods to improve adaptation-ability 
of multiagent systems. In the multiagent model, 
agents have three types of learning methods, 

learning within each agent (i.e. EBL-type learn­
ing), learning between agents using premises (i.e. 
learning complementary relation from past exam-
ples) and meta-learning (i.e. inter-agent credit-
assignment learning), and these learning methods 
are integrated in order to solve problems effec-
tively. In such situations, we investigate dynamic 
behaviors of the agents. Each agent can have any 
type of learning mechanism individually. Typi-
cal learning within an agent is EBL or cognitive 
learning, such as knowledge compilation in ACT* 
(Anderson 1983), in order to be more effective for 
the next tirne. 

Simon (1976) suggests that decision in orga­
nization is composite. In "composite decision," 
decision premise plays an important role in orga­
nization. We pay attention here to the reason­
ing (interpretation) of others that can be found 
in meetings or informal conversations as premises 
of the decision. As "social facts" suggested by 
Gasser, these premises should be found in the 
context of agents' activities. In our model, the 
premises are found by searching complementary 
relationship between agents' reasoning for correct 
decision from the log of recent activities. We con-
centrate on premises influenced purely by intelli-
gence and not forced by authorities, because we 
focus on the even-relationship among agents. We 
assume two-step decision by each agent and al-
low it to regard other agent's reasoning. We also 
adopt meta-learning such as credit-assignment 
learning, in order to select the most rehable agent 
at each tirne. 

3.2 Dynaniics of the model 

Figure 1 shows the overall dynamics of actions of 
agents and meta-rules in the model. When they 
are given an example to solve, each agent first rea­
sons by itself and it put its reasoning resuits on 
a blackboard to communicate. Then, it decides 
by itself using other's reasoning resuits, and ac-
cording to specific meta-rules their decisions are 
unified into the whole. When each agent reasons 
in the first step, it utilizes the resuits of knowl-
edge compilation learning within it. When it de­
cides by itself in the second step, it utilizes both 
the reasoning of other agents which it relies on 
and the resuits of premises learning. We assume 
that agents can learn which reasoning result of 
other agents to rely onj from the case-based past 
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records from which they can induce how knowl-
edge should be complemented in the context of 
activities. 

Decision making strategies as a whole are given 
by meta-rules, such as selecting decision-makers 
among agents or weighing each decision using 
credit assignment, and simply majority decision. 
These meta-rules are similar to the intelligent 
influence rather than authorities in organiza-
tion. After decision-making as a whole, feedback-
learning is made depending on whether success or 
failure. 

When agents succeed as a whole, every correct 
agent learns positively how to reason by itself and 
compiles its knowledge, and the meta-rules are 
positively feedbacked as it has done. This way of 
learning is similar to the environment of real or-
ganizations that every department is always de-
manded to improve efficiency. As long as an or-
ganization keeps succeeding as a whole, neither 
the flow of work between departments nor the 
way of the Information exchange among depart­
ments can change easily, although improvement 
in each department may advance. When they 
fail, each agent reconsiders the premises about 
other agents, and the negative feedback is made 
to improve the meta-rules. This way of learning 
is case-based, because premises should be found 
in the context of activities. These learning mech-
anisms have the useful advantage of enabling to 
learn empirically by using others' reasoning re-
sults as premise of decision even if mutual knowl-
edge structure is independent. 

4 Experimental Results using 
Generalists-Model and 
Specialists-Model 

We show the dynamic behavior of the model by 
making a preliminary experimentation in this sec-
tion. We have implemented the model by using 
Prolog to handle simple problems and to simu-
late them on a computer. We develop two typ-
ical variations of our basic model, which we call 
the Specialists-Model and the Generalists-Model. 
The two variations are based on different styles of 
real-life organization. Each variation solves a sim­
ple cup concept learning problem organizationally 
in a diflFerent way. The activities demonstrate 

that agents continue to supplement each other's 
knowledge to solve problems given from environ­
ment to them. 

Simple cup concept learning problem handled 
in this section is as follows: 

- stable A liftable A open-vessel => cup 

— graspable A lightweight =>• liftable 

— has-handle =J> graspable 

- width-small A ceramic =» graspable 

— width-small A styrofoam =^ graspable 

- has-bottom A flat-bottom => stable 

For simplicity, we do not use sub-concept of 
open-vessel. The last rule is eliminated in the 
Specialists-Model. 

4.1 Specialists-Model 

We assume ali agents are specialists in this varia­
tion. Each is equipped with a specialized knowl-
edge for a specific domain; these domains do not 
intersect each other. We assume that their knowl-
edge is independent by specialization and special-
izes further as they cooperate. 

For solving a simple cup concept learning prob­
lem organizationally by six agents, each agent 
knows different aspects of a cup and coop-
erates to distinguish a given object to be a 
cup or not. The six aspects are "has- han­
dle," "width-small," "material (ceramics or sty-
rofoam)," "lightweight," "open-vessel" and "sta­
ble." On the aspect of "material," the agent 
(Agent-C) has the mechanism of activation-value, 
and one of the materials is not recognized when 
its activation-value becomes lower than the fixed 
threshold value. We assume each agent can com-
municate with only two other adjacent agents. 

Rules that six agents have are as follows: 

Agent-A has-handle =^ cup 

Agent-B width-small => cup 

Agent-C styrofoam => cup, ceramic => cup 

Agent-D lightweight =» cup 

Agent-E open-vessel => cup 
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Figure 1: Multiagent model to represent the dynamics of organizational intellectual activities 

A g e n t - F stable => cup 

Goal that not explicitly given to agents is as 
follows: 

[ (A V (B A C)) A D A E A F =» cup ] (X means 
rules of Agent-x) 

The situation is similar to intellectual activities 
in simple organization that consists of specialists 
or specialists-groups equipped with specialized 
knowIedge. For example, six agents represent the 
planning department, the design department, the 
manufacturing department, the quality-assurance 
department, the distribution department and the 
sales department. They are related only to pre­
ceding and succeeding departments and their ac­
tivities are linked circularly. The six specialized 
departments in the organization repeat a decen-
tralized problem-solving and learning as each co-
operates with the preceding and succeeding de­
partments. We assume that their knowledge is 
not easily shared, because they are specialized too 
much. Each agent has narrow scope of cognition 
in the activities of an organization, like as "the 
prisoner of system" (Senge 1990). We would like 
to examine adaptablity and problems of the situ­

ation. 

When each agent is given an example from en­
vironment, it reasons and puts reasoning results 
on a blackboard, on which Information is shared 
among agents. Then each agent makes a deci­
sion considering the reasoning of the two other 
agents. Each agent can learn which reasoning re-
sult of other agents to rely on at each time. And 
when it fails, it tries to find out the complemen-
tary relationship between self and other agents, 
by inducing how they should rely on other agent's 
reasoning result, from past ten times experience 
records of the reasoning result (true or false) and 
the correctness (success or failure) of the agent 
itself and the both adjacent agents. 

Next, the decision as a whole is made by 
decision-makers (a main-decision-maker and two 
sub-decision-makers), who are selected among 
agents using a credit-assignment method. Finally, 
each agent learns according to the result (success 
or failure). Because knowledge is distributed, the 
causal relation of the whole is not understood eas-
ily in the organization of the reality. As the en­
vironment changes, the relation of supplementing 
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knowledge also changes. 
Credit values are assigned to each agent as fol-

lows: 

— If it succeeds and they fail as a whole, add 6. 

— For decision-maker agent, if it fails and they 
fail as a whole, subtract 2. 

— For decision-maker agent, if it succeeds and 
they succeed as a whole, add 1. (Unless they 
continue succeeding over 5 times: This pre-
vents them against inflexibility of meta-rules) 

— For non-decision-maker agent, if it fails and 
they fail as a whole and it can not learn the 
premises from the adjacent agents, subtract 
2. 

The ways of operating credit values means fol-
lowing meta-strategy. An adaptive organization 
may try to adopt individual who has different idea 
that might be useful for the recent situation as 
decision-maker, when it fails. 

Figure 2 shows the result of the simulation. 
In the graph, success or failure as a whole and 
credit-value of each agent are illustrated. The or­
ganization seldom arrives at the fittest condition. 
Rather, it shows adaptive behaviors. Sometimes, 
the organization becomes difficult to adapt to a 
new environment. We classify the condition of 
being difficult to change into three types: 

Overconfidence of each agent: When an 
agent compiles its knowledge exceedingly, 
it fits the current environment too much to 
adapt itself to the new environment. 

Trusting other's knowledge too much: 
When an agent trusts the judgment of 
another agent too much and keeps it as 
the premise of its own decision too long, 
the agent persists in relying on the other 
agent to an inappropriate degree and cannot 
change. 

Infiexibility of tneta-rules: When meta-rule 
fits the current environment too much, it is 
difficult for the organization to adapt itself 
to changes of environment. 

The three types of ill condition should be 
avoided in developing multiagent system. Inter-
estingly, the three types of problems correspond 

to the typical causes of management problems, 
organizational infiexibility, that are pointed out 
especially in Japanese organizations. 

4.2 Generalists-Model 

We assume ali agents are generalists in this varia-
tion. They are ali equipped with a general knowl-
edge that can be contradictory to each other. 
Knowledge can be supplemented using a common 
word, even if the meaning of the word is not ac-
curately the same. 

For solving a simple cup concept learning prob­
lem organizationally by three generalist-agents, 
each agent knows general aspects of a cup and 
cooperates to distinguish the given object to be 
a cup or not. Three agents have three subgoals 
in reasoning to produce the result respectively, 
and communicate not only the reasoning result of 
the goal but also the reasoning results of subgoals 
(intermediate results). The shared subgoals are 
"liftable," "graspable" and "stable." Agents can 
share the result of subgoal when the subgoal has 
the same name. 

They continue cooperating and solving the 
problems by learning, even if there remains a little 
contradiction between them. For example, if an 
agent fails and it finds that his intermediately rea-
soned result about "stable" is sometimes wrong, 
it utilizes other agents' reasoning about "stable" 
by operating AND or OR to its own reasoning 
the next time it decides. Decision as a whole is 
made by simple majority rule in this simulation, 
because the number of agents is only three. Rules 
that three agents have are as follows: 

Agent-1 (As his favorite "cup" is beer-jug, his 
concept of a cup is a little bit strange.) 

— stable A liftable A open-vessel => cup 

— has-handle A width-small => liftable 

— has-bottom A medium-weight => stable 

Agent-2 (As he always sips drinks without lift-
ing a cup, he lacks sub-concept "liftable" of a 
cup.) 

- stable A graspable A open-vessel => cup 

- has-handle => graspable 

- has-bottom A flat-bottom ^ stable 
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Figure 2: Result of the Specialists-Model simulation 

Agent-3 (As he always ušes a cup chained to a 
cock, he lacks sub-concept "stable" of a cup.) 

— graspable A liftable A open-vessel =^ cup 

— Ughtweight => Uftable 

— width-small A ceramic =^ graspable 

The situation is similar to intellectual activities 
in a simple organization that consists of gener-
alists or generalists-groups. For example, when 
we reason whether the sales of a certain prod-
uct shall be good or poor, it depends on busi­
ness conditions. The method of judging whether 
business conditions are good or bad differs by in-
dividuals. One person judges from the economic 
indicator, another from sensing a customer's mo-
tivation to purchase. When a person reasons 
whether the sales of a certain product shall be 
good or poor, he can supplement his reasoning 
from other's reasoning about business conditions. 
The Generalists-Model represents such a situa­
tion. In the Generalists-Model, a subgoal (busi­
ness conditions, in this example) can be shared 
among agents and agents cooperate to solve the 
entire problem (prospect of sales of a certain prod­
uct, in this example). 

The simulation is simpler than the Specialists-
Model. In the simulation of the Generalists-

Model, a single type of learning, that is, learn­
ing complementary relation from past examples, 
is implemented. Nevertheless, this simulation also 
shows adaptive behaviors. Figure 3 illustrates the 
organizational adaptation to the two groups of ex-
amples (group-A and group-B) that require differ-
ent ways to supplement knowledge from the result 
of subgoal reasoned by others. When the group of 
examples changes, the organization fails once and 
adapts to the new group of examples (i.e. new 
environment). 

5 Discussion 

The model and these simulations suggest the im-
portant insight into the dynamics of multiagent 
learning. As for the accuracy of learning, the 
Generalists-Model can learn more accurately, be-
cause agents try to understand others' knowledge 
deeply. The Generalists-Model will be typically 
useful, when heterogeneous knowledge-based sys-
tems of common domain are to be integrated. On 
the other hand, the Specialists-Model will be use­
ful, when knowledge-based systems of heteroge­
neous (specialized) domain are to be integrated. 
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Figure 3: Result of the Generalists-Model simulation 

5.1 Emergence of adaptive behaviors 5.2 Methods for knowledge sharing 

In these simulations, adaptive learning as a whole 
is attempted by a variety of aspects, as agents 
reason and learn respectively. Moreover, since 
decision-maker is selected according to the maxi-
mum credit-values, the multiagent system can de-
cide most appropriately to the external environ-
ment at each time. 

Within an agent, knowledge is tr ust able, es-
pecially when success. Therefore, leaning using 
knowledge compilation is effective when success. 
The learning method within each agent can be 
any type of EBL-type learning, including Soar 
system (Laird, Newell & Rosenbloom 1987). On 
the other hand, when failure, each agent must 
consider to use other agents' knowledge. Because 
knowledge-shajing among agents is not very re-
liable, learning complementary relation from the 
context of the activities or from past examples 
is effective when failure. The result of the sim­
ulation explains the characteristic that if a mul­
tiagent system has an agent that has somewhat 
different knowledge from the other agents, then 
the system can adapt easily to the change of the 
environment. 

Methods of reasoning and learning in these sim­
ulations are very simple. However, these meth­
ods can be refined as necessary to apply spe-
cific problems, and each agent system may be 
huge knowledge-based system. Therefore, the ap-
proach proposed in this paper can scale up to 
much larger and more complex problem domain. 

Shared-ontologies approach is very accurate. 
However, it is very difRcult to extract shared 
ontologies among agents' knowledge, and facili-
tators must be omniscient. The researchers in 
the methods of shared ontologies adopt knowl-
edge engineering approach to focus on accurate 
mapping between different knowledge representa-
tion. On the other hand, we adopt organizational 
learning approach, or knowledge management ap­
proach (Hatakama & Terano 1996), to focus on 
how to maintain ongoing knowledge sharing prag-
matically. 

In this paper, we use accurately same vocab-
ulary to be communicated between agents in 
the simulations. However, the proposing model 
will be able to be extended easily to more loose 
knowledge-sharing. By the Generalists-Model, we 
have simply investigated how common ontologies 
can be learned by agents. The model can be ex-
tended to sharing words that have close meaning 
when used in the context of activities by individu-
als or departments who have disparate knowledge. 
We have studied the framework in which agents 
can learn and unlearn such a relationship of vo-
cabulary adaptively, based on multiagent model. 
Our model can also include human-beings whose 
knowledge is fairly epistemological. 
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6 Conclusion 
This paper has proposed a knowledge intensive 
learning model in a multiagent system, and ex-
amines the validity and feasibility of the model 
in order to apply it to distributed heterogeneous 
knowledge systems. We have implemented two 
typical variations of the model: the Specialists-
Model and the Generalists-Model. Using the two 
variations, we have carried out simulation of the 
dynamic behaviors of decision making and learn­
ing of multiagent system on a cup concept learn­
ing. The experiments showed that the model 
had unique adaptability to the change of environ-
ments, by enabling agents to efficiently supple-
ment knowledge each other as they cooperatively 
makes decision and learns in the context of activ-
ities. 
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Non-monotonic reasoning is often used in daily life, e.g. lacking evidence to the contrary 
of ^ we infer f3. This kind oflogic has its application in queries to ]inowledge bases, very 
large databases and deductive bases. This čase study ušes the "Yale Shooting" problem 
to present non-monotonic reasoning from a proof-theoretic standpoint. Basic knowledge 
of first order logic and many-sorted algebras is assumed. 

1 Introduction 
Non-monotonic reasoning (Daviš 1980; McCarthy 
1980; McDermott & Doyle 1980; Reiter 1980) ex-
tends the reasoning of first order logic in a way 
that captures the meanings of "lacking evidence 
to the contrary of P, infer 7 from a", or "infer 
7 from a and the inability to infer -i/3", or "from 
a and the inability to prave the negation of /3, we 
infer 7". The last form is referred to as default 
rules by Reiter (1980), expressed as: 

g : m(5 
7 

or more meaningfully as: 

r H 7 

We will describe what non-monotonic reasoning 
is using a simple and often-quoted example. For 
instance, people often accept as a general truth 
the proposition 

bird(a;) =4> fiy(a;). (1.1) 

However, on reflection, they will admit that the 
proposition is not universally valid. For instance, 
a penguin is a bird but cannot fly. Thus, we 

need to modify (1.1) to 

bird(a;) and -'penguin(3;) ^ fly(a;). (1-2) 

Additionally, an ostrich is a bird which cannot 
fiy either. So, we need to modify (1.2) to 

(bird(a;) and -ipenguin(a;) and -iostrich(a;) ) 
=^fly(a;). (1.3) 

This type of the reasoning process is unending. It 
has the following interesting characteristic. When 
we have the evidences in F, we may infer 7, writ-
ten as r h 7; but when we discover new evi­
dences in F', we may not be able to infer 7, i.e. 
F U F' 1/7. This pattern of reasoning is called 
"non-monotonic" reasoning. 

Non-monotonic reasoning is quite widely used 
in answering queries in knowledge bases, very 
large databases and/or deductive bases. This pa-
per demonstrates the sorts of problems associ-
ated with non-monotonic reasoning by means of 
a simple example, i.e. the Yale shooting problem 
(Hanks & McDermott 1985,T986 & 1987). Unlike 
some reported research in which "frame axioms" 
are given as the source of the problems (Hanks 
& McDermott 1986 & 1987) we locate them else-
where, and provide our own solutions, as a Chi-
nese proverb says: studying the old to discover the 
new. This will become clearer in Section 5. 

mailto:Y.Sun@qub.ac.uk
http://www.cs.qub.ac.uk/~Y.Sun


250 . Informatica 21 (1997) 249-254 Y. Sun 

This paper is organized as follows. Section 2 in-
troduces a Simplified Yale Shooting problem. Its 
relationship with the full version of Yale Shooting 
problem is given in Section 5 along with a sum-
mary of the results in this paper. The deduction 
trees for the Yale Shooting problem are given in 
Sectioon 3. An analysis of potential solutions is 
given in Section 4. 

2 Simplified Vale shooting 
problem 

The "Yale Shooting" problem is an example used 
to demonstrate the problems faced in the formal-
ization of non-monotonic reasoning (Hanks & Mc-
Dermott 1985, 1986 k 1987). The following is a 
brief description of the problem. 

Vale Shooting Problem 1: In a certain 
knovjn situation So, o person is alive. A gun is 
loaded vjhenever a load event happens. When 
the person is shot with a loaded gun, he/she 
becomes dead; furthermore, being shot with a 
loaded gun is abnormal with respect to staying 
alive for tkat person. In addition, "normal" facts 
persist across the occurrence of "normal" events. 

Let us introduce the problem formally as fol-
lows. Suppose that: 

(2.a) true(/ , 5) means that (fact) / is true in 
situation s; 

(2.b) result is a function with signature 

result : event x situation —> situation 

and result(e, s) is the result situation of 
event e occurring in situation s; 

(2.c) ab ( / , e, s) means that fact / is abnormal 
with respect to event e occurring in situation 
s; 

(2.d) there are constant events load and shoot; 

(2.e) alive, dead and loaded are constant facts; 

(2.f) constant situations include 

(2.f.i) the initial situation so, 

(2.f.ii) si = result (load, So), and 

(2.f.iii) S2 = result(shoot,si) 

load s h o o t 
So > S i > S2. 

Axionis YSh and inference rules V of Vale 
Shooting 2: The set YSh of azioms for the Vale 
Shooting problem contains the folloviing: 

(2.1) true(alive,So) 

vjhere So is the initial situation - intuitively, 
axiom (2.1) states that the fact alive is true 
in the initial situation So; 

(2.2) Vs.true(loaded, result(load, s)), 

intuitively, axiom (2.2) saijs that the fact 
loaded is true in the situation s' as a result 
of the event load occurring in the situation 
s vjhere s' = result(load,s); 

(2.3) Vs.true(loaded, s) ^ 
true(dead, result(shoot, s)), 

intuitively, axiom (2.3) says that if the fact 
loaded is true in the situation s then the 
fact dead is true in 
result (shoot, s); 

the situation s' 

(2.4) V/.Ve.Vs.[true(/,s) : M-.ab(/, e, s)] =^ 
true(/, result(e, s)), 

intuitively, axiom (2.4) says that if the fact f 
is true in the situation s and the negation of 
-iab(/, e, s) is not derivable (i.e. ab ( / , e, 5) 
is not derivable), then the fact f is preserved 
in the situation s' by the event e occurring in 
the situation s vjhere s' = result(e, s); 

The inference rules V for YSh contain the in­
ference rules of first order logic except for the 
vjeakening (wkn) rule, i.e. 

{wkn) _r\-j_ 
r u r ' h 7 ' 

and has an extra default modus ponens rule 

(deMP) 
a, a : M/3 => 7 

7 

provided that -tjS is not derivable. 
Note that the exclusion of the weakening rule in 

V means that such a logic is non-monotonic. The 
interesting part of YSh is axiom (2.4), which is 
referred to as a "frame axiom" or "default axiom" 
in the literature. Assume that YSh~ is the same 
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as YSh with the exception that the ajciom (2.4) 
is deleted. In this čase we do not need to include 
the (deMP) rule, and [V - [deMP]] and V are 
equivalent. Thus, [YSh~ U V] is an "ordinary" 
deduction system. 

know that the use of axiom (2.1) is the only 
way to have the fact alive in true(al ive , S2) 
appearing in a derivation tree of [VSh" U V]. 

Potential solutions 

3 Contradiction? in (3-i) and (3.ii) (in Section 3) we appear to have 
a contradiction, i.e. we only expect one of them 

Now, we give the deduction trees for the Vale to hold but not both. In other words, we expect 
Shooting problem and establish that: that the following hold: 

(3.a) t rue(dead, S2) is derivable in [YSh U V], (4.A) Vs.true(dead, s) or true(al ive , s), and 

(3.b) true(al ive , S2) is derivable in [YSh U V], (4.B)V5.-i(true(dead, s) and true(al ive , s)). 

(3.c) true(dead, S2) is derivable in [YSh U 
V] (i.e. YSh- U [V - {deMP)]) but 
true(al ive , S2) is not. 

Thus, from (3.a) and (3.b) we seem to arrive at 
a "contradiction" in [YSh U V]. ^From (3.c) we 
conclude that this "contradiction" is a particular 
problem associated with non-monotonic reason-
ing. 

(3.i) 

Let us carefully examine the deduction trees 
(3.i) and (3.ii) above. The key is the meaning of 
alive and dead. The problem arises because we 
use our intuitive interpretation of the trees rather 
than the one provided by YSh. Indeed, there is 
no connection between the fact al ive and the fact 
dead in YSh. So, the "contradiction" is not a con­
tradiction in YSh; rather, it is an illusion arising 
from our intuition. 

t rue( loaded,s i ) , 
t rue(loaded,Si) =^ true(dead,S2) 

true(dead,S2) 

(2.2) 
(2.3) 

(modus ponens) 

(3.ii) 

true(alive,So), 
true(alive,So) : M-iab(alive,load,so) => true(alive,Si) 

t rue(al ive,si) , 
true(alive, si) : M-iab(alive,shoot,si) =^ true(alive,S2) 

true(alive,S2) 

provided that ab(alive, load, so) and 
ab(al ive, shootjSi ) are not derivable in 
[YShUV]. 

(3.iii) Looking at the derivation tree for 
true(dead, S2), we observe that axiom (2.4) 
is not used. Thus, the same derivation holds 
in \YSh~ UV]. To derive true(alive,S2) we 

(2.1) 
(2.4) 

(deMP) 

(2.4) 

(deMP) 

To put this another way, YSh is an under-
specification of our intuitive interpretation. Tha t 
is, not enough Information of the intuitive inter­
pretation of the Vale shooting problem is captured 
by YSh. Thus, no solution is called for (i.e. there 
is no contradiction) unless we want the deduction 

file:///YSh~
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system to capture more fully this intuitive mean-
ing. 

There are a number of ways to capture more 
on this matter (i.e. to augment the system 
[YShUV]). Suppose that we introduce (4.A) and 
(4.B) into YSh, then we win have a true contra-
diction in [YSh + (4.A) + (4.5)] U V, since by (3.i) 
and (S.ii) with the (and-introduction) rule (from 
propositional/predicate logic) we would have that 
true(dead, S2) and true (ali ve, 82) is derivable 
in YShUT>, which contradicts (4.B). Note that, 
from (4.A) and (4.B), we can have: 

{A.AB) Vs.-itrue(dead,s) <;=» true(alive, s). 

This contradiction arises from the fact that the 
abnormal predicate ab is not explicitly related 
to the constant facts dead and alive in [YSh + 
(A.A) + (4.S)]. 

Now, let us pursue further the quest to capture 
the intuitive meaning. There are two "obvious" 
axioms connecting ab with dead and alive. They 
are given by (4.C) and (4.D) below. We can only 
choose one (since they are inconsistent). 

(4.C) Vs.ab(alive,shoot,s) <̂ =̂  
true(dead, result(shoot, s)), 

i.e. the fact that dead holds in situation 5' 
(a result of an event shoot occurring in a sit­
uation s) is equivalent to the fact alive being 
abnormal if the event shoot occurs in s where 
s' = resuIt(shoot, s). 

(4.D) Vs.-iab(alive, shoot,s) <=> 
true(dead, result(shoot, s)), 

i.e. the fact alive is not abnormal if an event 
shoot occurs in a situation s; this is equivalent 
to the fact dead being true in the situation s' 
as a result of the event shoot occurring in the 
situation s where s' = result (shoot, s). 

If we introduce (4.D) into [YSh+{A.A) + i4.B)], 
then we stili have an inconsistent deduction sys-
tem. The reason is as follows: By (4.A), (4.B) 
and (4.D) we would have that (4.Z)') is derivable 
in [YSh + {A. A) + {4.B) + {4.D)] U V where {4.D') 
is 

V5.ab(alive, shoot,s) <=^ 
true(alive, result(shoot, s)). 

By (3.i) and (4.D), we have that 
-iab(alive, shoot, si) is derivable in 

[YSh + (4.A) + (4.B) + {A.D)] U V. There-
fore, ab(alive, shoot, si) is not derivable 
in [YSh + (A.A) + (i.B) + (A.D)] U V. 
Also, ab(alive,load,So) is not derivable 
in [YSh + (4.A) + {4.B) + {A.D)] U V. 
So, derivation (3-ii) is valid. Hence, 
[YSh + (4.A) + {A.B) + {A.D)] U P is not 
consistent. However, our intuition tells us that 
the source of this inconsistency lies in (4.D) and 
not elsewhere. 

On the other hand, if the axiom (4.C) is cho-
sen for inclusion in [YSh + {A.A) + {A.B)] rather 
than the axiom (4.D), then we would have that 
(3.i) but not (3.ii) is derivable in [YSh + {A.A) + 
{A.B) + (4.C)] U V. So, the deduction system 
[YSh + {A.A) + {A.B) + {A.C)] U 2? is consistent. 
The reason for this is simply that the condition 
ab(alive, shoot, Si) is not derivable, which is no 
longer valid in [YSh + {A.A) + {A.B) + {A.C)] U V. 

^From the above analysis, we conclude that a 
proper specification for a deduction system is cru-
cial. 

5 Summary and Remarks 
In (Hanks & McDermott 1985, 1986 &; 1987), 
Hanks and McDermott observed that the "frame 
axiom" (2.4) creates the problem for them. They 
developed their theory to solve the problem along 
that line. In this paper, we observe difFerentIy 
so that we provide an alternative analysis of the 
Yale shooting problem as a čase study in non-
monotonic reasoning. In summary, we have dis-
cussed five deduction systems and we draw the 
following conclusions. 

5.1. YSh-UV [or {YSh - (2.4)) U P] is a consis­
tent but ordinary system; 

5.2. YSh U I? is consistent but underspecified; 

5.3. [YSh + {A.A) + {A.B)] U X> is inconsistent; 

5.4. [YSh+{A.A)+{A.B)+{A.C)]UV is consistent; 
and 

5.5. [YSh + {A.A) + {A.B) + {A.D)]UV is incon­
sistent. 

Because of non-monotonicity, we can have 5.4 
from 5.3. However, if we are not careful, we would 
stili have an inconsistent theory such as 5.5 from 
5.3. 
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The difFerences among these five are very in­
teresting. However, the means of generating the 
five systems automatically is not clear, since it 
seems to rely on human creativity. We believe 
that the analysis given in this paper is a step in 
the direction of understanding the nature of this 
creativity. 

We should point out that the original Yale 
Shooting [YSh+ U V] in (Hanks & McDermott 
1985, 1986 & 1987) is somewhat more complicated 
than YSh in this paper. 

The signature of VSh'^ has an additional con-
stant event wait and an additional constant sit-
uation S3 where Si = result(load, so), S2 = 
result(wait ,s i) and S3 = result(shoot,S2); i.e. 

load wa i t shoo t 
So > Si > S2 > S3. 

VSh^ is the same as YSh with the following ex-
ceptions: 

(5.a) The axiom (2.3) is replaced by 

(5.3+) 
Vs.true(loaded, s) => 
ab(alive, shoot, s) and true(dead, s') 

where s' = result(shoot, s), 

(5.b) The axiom (2.4) is replaced by 

(5.4+) 
V/.Ve.Vs.true(/,s) and -iab(/,e,5) ^ 
t rue ( / , result(e, s)), 

and 

(5.c) An extra Normal Default axiom (NDe) is 
added 

{NDe) [ : M - a b ( / , e, s)] => - .ab(/ , e, s). 

So, (5.3+) implies (2.3); and [(5.4+) + 
(NDe) U (=^ MP)] implies (2.4), where (=» 
MP) is 

i^MP) 

and a and [ : M^] 
M/?] => 7. 

g =» /?, /3 ̂  7 

=4> 7 is taken to be [a : 

However, the analysis given in Section 3 and Sec-
tion 4 will be essentially the same for the original 

[VSh'^ U V]. The interested reader is invited to 
conduct a similar analysis for [YSh'^ U V]. 

By the way, Apt and Bezem give their solution 
to the original Vale Shooting problem by acyclic 
programs in (Apt & Bezem 1991). 

Lastly, ali results in this paper are presented 
from a proof-theoretic point of view. It would 
be interesting to see the results presented from a 
set-theoretic point of view. 

This paper is an enhanced version of (Sun & 
Fang 1997) and a revised version of (Sun 1997). 
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The objective of this paper is to estabUsh a class of models for solving the weight problem 
in fuzzy logic. First, some constraints that weighted fuzzy logic should satisfy are given 
based on Triangular norms and conorms. Then, based on these constraints, a class of 
models (referred to as relative tneighted models) are established for handling weights in 
fuzzy logic. These models are novel in three aspects: (1) they include non-weighted 
models as their special cases, (2) the weighted conjunction and weighted disjunction 
can be distinguished from each other, and (3) the Information from ali sub-propositions 
can be sufRciently considered. In addition, this paper proposes principles for selecting 
proper weighted models. 

1 Introduction problem in fuzzy logic. The weighted averaging 
model can be described as follows: Suppose that 

When a proposition is made up of multiple sub- there are n sub-propositions. Let Ai denote a 
propositions, the difFerent sub-propositions are sub-proposition of the composite proposition A, 
usually assumed to carry equal importance in tra- T{Ai) G [0,1] denote the fuzzy truth value of Ai, 
ditional knowledge-based systems. However, this and Wi denote the weight of Ai, which satisfies 
is not true when experts are interviewed [4, 8, 9, ^^^^ yj. = i. If a composite proposition in the 
12], or the decision process is analyzed [6, 10, 14]. form of weighted conjunction is 
In fact, different sub-propositions may have differ-
ent (even quite different) influences on a compos- A = Ai{wi) A • • • A An{wn) (1) 
ite proposition. Such a čase is often encountered 
in practical applications. In order to take account then the truth value T{A) of A is given by 
of different effects, a weight can be assigned to 
each sub-proposition. The more a sub-proposition 7iC/i 'i_V^ • •>( T( A \ C?^ 
effects the composite proposition, the larger is the ^ 
weight assigned to the sub-proposition. The prob­
lem here is how to calculate the truth value of the IIowever, this weighted averaging model bears 
composite proposition using the truth value of ev- two main limitations which we will address below. 
ery sub-proposition and its corresponding weight. 1) Degeneration problem. Intuitively, a non-
In this paper, we discuss this issue in the context weighted conjunction should be a special čase of 
of fuzzy logic. a weighted conjunction. This is the same for a 

Some researchers [5, 14] have tried to exploit the non-weighted disjunction and weighted disjunc-
weighted averaging model to čope with the weight tion. In other words, when every sub-proposition 

http://une.edu.au
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is regarded equivalently, that is, lui = • • • = i(;„, a 
weighted fuzzy logic should degenerate into a non-
weighted fuzzy logic. For a non-weighted conjunc-
tion A = AiA---AAn,its fuzzy truth value T (A) 
is given by [15]: 

TiA) = mm{T{A,),---,T{An)} (3) 

On the other hand, in the weighted averaging 
model, when toi = ••• = iVn — ^, formula (2) 
becomes: 

n 
(4) 

Obviously, in most cases, formula (4) would not 
be equivalent to formula (3). In other words, us-
ing the weighted averaging model to deal with the 
weight problem in fuzzy logic is not compatible 
with the non-weighted čase. We argue that such 
a use is inconsistent with fuzzy logic as well as 
with classical logic. 

2) Differential problem. If we have a -vveighted 
disjunction 

B = Ai{wi) \f • • • V An{Wn) (5) 

then by DeMorgan's law, we should have 

B = - ( ( -nAi )K) A • • • A ( - A „ ) K ) ) 

Thus, if we use the weighted averaging model, i.e. 
formula (2), we can obtain 

n n 

T{B) = 1 - 5 ] w;i X (1 - T{Ai)) = ^ ^ «̂ i x T{Ai) 

A comparison between formulas (2) and (6) shows 
that there is no difference between weighted con-
junction and weighted disjunction. Clearly, this 
is against the principles of fuzzy logic and clas­
sical logic. This demonstrates again that the 
weighted averaging model is not appropriate to 
handle weights in fuzzy logic. 

Therefore, other models should be developed 
for processing weights in fuzzy logic. These new 
models should have the following characteristics: 

1. in the situation where ali weights are equal 
to each other, the model should degenerate 
into a non-weighted model; 

2. the model should distinguish a weighted con-
junction from a weighted disjunction; and 

3. the fuzzy truth value of the composite 
proposition should comprehensively take the 
fuzzy truth value and weight of every sub-
proposition into consideration. 

The rest of this paper is organized as follows. 
Section 2 recaptures the basic notions of Tiian-
gular norms and Triangular conorms. In Section 
3, we present the constraints on models for han-
dhng weights in fuzzy logic. Section 4 presents 
a class of models for handling weights in fuzzy 
logic, and discusses the selection problem of these 
models. Some examples are provided in Section 5 
to illustrate the flexibility of our model. Finally, 
conclusions are outlined in Section 6. 

2 T-norms and T-conorms 

Before further discussion it is useful to recall 
briefly the notions of Tiiangular norms (T-norms) 
and Triangular conorms (T-conorms) in fuzzy 
logic. A detailed description of these can be found 
elsewhere [2]. 

In fuzzy logic without weights there are many 
operators dealing with conjunction and disjunc­
tion. For example: 

1. Zadeh operators (A, v): 

a /\b = min{a, &}, 
a\/ b = max{a, 6}; 

(6) 2. Probabihty operators (•,-I-): 

a • b = a. X b, 
A 

a + b = a + b — axb; 

3. Einstein operators {E,E)-

a Eb = 
ab 

l + {l-a)il-b) 

1 +ab 

4. Boundary operators (0,©): 

aQb = max{0, a + b — 1}, 
a®b = min{l, a + b}. 
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Anaong the above operators, the pair of opera­
tors (A, v) take only minimum and maximum, so 
they lose too much Information about the other 
sub-propositions. Instead, to some extent, other 
kinds of operators can consider information com-
prehensively from ali sub-propositions. 

In fact, the above operators are some typi-
cal pairs of T-norms and their dual T-conorms. 
Dubois and Prade [3] have shown that T-norms 
and T-conorms are the most general families of 
binary functions, which respectively satisfy the 
reguirements of the conjunction and disjunction 
operators. The axiomatic definition of T-norms 
and T-conorms is as follows [3]: 

Definition 1 / / the operator o : [0,1] x [0,1] —> 
[0,1] satisfies the foUovjing conditions: 

1) commutativity: a ob = bo a; 

2) associativity: (a o 6) o c = a o (6 o c); 

3) monotonicity: if a < b and c < d then aoc < 
bo d; 

4) boundary: ab 1 = a, 

ivhere a,b,c,d S [0,1], then o is said to be a T-
norm on [0,1], denoted as A. 7/o satisfies 1), 2), 
3) and 

4)' houndary: a o O = a, 

then o is said to be a T-conorm on [0,1], denoted 
as V-

Although defined as two-place functions, the T-
norms and T-conorms can be used respectively 
to process more than two sub-propositions in a 
composite proposition. Due to the associativity 
of the T-norms, it is possible to define recursively 
A(xi,--- ,Xn,Xn+i) and s/{xi,-• • ,Xn,Xn+i), for 
xi,--- ,Xn+i 6 [0,1], as 

A{xi,...,Xn,Xn+l) = A{A{xi,...,Xn),Xn+l) 

\/{xi,--- ,Xn,Xn+l) = V{S7{xi,---,Xn),Xn+l) 

For the negation operation N{x) = 1 — x, T-
norm A and T-conorm v •̂re duals in the sense 
of the following DeMorgan's Law: 

A{a,b)=N{s7{N{a),N{b))) 

Via,b)=N(A{N{a),N{b))) 

Therefore, T-norms and T-conorms should be 
given in the form of pairs which satisfy DeMor-
gan's Law. 

When (A, v ) is (A,V), (• ,+), {E,E) and 
(o, ©) respectively, let the corresponding con­
junction and disjunction be denoted as F^ and 
Gv, F, and GA, F. and G+, FQ and G@, respec-

+ -B E 

tively. Dubois and Prade [2] gave the following 
order: 

FQ<F. < F . < FA < G 
E ~ — » -

A ^ G v ^ G A < G+ < Gg 
+ E 

(7) 

3 Constraints on Weighted 
Fuzzy Logic 

The constraints on a weighted model in fuzzy logic 
will be identified in this section. The proposed 
constraints provide a unifying framework for han-
dling weights in fuzzy logic based on T-norms and 
T-conorms. In other words, these constraints can 
be used to guide the construction of the weighted 
model. 

Consider the weighted conjunction in formula 
(1) and the weighted disjunction in formula (5). 
Obviously, the fuzzy truth values of A and B 
should be determined by functions which com-
bine the fuzzy truth value with the correspond­
ing weight, of each sub-proposition. Formally, we 
have 

T{A) = U{g{T{Ai),wi),- • • ,9{T{Ar,),Wn)) 

TiB) = Mg{T{Ai),w,),---,9{T{An),Wn)) 

where f\ and /v are functions from [0,1]" to [0,1], 
and 5 is a function from [0,1]^ to [0,1]. For the 
negation of a weighted sub-proposition Ai vvith 
weight Wi, its truth value should also be deter­
mined by a function from [0,1]^ to [0,1]: 

T{^Ai) = f-,{T{A^),wi) 

Now two questions arise: 

1) What are the constraints on //\, /v, /-, and 

2) How do we construct /A, /V, /-, and g? 

In the following, we will answer the first question. 
The second question will be answered in the next 
section. 
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Constraint 1 When wi = • • • = Wn = ^, 

Uig{TiAi),wi),- • • ,g{T{An),Wn)) 

= TiAi)A---AT{An) 

Mg{TiAi),wi),---,9{T{An),Wn)) 

= T{A^)s7---VT{An) 

This constraint reveals that a weighted model 
degenerates into a non-weighted model in fuzzy 
logic when each sub-proposition takes an equal 
weight, i.e. carries equal importance. In other 
words, their corresponding boundary conditions 
should fulfiU the AND and OR operations in 
fuzzy logic without weights. 

Constraint 2 There are T{Ai), wi, • • • ,T{An), 
Wn in [0,1] such that 

U{g{T{Ai),wi),- • • ,giT{An),Wn)) 

^ Mg{T{A,),wi),---,g{T{Ar,),Wn)) 

This constraint reveals that the function /A is 
not equivalent to the function /v since there is a 
difference between conjunction and disjunction. 

In Section 1, we show that the weighted aver-
aging model does not satisfy Constraints 1 and 
2. 

Constraint 3 Let Wi = max{u;i, • • • ,Wn}, then 

T{Ai) = O 

=> Ug{T{Ai),wi)r • • ,g{T{An),Wn)) = O 

TiAi) = 1 

=^ Mg{TiAi),wi), • • •,g{T{An),Wn)) = 1 

This constraint means that, in a weighted con­
junction, if the most important sub-proposition is 
false, the conjunction proposition should be false; 
in a weighted disjunction, if the most important 
sub-proposition is true, the disjunction proposi­
tion should be true. This constraint is a direct ex-
tension of the corresponding properties in a non-
weighted model in fuzzy logic. 

It is easy to show that the weighted averaging 
model does not satisfy Constraint 3. 

Constraint 4 

U{g{T{Ai),wi),- • • ,9{T{An),Wn)) 

= 1 - MUT{A,),wi), • • •,UT{An),Wn)) 

Mg{T{Ai),wi),- • • ,g{TiAn),Wn)) 

= 1 - UUT{Ai),w,), • • •, UT{An),Wn)) 

This constraint states that the weighted con­
junction and weighted disjunction should satisfy 
DeMorgan's law. 

The weighted averaging model can satisfy Con­
straint 4. 

Constraint 5 f-,{T{Ai),Wi) + g{T{Ai),Wi) = 1 

In the above constraint, f-^{T{Ai),Wi) can be 
viewed as the truth value of -lAj, and g{T{Ai),Wi) 
can be viewed as the truth value of Ai. So this 
constraint is an extension of the corresponding 
property in fuzzy logic as well as in classical logic. 

4 Relative Weighted Models 

The constraints mentioned in the previous sec­
tion have shed some light on the design of a ratio-
nal model for handling the weights in fuzzy logic. 
In this section, we will suggest a class of models 
which can be used to solve the weight problem 
in fuzzy logic in a sound and efficient way. O ur 
models are based on T-norms and T-conorms, and 
satisfy the constraints listed in Section 3, thereby 
sidestepping the problems in the weighted aver­
aging model. 

We define the relative weighted model as fol-
lows: 

Definition 2 Let (A, v ) be a pair of T-norms 
and T-conorms which satisfy DeMorgan's Lam. 
And let w = max{it;i,t(;2, • • • ,UJTI}-

1. The truth value, T{A), of weighted conjunc­
tion (1) is given by 

,Wl ,Wn T{A) = ( ^ X T ( A ) ) A • • • A ( ^ X T{Ar,)) 
w w 

(8) 

2. The truth value, T{B), of weighted disjunc­
tion (5) is given by 

T{B) = ( ^ X T{A,)) v • • • V ( ^ X TiAn)) 

(9) 
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3. The truth value, T{-iAi), of the negation of 
iveighted sub-proposition Ai is given by 

n-^Ai) = 1 ^ X T{Ai) 
w 

(10) 

The idea behind this definition is that after 
weighting Wi on Ai, its truth value is updated to 
^ X TiAi) from T{Ai). 

Theorem: This relative weighted model satisfies 
Constraints 1-5 in Section 3. 

Proof. 1) Notice that when wi = W2 = • • • = 
Wn — VJ = i , ^ = 1, so formulas (8) and (9) 
satisfy Constraint 1. 

2) Let n = 2, T{Ai) = 0.4, wi = 0.8, T(^2) = 
0.7 and W2 = 0.2. Thus, 

w 

= m.ax.{wi,W2} 

= max{0.8,0.2} 

= 0.8 

T{A) 

= ( ^ x T ( y l i ) ) A ( ^ x T ( ^ 2 ) ) w w 

= 0.4 A 0.175 

T{B) 

= ( ! ^ x T ( ^ ) ) v ( — x T ( ^ 2 ) ) w w 

= ( 2 | X 0.4) v ( ^ X 0.7) 
^0.8 ' ^ ^0.8 ' 

= 0.4 v 0.175 

Clearly, T{A) 7̂  T{B). Therefore, formulas (8) 
and (9) satisfy Constraint 2. 

3) Let Wi = m.aDc{wi,W2,- • • ,Wn}- liT{Ai) = 
O, then 

TiA) 
,W-n 

= ( ^ x T ( ^ i ) ) A - - - A ( ^ x r ( A „ ) ) 
w w 

= ( ! ^ x T ( ^ i ) ) A - - - A ( ^ ^ ^ x T ( ^ , _ i ) ) 

,Wi m+i A ( ^ x T ( ^ ) ) A ( ^ ^ ^ x T ( ^ i + i ) ) 
w. w 

,Wr. 
A ( ^ X T{An)) 

w 
= ( ^ x T ( ^ i ) ) A 

Wi 
A C^^ X T(A,_i)) 

A ( ^ X 0)) A ( ^ ^ X T ( ^ , + 0 ) 
Wi W 

A ( ^ X TiAn)) 
w 

= O 

When T{Ai) — 1, as long as in the above proof 
we replace A and O by V ^^'^ 1; respective^, we 
can get 

T{B) 

= (^xT(Ax))v w 
= 1 

,Wr. 
V (— X T{An)) 

w 

Wi 

So formulas (8) and (9) satisfy Constraint 3. 
4) Notice that (A, v ) is a pair of T-norms and 

T-conorms which satisfy DeMorgan's Law. So 
formulas (8), (9) and (10) satisfy Constraint 4. 

5) Clearly the model satisfies Constraint 5. • 

So, our model overcomes the problems associ-
ated with using the weighted averaging model for 
handling weights in fuzzy logic. 

Note that in the above mentioned model, A 
and v are any pair of T-norms and T-conorms 
which satisfy DeMorgan's lav/. Then where is the 
difference among models with different T-norms 
and T-conorms? 

For this problem, we recall inequality (7). This 
inequality indicates that, when using i<\ and Gv 
the difference between the weighted conjunction 
and the weighted disjunction is minimal. The 
next smallest difference occurs when using F, and 
GA, the third smallest occurs when using F, and 

+ E 
G+, and the maximum difference occurs when us-

E 

ing FQ and GQ. Accordingly, in practice, we can 
select the appropriate one according to the de-
gree to which we need to distinguish the weighted 
conjunction from the weighted disjunction. 

The vveighted averaging model and the relative 
weighted model based on Zadeh operators (A, V) 
are both suggested based on practical experience. 
For this reason, although they have some limita-
tions, they should not be abandoned. Addition-
ally, this paper gives other alternatives of relative 
•vveighted models for processing weights in fuzzy 
logic. The problem here is how to choose an ap­
propriate model from ali of these models for a 
particular application. In general, it should obey 
the following principles: 
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1. If there is no need to distinguish the weighted 
conjunction from the weighted disjunction, 
we can select the vjeighted averaging model. 

2. If there is a need to take the point of opti-
mistic conjunction and a pessimistic disjunc­
tion view, we use the relative iveighted model 
based on Zadeh operators. 

3. If there is a need to consider comprehensively 
Information from ali sub-propositions, we can 
employ other relative meighted models. Fur-
thermore, we can select an appropriate pair 
of T-norms and T-conorms from probability 
operators, Einstein operators and boundary 
operators according to the degree to which 
we need to distinguish weighted conjunction 
from the weighted disjunction. 

In uncertain reasoning, T-conorms are also used 
to aggregate the degree of certainty of the (same) 
conclusion derived from multiple rules [1]. If 
these rules with the same conclusion require to be 
weighted in order to represent different influences 
on the same conclusion from different sources, we 
can make use of formula (9) to calculate the uncer-
tainty of the same conclusion from these different 
weighted rules. 

5 Exainples 

For examining the effect of different models, this 
section calculates the values of T{Ai A A2) and 
T ( ^ i Vyl2) by using different models when T{Ai) 
and T{A2) are assumed respectively to take on 
some typical values: O, 0.4, 0.5, 0.8 and 1. 

E x a m p l e 1 Let T{Ai) = 0.8,T{A2) = 0.4, i«i = 
0.7,'u;2 = 0 . 3 . 

1) By using the weighted averaging model, we 
have 

T{AiAA2) 

= T{AiVA2) 

= wixT{Ai)+W2xTiA2) 

= 0.7 X 0.8-h 0.3 X 0.4 

= 0.68 

2) By using the relative weighted model based 
on Zadeh operators, we have 

VJ 

= max{ty 1,102} 

=: max{0.7,0.3} 

= 0.7 

T{Ai A A2) 

= mm{^xT{Ai),^xTiA2)} 
w w 
0 7 O "^ 

= m i n { — X 0.8, ̂  x 0.4} 
^0.7 0.7 ^ 

= 0.17 

T{Ai V A2) 

= m a x { — X T{Ai), 
w 

.0.7 
w 

X T{A2)} 

0.3 
= m a x { ^ X 0.8, —- x 0.4} 

••0.7 0.7 ^ 
= 0.80 

3) By using the relative weighted model based 
on probability operators, we have 

T{Ai A A2) 
W2 

X T{Ai) X - ^ X T{A2) 
w w 

- ^ - - ^ - - ^ 
= 0.14 

T{Ai V ̂ 2) 

^ ^^T{A^) + ^xTiA2) 
w w 

- ^ X T{Ai) X ^ X r ( ^ 2 ) 
W 10 

0.7 0.7 

_£:!>< 0.8 x ? | x 0.4 
0.7 0.7 

= 0.83 

4) By using the relative weighted model based 
on Einstein operators. 

T{Ai A A2) 

^ X T(Ai ) X W2 X T{A2) 

l + ( l _ ^ x T ( A O ) ( l - ^ 
^ X 0.8 X M X 0.4 

1 + ( 1 - M x 0 . 8 ) x ( l - M 

0.118 

T{Ai V ^2) 
^ X T{Ai) + ^ x T{A2) 

X T{A2)) 

x0.4) 

1 + ^ X T(Ai) X ^ X T{A2) 
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2^ X 0.8 + §^ X 0.4 
0.7 0.3 1 + ^ X 0.8 X ^ X 0.4 

= 0.85 

5) By using the relative weighted model based 
on boundary operators, 

T{AihA2) 

= max{0, ^ X T{A{) + ^ x TiA^) - 1} 

= max 

= O 

w w 

{O, 5^ X 0-8 + 5 I X 0'4 - 1} 

T{Ai V A2) 

= min{l, ^ X T{Ai) + ^ x T(^2)} 
w w 

= m i n { l , ^ x 0.8 + ^ x 0 . 4 } 

= 0.97 

In summary, we have 

W-Averaging 
Zadeh 

Probability 
Einstein 

Boundary 

TiAiAA2) 
0.68 
0.17 
0.14 

0.118 
0 

T{AiyA2) 
0.68 
0.80 
0.83 
0.85 
0.97 

Obviously, these data in the above table satisfy 
inequality (7). 

Example 2 Let T{Ai) = 0.8,T(^2) = 0.4, wi = 
0.3,102 = 0.7, then we have 

W-Averaging 
Zadeh 

Probability 
Einstein 

Boundary 

T{AiAA2) 
0.52 
0.34 

0.137 
0.089 

0 • 

T(Ai\/A2) 
0.52 

0.40 
0.61 
0.65 
0.74 

Example 3 Let r ( ^ i ) = 0.8,T(^2) = 0.4,lui 
0.5, W2 = 0.5, then we have 

W-Averaging 
Zadeh 

Probability 
Einstein 

Boundary 

T{AiAA2) 
0.60 
0.4 

0.32 

0.286 
0.2 

T{AiVA2) 
0.60 
0.80 

0.88 
0.91 

1 

From the data in the above table, we can see 
that, when weights are equal to each other, the 
relative weighted models degenerate into the cor-
responding models without weights. 

Example 4 Let T{Ai) = 1,T{A2) = 0,uii = 
0.7,^2 = 0.3, then we have 

W-Averaging 
Zadeh 

Probability 

Einstein 
Boundary 

T{Ai A A2) 
0.70 

0 

0 
0 
0 

T{Ai\/A2) 
0.70 

1 

1 
1 
1 

From the data in the above table, we can see 
that, for relative weighted models, if the most im-
portant sub-proposition is true, the vveighted dis-
junction proposition is also true. 

Example 5 Let T{Ai) = 1,T{A2) = 0,1^1 = 
0.3,102 = 0.7, then we have 

W-Averaging 
Zadeh 

Probability 
Einstein 

Boundary 

T{Ai A yl2) 
0.30 

0 
0 
0 
0 

T{Ai V A2) 
0.30 
0.43 
0.43 
0.43 
0.43 

From the data in the above table, we can see 
that, for relative weighted models, if the most im-
portant sub-proposition is false, the weighted con-
junction proposition is also false. 

Example 6 Let T{Ai) = 1,T(^2) = 0,wi = 
0.5, W2 = 0.5, then we have 

W-Averaging 
Zadeh 

Probabihty 
Einstein 

Boundary 

T{Ai A A2) 

0.5 
0 
0 

0 
0 

T{Ai V A2) 
0.5 
1 
1 
1 
1 

From Example 6, we can discover that there is 
a potential problem associated with the weighted 
averaging model. In this example, the weights are 
equal. So, according to classical logic, we should 
have T{Ai A ^2) = O and T (^ i V A2) = 1. But 
by using the weighted averaging model, we fail to 
obtain such results. This is a serious contradiction 
to classical logic. On the contrary, our relative 
weight models are consistent with classical logic 
at this point. 
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Example 7 Let T{Ai) = 0.5,T{A2) = 0.5, uji 
0.7,102 = 0-3, then we have 

W-Averaging 
Zadeh 

Probability 
Einstein 

Boundary 

T(Ai A A2) 
0.50 
0.214 
0.107 
0.077 

0 

T{Ai V A2) 
0.50 
0.50 
0.61 
0.65 
0.71 

The results of these examples are encouraging. 

6 Conclusion 

The relative weighted models presented in this pa-
per are approaches capable of coping with weights 
in fuzzy logic in a sound and efficient manner. 
These models have been applied successfully in 
an expert system. We think that these models 
can be used for real world problems in areas such 
as: expert systems, fuzzy logic controllers and In­
formation retrieval. 
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While deductive parsing technigues are well-understood for traditional rule-based and 
lexicalist grammars, they are rather more elusive for current principle-based graiumars. 
In this paper, we argue that a major source of difRculty arises from a fundamental 
difference in the way such grammars should be axiomatised. While rule-based gram­
mars typically consist ofa set of sufficient 'structure-generating' ajcioms, principle-based 
grammars are more naturally expressed as a set of necessary 'structure-licensing' con-
ditions. On this basis we propose a methodology for implementing deductive parsers 
which is more suitable for this class of 'licensing grammars'. We then argue that current 
principle-based grammatical theories can be most naturally implemented by decompos-
ing them into representationally homogeneous subsystems, vrhich are axiomatised as 
licensing 'sub-grammars' - each contributing its own aspect of a global syntactic de-
duction system. Finally we consider the new range of options this approach offers for 
developing flexible and possibly disiributed control regimes. 

1 Introduction However, while phrase structure grammars are 
highly amenable to axiomatisation in horn-clause 

Syntactic constraints form an important source logic, and lexicalist frameworks such as categorial 
of knowledge in any natural language process- grammar have well-defined logical interpretations, 
ing (NLP) system, be it intended for a practi- this paper considers how more heterogeneous, 
cal application requiring deep interpretation, or principle-based linguistic theories might benefit 
as theoretical or cognitive model for current theo- similarly from the logic programming paradigm. 
ries.^ However, modem 'principle-based' hnguis- We demonstrate that while deductive parsing 
tic theories are complex, abstract, and formally techniques can be fruitfully applied to principle-
underspecified, making them difficult to incorpo- based or 'licensing' grammars, several interesting 
rate within current NLP systems. To begin ex- differences emerge. First, we show that the cor-
ploiting these linguistic developments in compu- respondence between a syntactic analysis and a 
tational systems, we require a rigorous framework proof must be reconsidered, and the deductive 
in which we can formally represent such gram- techniques revised. Secondly, we argue that such 
marš and then construct systems which use these grammatical theories may be most effectively ax-
grammar respresentations transparently. We ar- iomatised as several sub-grammars in which par-
gue that the logic programming paradigm pro- ticular constraints are defined over the simple 
vides such a framework. representational types to which they apply. We 

^Thisisthecaseregardless of whether or not a syntactic t^en consider the motivations and implications of 
representation is explicitly constructed. That is, such con- such axiomatisations for efficient implementation 
straints may be used to directly m.ap from an input string of principle-based parsing systems. 
to, say, some meaning representation language. 

mailto:mwc@cogsci.ed.ac.uk
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The relationship between logic programming 
and language processing dates back to the ori-
gins of Prolog. Indeed, Definite Clause Grammars 
(DCGs), now a component of virtually ali Prolog 
implementations, provide a notation explicitly for 
writing phrase structure grammars. Once these 
grammar rules are compiled into standard Prologi 
they receive a procedural interpretation, becom-
ing a top-down, left-to-right, recursive-descent 
parser. That is to say, by representing the rules of 
grammar as axioms in Prolog's horn-clause logic, 
we can use Prolog's theorem proving engine as a 
parser. 

This natural embedding of phrase structure 
grammars in Prolog suggests that we should be 
able to čast natural language parsing into the 
broader logic programming paradigm. That is to 
say, distinction between logic and control within 
logic programming may be naturally inherited by 
the parsing domain. This constitutes the so-called 
Parsing as Deduction (PAD) hypothesis, wherein 
a parser is defined as a logical specification of a 
grammar, in conjunction with some deductive in-
ference engine which realises a particular parsing 
algorithm for that grammar (Pereira and War-
ren, 1983) (Pereira and Shieber, 1987). So just as 
there is a direct correspondence between a gram­
mar and its logical representation as horn clauses, 
so is there a similar correspondence between the 
logical inferencing (or theorem proving) strategy 
and the parsing algorithm. A further, and impor-
tant, correspondence is that for such logic gram­
mars, the 'proof' that a sentence is indeed a the­
orem of the grammatical axioms is precisely the 
parse tree for that sentence. 

If we adopt the PAD methodology, the task of 
developing a parser can be simply broken down 
into (a) the provision of a logical specification 
of our grammar, and (b) the construction of a 
suitable theorem prover. The latter of course, 
is dependent upon the richness of the logic we 
have used, and may conceivably take advantage 
of specific properties of our grammar axiomatisa-
tion.^ "VVhile such deductive parsing techniques 

^The translation from DCG form into Prolog is a trivial 
one, which requires the simple addition of string-handling 
difference-lists to the original rules. For a thorough ex-
position of DCG implementation see (Pereira and War-
ren, 1980), and for other logic programming formalisms 
see (Abramson and Dahl, 1989). 

^Consider, for example, that the inference procedure 

are well-understood for traditional rule-based, 
phrase structure grammars, they are rather more 
elusive for the current wave of principle-based 
or constraint-based grammars. In this paper, 
we argue that a major source of difficulty arises 
from a fundamental diff'erence in the way such 
grammars should be axiomatised. While rule-
based grammars typically consist of a set of suf-
ficient 'structure-generating' axioms, principle-
based grammars are more naturally expressed 
as a set of necessary 'structure-licensing' condi-
tions which in essence rule-out ill-formed struc-
tures, rather than generating well-formed ones. 
On the basis of this observation we propose a new 
methodology for implementing deductive parsers 
for this class of licensing grammars. 

We begin below with a brief discussion of 
principle-based parsing, highlighting the tendency 
to adapt traditional rule-oriented parsing technol-
ogy. In particular, we stress that the standard no-
tions of parsing are inherently biased towards the 
homogeneous nature of rule-based grammars, and 
are inappropriate given current abstract licensing 
grammars which consist of a small set of interact-
ing principles/constraints - typified by the princi-
ples and parameters paradigm, e.g. Government-
Binding Theorij (Chomsky, 1981) (Lasnik and 
Uriagereka, 1988). We then čast the parsing prob­
lem in deductive terms, to provide a more for-
mal foundation for our discussion. In particular, 
we observe that construction-oriented, rule-based 
grammars (such as CFGs, etc.) typically consist 
of structure specific rules, where one rule is suf-
ficient to license or indeed generate a particular 
instance of syntactic structure. In the context of 
licensing grammars, however, particular instances 
of syntactic structure are often required to meet 
a number of more abstract conditions which in-
teract. 

We will then examine some previous ap-
proaches to implementing deductive, principle-
based parsers, and the key problems they face. In 
particular, we consider the relationship between a 
syntactic analysis and the deductive proof. While 
the relationship is direct for phrase structure 
grammars, this is not the čase for the current 
principle-based accounts in which principles in-

used by Prolog to parse DCGs restricts one not only to 
grammars that may be specified as horn-clauses, but also 
to grammars that contain no left-recursive rules. 
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teract combinatorially to license annotated struc-
tural representations. In contrast witli some ex-
isting deductive, principle-based techniques, we 
advocate an approach which decomposes syntactic 
analysis into several uniform representation types. 
This reduces the logical and deductive complexity 
of the component systems, permitting the use of 
simple and well-understood techniques. Within 
this approach, a complete syntactic analysis con-
sists of a 'tuple' of proofs; each corresponding to 
a particular representational aspect of the overall 
analysis. We demonstrate the appUcation of this 
technique by constructing a grammar fragment 
which distinguishes the recovery of local and hi-
erarchical constituent structure (or phrase struc-
ture), from the determination of long distance re-
lationships, called chains. 

1.1 Parsing with Principles 

The computational linguistics community has re-
cently exhibited increasing interest in the de-
velopment of systems based on the principles 
and parameters model of current linguistic the-
ory.'' The adoption of this paradigm remains 
rather tentative, however, for several reasons. 
First, principle-based syntactic theories such as 
GB theory are typically complex, unstable, and 
- by computational standards - informal. Thus 
there is no readily available formal specifica-
tion of what a GB grammar is (but cf. (Sta-
bler,1992)). Secondly, there has been a reluc-
tance to abandon the traditional parsing technol-
ogy - centered around phrase structure grammars 
(or, equivalents) - which is rendered largely in-
adequate by the modular, heterogeneous and ab-
stract nature of principle-based theories. The re-
cent trend towards statistical parsing techniques, 
has also shifted emphasis away from the ex-
plicit formalisation of linguistic knov/ledge, to 
its 'approximation' (and acquisition) by data-
intensive, stochastic techniques (though Fordham 
and Crocker (1997) consider how the principle-
based and stochastic techniques might be com-
bined). 

There are, however, a number of arguments in 
favour of pursuing principle-based systems. The 

''See Berwick et al (1991) for a good introduction, and 
a collection of papers on various systems and approaches. 
Additional sjstems are presented by Crocker (1991b) and 
Merlo (1995). 

most obvious is that it allows the exploitation 
of 'state of the art' syntactic theorising. In this 
way we might also contribute to the formalisa­
tion of syntactic theory as it develops (see (Sta-
bler, 1992) in particular). From an 'engineer-
ing' perspective, there are other potential ad-
vantages; principle-based systems are much more 
compact and may well be easier to maintain than 
construction-based systems. While the interac-
tion of principles is typically more complex, the 
principles themselves are relatively simple and 
prohibit the 'yet another special rule' approach 
which is rife in the development of construction-
based systems. Furthermore, given the typically 
large numbers of rules involved in the latter, there 
is no explicit notion of an underlying theory which 
can be used to justify particular rules, while prin­
ciples must remain consistent with the overall 
theory of grammar. A further appeal is that 
principle-based systems may be designed to ap-
ply cross-linguistically, sharing the fundamental 
grammar and parsing machinery, while construc-
tion based systems are inherently language spe-
cific. 

1.2 Parsing as Deduction 

In an effort to construct more faithful and trans­
parent realisations of principle-based systems, 
there has been recent interest in so-called 'de­
ductive' parsing methods. As we sketched above, 
this approach explicitly separates the axiomatisa-
tion of grammatical principles - a purely declar-
ative specification - from the procedures which 
use these axioms to 'prove' derivations of syntac-
tic analyses. In particular it has been shown that 
meta-interpreters or program transformations can 
be used to affect the manner in which a logic 
grammar is parsed (Pereira and Warren, 1983), 
v/hile leaving the grammar unaltered (or logically 
equivalent). That is, for a given logic grammar we 
can construct a variety of parsers such as LL, LR, 
and Earley, among others. One problem, however, 
is that not ali parsing strategies are suited to ali 
grammars. A recursive descent parser, for exam-
ple, may not terminate for a grammar with left 
recursive rules, while bottom-up parsers are typ-
ically unsuitable for grammars with empty pro-
ductions (Pereira and Shieber (1987) provide a 
thorough exposition of these issues). 

One attempt to extend the PAD hypothesis be-
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yond its application to simple phrase structure 
logic grammars is presented by Johnson (1989). 
In particular, Johnson has developed a prototype 
parser for a fragment of a GB grammar. The sys-
tem consists of a declarative specification of the 
GB model, which incorporates the various princi­
ples of grammar and multiple levels of represen-
tation. His top-level axiomatisation is as follows: 

(1) parse(String,LF) :-
xBar(infl2,DS), 
theta(infl2,0,DS), 
moveAlpha(DS,[l,SS,[]), 
caseFilter(info2,0,SS), 
phonology(String/[],SS), 
lfMovements(SS,LF). 

This specification transparently encodes the 
standard T-model of transformational syntax: 
xBar and theta instantiate well-formed D-
structure (DS) representations, moveAlpha then 
transforms these into candidate S-structures (SS), 
which are in turn mapped onto phonetic (in this 
čase a String) form and logical form (LF). When 
trying to compute this relation using Prolog's de-
fault control mechanism, however, this system has 
obvious problems. The result will be a naive 
generate and test parser, since D-structure and 
S-structure will first be generated by the gram­
mar and only then matched to the String by the 
phonology predicate. Furthermore, if xBar were to 
contain left recursive axioms (Johnson's does not, 
but this would be required for a more complete 
axiomatisation) that predicate alone might never 
halt. 

It is at this point that the declarative interpre-
tation of logic programs becomes of practical use. 
Crucially, Johnson illustrates how the fold/unfold 
transformation, when (manually) applied to var­
ious components of the grammar, can be used 
to render more efficient implementations derived 
from the sort of axiomatisation given above. This 
approach effectively reaxiomatises the grammar 
into a system more amenable to Prolog's control 
and inference regimes.^ Roughly speaking, this 
can be viewed as a step in the direction of par-
tially evaluating a principle-based system into a 
set of phrase structure rules (although Johnson 
does not advocate such a move); moving from 

an abstract specification to a more concrete or 
'compiled-out' form (for discussion of this in a 
non-deductive context see (Merlo, 1995)). 

While the transformation approach may be 
a practical solution for constructing efficient 
parsers, it loses the appeal of a system which 
directly exploits a compact, modular systein of 
principles on-line. Also, every time a change is 
made to the underlying grammar, it vî ill need to 
be re-transformed, and the nature of these trans-
formations may need to be revised for the new 
grammar. As an alternative, Johnson also demon-
strates how goal freezing, an alternative Prolog 
control strategy, can be used to increase efficiency 
by effectively coroutining the recovery of the var­
ious levels of representation, allowing ali princi­
ples to be applied as soon as possible, at aH lev­
els of representation. While attractive, this ap­
proach is not without its difficulties; the success 
of coroutining relies not only on the careful en-
coding of the representations, but efficiency and 
indeed termination properties will depend on pre-
cisely how and when the various principles apply 
to successfully constrain what is essentially an in-
formed generate and test procedure. 

In sum, the deductive approach to parsing is 
theoretically attractive, but unsurprisingly inher-
its a number of problems with automated deduc-
tion in general. Real automated theorem provers 
are, at least in the general čase, incomplete. That 
is, they cannot a priori be guaranteed to return 
ali (or any) solutions to a given request. One in­
stance of this is the left-recursion example cited 
above; a perfectly legitimate grammar rule may 
cause the Prolog inference engine to pursue an 
infinite path and never halt. While it is possible 
to solve or at least detect some of these problems, 
especially for parsing algorithms and grammars 
formalisms which are well understood,^ it is cer-
tainly not possible in the general čase. We can 
therefore imagine that a true, deductive imple-
mentation of GB would present a problem. Unlike 
traditional, homogeneous phrase structure gram­
mars, GB makes use of abstract, modular princi­
ples, each of which may be relevant to only a par­
ticular type or level of representation. This modu­
lar, heterogeneous organisation makes the task of 

°See (Johnson, 1991) for further discussion of such tech-
niques. 

As another excimple, many bottom-up algorithms can­
not be guaranteed to succeed if there aie empty produc-
tions in the grammar. 
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deriving some single, specialised interpreter with 
adequate coverage and efficiency a very difficult 
one. For further illumination of these issues, the 
reader is referred to (Stabler, 1992), although that 
work is not specifically directed at parsing con-
cerns. 

2 Rules versus Principles 
The traditional characterisation of language in 
terms of construction-based systems (i.e. systems 
which use individual rules to describe units of 
structure, as exemplified by a context-free gram­
mar) has significantly influenced our views about 
parsing. In particular, there is a tendency for 
parsers to use the rules of grammar to 'generate' 
instances of structure. This is possible because 
of the homogeneous nature of construction-based 
grammars, where a single rule is sufficient to li-
cense a particular unit of syntactic structure. 

This property of 'rule-to-structure' correspon-
dence does not obtain in principle-based gram­
mars, however, where particular units of structure 
must satisfy a collection of relevant principles. 
Furthermore, any given principles might only be 
concerned with a particular aspect of that struc­
ture. Consider, for example, the following VP 
structure: 
(2) VP 

V NP 

saw the film 

In a typical phrase structure grammar, this 
structure (excluding the subtrees of V and NP, 
and henceforth written as [y2 V*̂  N^]) is Hcensed 
by the single rule; VP —)• V NP. In a principle-
based grammar, the structure is only well-formed 
if it satisfies a number of principles; X-theory li-
censes the basic structural configuration (i.e. the 
complement NP as sister to the V"*" projection, 
and dominated by a higher V projection, namely 
VP), the 0-criterion is satisfied since the NP both 
requires a thematic {9-)iole and occupies a 9-
marked position, and finally, the NP must satisfy 
the Čase filter (which it does, due to the transi-
tive verb). Given that the principles are each con­
cerned with only a particular aspect of the syn-
tactic structure, none are particularly appropriate 

for generating the structure. In sum, principles 
are more naturally viewed as constraints on syn-
tactic structures, rather than generators of them. 

The approach adopted in most existing 
principle-based parsers is to treat the rules of X-
theory as structure generators, and then apply 
the principles as constraints on these structures 
(e.g. see (Crocker, 1991b) and also the discus-
sion of other systems by Berwick (1991)). This 
technique has a number of potential disadvan-
tages, however. In the first plače, X-theory is 
a principle of D-structure in most current instan-
tiations of the theory, and hence is not sufficient 
for generating the set of possible S-structure con-
figurations.^ Secondly, there has been an increase 
in support for the abolition of X 'rules' per se, 
favouring feature-based constraints derived from 
more fundamental properties of lexical items, e.g. 
(Speas, 1990). 

The fundamental difference between rule- and 
principle-based systems - i.e. rules as 'generators' 
versus principles as 'constraints' - is made more 
precise when čast in terms of deductive parsing. 
To begin, consider the following (horn clause) ax-
iomatisation of a simple context-free grammar: 

(3) (a) 
(b) 
(c) 
(d) 
(e) 
(f) 
(g) 
(h) 

S 
NP 
NP 
VP 
PN 
Det 
N 
V 

-f-
-f-
<r-

-«-
• ( -

<r-

<r-

^ 

NP A VP 
Det A N 
PN 
V ANP 
"Mary" 
"the" 
"film" 
"saw" 

Now we can illustrate the derivation or 'proof 
of a sentence S for the string Mary saw the £lm, 
as follows: 

(4) 
Mary 
PN 
—(3c) 
NP 

saw 
V 

the 
Det 

film 
N 

NP 
-(3b) 

VP 
-(3d) 

-(3a) 

Borrowing a notation widely used in the Cate-
gorial Grammar literature (as introduced by Ades 

^That is, surface structures may be composed of both 
the configurations hcensed by X-theory and those which 
result from transformations, such as adjunction. 
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and Steedman (1982)), this derivation illustrates 
a complete proof of the theorem: S <— Mary saw 
the film, derived from the axioms given in (3).* 
Purthermore, the derivation transparently repre-
sents the (inverted) phrase structure for the sen-
tence, where derivation steps are translated into 
branches connecting the consequence (below the 
derivation hne) to it premises (above the deriva­
tion line) - this follows from the fact that the 
rules/axioms directly characterise the well-formed 
units of structure, as discussed above. 

Note, it is possible to construct our derivation 
such that we record the proof/constituent struc­
ture as we go along. This is accomplished by 
writing the derived consequence X as [x Premi 
. . .PremN], where each premise in turn is the 
structure of the sub-proof: 

Matthevv W. Crocker 

(5) 
Mary saw 

PN V 
•(3c) 

the 

Det 

film 

N 

[NP PN] [MP Det N] 
•(3b) 

:(3d) 
[vp V [NP Det N]] 

[s [NP PN] [vP V [NP Det N]]] 

Thus the final derivation is in fact a bracketed 
list encoding the structure of the original deriva­
tion in (4).^ Crucially, while it is possible to carry 
the sub-proof as we construct the derivation (as 
in (5)), this structure is not used or referenced 
by the axioms of grammar (indeed, (4) does not 
build such a proof record). In early transforma-
tional grammar, however, it was possible write 
such structure sensitive rules, as in the čase of 
the passive'^'': 

In fact, the reader may have noticed that hnear order 
is implicit in this system. That is, NP -<— Det A N, implies 
that Det is adjacent to, and precedes, N. Purthermore, any 
theorem (i.e. derived result) or premise (i.e. lexical item) 
may only be used once in the course of the derivation. This 
may be defined naturally within the general framevvork of a 
linear logic. Por our purely illustrative purposes, however, 
a thorough and formal exposition of the assumed logical 
framework would take us too far afield. 

®See (Stabler, 1987) for a discussion relating the proof 
procedure assumed in (4) with an equivalent one which 
records the proof tree, as in (5). 

'"Note, this transformational rule is a simplified refor-
mulation of the standard passive rule in TG, where the 
premise is the 'structural description', and the consequence 
is the resulting 'structural change'. 

(6) [s NP^ [VP V NP2]] ^ [S NP2 [yp V [pp by 
NP^]]] 

As we discussed above, current conceptions of 
the phrase-structure component within the prin-
ciples and parameters approach are heading away 
from such a rule-oriented characterisation. This 
is exemplified by the Project Alpha proposal of 
Speas, where the projection of structure from the 
lexicon is free, and only subsequently constrained 
by the syntax (Speas, 1990). This move is es-
sentially the final step in eliminating the rule 
component in favour of a pure 'licensing' gram­
mar. In sum, the view is one where syntax simply 
constrains (or, licenses) virtually arbitrary struc-
tures, rather than generating them. 

Our approach is to characterize the well-formed 
structures of a language in two stages. First, we 
define a set of possible structures against which 
the grammatical principles can apply. Secondly, 
we specify the grammatical principles which pick 
out those members of the set of possible structures 
which are, in fact, well-formed. What are the pos­
sible structures? Here, we begin with the view 
that they are simply binary branching trees. We 
will further assume that the principles that apply 
to them are strictly local and are defined exclu-
sively with respect to local structure units. That 
is, our principles will not apply to whole trees 
but only to branches of trees, e.g. [y2 V° N^]. 
This restriction permits the close interleaving of 
the two stages outlined above; as each nev/ bi-
nary branch is proposed during the construction 
of a tree, we can immediately verify the local well-
formedness of that branch (Crocker (1991a, 1996) 
provide more detailed discussion and illustration 
of this point). 

It might be objected that a complete axioma-
tisation incorporating movement would entail the 
use of tree transducing axioms, permitting the de­
scription and constraint of Move-a.^^ This would 
eliminate the strictly local characterisation of the 
principles. ̂ ^ In recent work, however, Crocker 
(1992,1996) develops a 'representational' reformu-
lation of the transformational model which de-

' 'See (Stabler, 1992) for an elaborate exposition of this 
approach. 

'^Note, the approach presented here would stili be appli-
cable, but the axiomatisation would be rather more compli-
cated, and the resulting computational complexity would 
be increased. 
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composes syntactic analysis into several represen­
tation types - including phrase structure, chains, 
and coindexation - allowing one to maintain the 
strictly local characterisation of principles with 
respect to their relevant representation type. This 
approach entails the use of multiple inference en-
gines: one dedicated to the construction of each 
representation. 

For expository purposes, we will first consider 
a single, phrase structure representation. This al-
lows us to illustrate the general licensing approach 
for a simple grammar. We then consider the treat-
ment of non-local dependencies, •which is realised 
by introducing the representation of chain struc­
ture. We first extend the phrase structure system 
to allow empty categories, and a broader range of 
structures. We then show how the techniques de-
veloped for proving phrase structure 'theorems' 
for a given string can be similarly exploited to 
prove chain structure theorems for a given phrase 
structure. A complete, wen-formed analysis is ob-
tained precisely when we can prove a phrase struc­
ture which covers the string, and a chain structure 
which covers the phrase structure. Finally, we 
consider the issue of control in the context of our 
multiple deductive systems. 

2.1 Licensing and Phrase Structure 

Given our commitment to local binarij branches, 
our procedure is the following: First, we define 
the set of possible binary branches. Secondly, we 
apply the principles of grammar to the branches 
thereby defining the set of proper branches, and 
thirdly, we define the set of well-formed binary 
branching trees from of the set of proper branches. 
This can be formalised straightforwardly as fol-
lows: 

(7) I. Two sets of nodes: 
(a) The set T of ali terminals. 
(b) The set NT of ali non-terminals. 

II. The set B of branches: 
(a) if X, Y, ZeNT, then [x Y Z ] e B 
(b) if XeNT, YeT, then [x Y ] e B 
(c) there is nothing else e B 

III. The set PB of proper branches: 
(a) a e PB lE a e B, and 

(b) a meets aH necessary conditions in (8) 

IV. The set Tr of well-formed trees: 
(a) if a = [x Y ] e PB, then a e Tr 
(b) if At,Bte Tr and [x AB]ePB, then 

Xt = [x AtBt]e Tr 
{Zt denotes a tree rooted at the NT node Z) 

To complete the definition, we now give an ex-
ample of a rather simple set of principles, which 
state the conditions v/hich are necessary for a 
branch {b G B) to be a proper branch {b 6 PB)}^ 
In the follovving definitions, X, Y, Z are vari-
ables over NT, Word is a variable over T and 
N, D, V e NT. 

(8) X-theory: 
(a)LY. Y^ Z'̂  ] -^ 

X = Z, i=j=2, k < 1, Y is-spec-of X 
or, 
X = Y, j=0, k=2, 1 < i < 2. 

(b) [x" Word] -> cat(Word,X), 2 > n > 0. 
Čase Filter: 

(c) [z X N^ ] —>• case-assigner(X). 
0-Criterion: 

(d) [z X" Y2 ] -> 0-marks(XO,Y2). 

Lexicon/ Par ameter s: 
(e) cat('the',D). 
(f) cat('film',N). 
(g) cat('saw',V). 
(h) case-assigner(V). 
(i) e-marks(V^N2). 
(j) D is-spec-of N. 

In these rules, the left-hand-side shows a struc­
ture which pattern-matches against structures in 
B. The right-hand-side states a necessary condi-
tion for the structure to be a proper branch. In 
contrast, our earlier CFG rules stated sufficient 
conditions for structures to be well-formed. 

Given this set of axioms, consider the following 
proof of VP -^ saw the ijim:^^ 

'^The given definitions are only intended as simple ap-
proximations for the purposes of exposition, and are not to 
be construed as axiomatisations of the actual grammatical 
principles. 

^''We consider only a VP constituent for the moment, 
since a full sentence would require an axiomatisation of 
movement, which is not included in the current fragment. 
Precisely such a grammar is developed in the next section. 
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(9) 
saw the film 

[,.0 saw]{86,fl} [^^ the]^sb,e} [^^ film]{8'-/} 

[;V2 D 2 Nl]^8a,j} 
(7IIa) 

[v2 V° N^]^^"''"'''-''''^ 
(7IIa) 

In such a proof, simply drawing a Hne under one 
or more structures and writing a new structure 
underneath the Hne corresponds to constructing 
a branch using clause (7IIa) where X and Y are 
instantiated on the basis of the root node of each 
structure above the Hne (or by clause (7IIb), for 
the lexical cases). The superscript rule numbers 
next to each branch indicate which constraints are 
satisfied to show the branch is a proper branch 
(in accordance with (7III) ). By virtue of (7IV) 
we can then construct the welI-formed tree: 

(10) [̂ 2 [vo saw] [;v2 [D2 the] [f^i film]]] 

Prom this example, we can see that the axioma-
tisation and derivations for a principle-based -
or, more properly, licensing - grammar are rather 
more complex than for a traditional 'construction-
based' CFG. Most importantly, the derivation of 
a particular unit of structure is not supported 
by an individual (sufficient) axiom characterising 
precisely that construction, but must rather be 
consistent with the complete set of (necessary) ax-
ioms - each of which might only constrain some 
aspect of that unit of structure. 

To summarise, the difference between rule-
based and licensing grammars can be conceptu-
ally characterised as fonows: Assuming that the 
task of a grammar is to define the set of well-
formed syntactic analyses of a language, the rule-
based grammar provides a set of sufficient con-
ditions for the construction of particular units of 
structure (e.g. to construct an NP it is sufficient 
to have a determiner and a noun, NP <— Det N). 
In a licensing grammar however - and assum­
ing that principle-based grammars are licensing 
grammars - the axioms do not 'generate' well-
formed structures. Rather the axioms are neces-
sary conditions which, given some structure, de-
termine whether or not it is a candidate member 
of the set of well-formed formulae (wfFs) and only 
once aH the relevant axioms are satisfied can we 
be sure it is indeed a wff. 

2.2 Licensing and Chains 

It should now be clear that the licensing grammar 
introduced above is extremely limited in its poten-
tial coverage by the fact that only local (proper 
branch) dependencies can be expressed.^^ Anal-
yses within current principle-based accounts of-
ten posit numerous such dependencies, even for 
superficially simple utterances. Consider the sen-
tence What wiU Maria see?, which might reason-
ably be assigned an analysis as follows: 

(11) 

F " NP 

Whatfc willi Mariaj ê  ê  see e^ 

In comparison with the simple grammar frag­
ment introduced above, such an analysis requires 
several additions. We need to introduce relevant 
constraints for the clausal, functional categories 
C and / including their valid head, complement 
and specifier selections. We need also permit NPs 
(and also / ) to be empty, dominating traces which 
replace the lexical element which has moved out 
of that position. None of these additions is par­
ticular ly onerous, and are achieved by extending 
the phrase structure constraints given in (8) as 
follows: 

(12) Z-theory: 
(a)U.Y^ZM^ 

X = Z, i=j=2, k < 1, Y is-spec-of X 

^^It is of course possible to implement longer distance 
relations using feature passing techniques, such as GPSG's 
slash category. This will, however, compromise the effi-
ciency of the system by introducing a greater degree of 
backtracking, i.e. proper branches will be licensed con-
tingent upon features successfully being passed between 
mother and daughters. 
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or, 
X = Y,j=0, k=2, 1 < i < 2. 

(b) [xn Word] -> cat(Word,X), 2 > n > 0. 

Čase Filter: 
(c) [z V N^ ] —> case-assigner(V) 

or, 
[z N^ I ] —> case-assigner(I). 

0-Criterion: 
(d) [z X^Y^]^ 0-marks(X,Y2) 

or, 
[z Y2 V^ ] ^ 0-marks(V,Y2). 

Lexicon/Parameters: 
(e) cat('What',N). (1) case-assigner(V°). 
(f) cat('Maria',N). (m) case-assigner(I^). 
(g) cat('see',V). (n) ^-marks(V,N). 
(h) cat('will',I). (o) e-marks(I,V). 
(i) cat('wiir,C). (p) 0-marks(C,I). 
(j) cat(e,N). (q) N is-spec-of V. 
(k) cat(e,I). (r) N is-spec-of I. 

(s) N is-spec-of C. 

The main additions to the system are: the in-
troduction of N and I traces (12j,k)/^ the addi-
tion of the functional categories I and C and their 
relevant properties (12h,i,m,o,p,r,s)/^ and the in-
troduction of NP specifiers of V (12q).^^ To sim-
plify the systein slightly, we have also removed de-
terminers in favour of a simple proper noun (12f) 
and Wh-pronoun (12e). This revised grammar 
axiomatisation is now sufEcient to prove the ap-
propriate structure for CP -^ What wiU Maria 
see, shown in (14). 

As before, we annotate each derivation -with ref­
erence to the axioms required to license the corre-
sponding branch of structure. Again by virtue of 
(7IV) we can construct the resulting well-formed 
tree,shown by the following bracketed list: 

^®We assume the parsing engine treats e as the empty 
string appropriately. The prototype parser is a top-down 
one, so empty categories do not cause a problem. We re-
turn to this issue at the end of this section. 

^^We specify the head of I, wiU, also as head of C, since 
it may move to this position. This a simply a substitute 
for a more sophisticated treatment of head-movement. 

^^Our examples in this section will assume the VP-
internal subject hypothesis that subjects are base-
generated and hence 6-marked in the [Spec,VP] position 
(i.e. the specifier of VP), and move to the [Spec,IP] posi­
tion to receive Čase. Purther, we assume that any Case/6-
maiked NP can move to [Spec,CP] to form a Wh-question. 

(13) [c2 [Ar2 What ] [ci [co will ] [j2 [̂ 2 Maria ] 
[/1 [/O ei] [v2 [N2 62] [vi [v° see ] [^2 es]]] ]]]] 

The are, however, two important points about 
the revised system. Firstly, while the above is 
the correct parse tree, it is an incomplete syntac-
tic analysis. While the system successfully recov-
ers the phrase structure in (11), the coindexations 
(e.g. between what and the trace in the verbs ob-
ject position) are not represented (the subscripts 
on traces are purely for later Identification, and 
not recovered by the system). Furthermore, the 
phrase structure a^ioms now substantially over-
generate. In particular, we could generate the 
above tree with or without traces in any of the 
positions, parse it as a CP or IP, and ali such per-
mutations. Clearly these two points are related, 
in that only that trees for which there are well-
formed coindexations among moved constituents 
and traces, should receive a parse. 

In this section we will argue that the cor­
rect solution to this problem is not to augment 
the phrase structure component described above. 
Such a move would complicate the simple rep-
resentational schema for phrase structure, and 
weaken the notion of locality. That is, it would no 
longer be possible to define the necessary axioms 
in terms of a proper branch. Rather, we introduce 
a new type of licensing grammar, exclusively for 
the purpose of recovering a representation of long 
distance relationships among constituents. We 
will call this representation a chain, consisting 
of a list of constituents which enter into a well-
formed long distance relation, and thus capture 
the coindexations shown in (11). Indeed, just 
as we have argued for the view of phrase struc­
ture as an abbreviated proof that a given string 
is a valid theorem w.r.t. the axioms over proper 
branches, we will now propose that the recovery of 
a chain structure constitutes a similarly abbrevi­
ated proof that a given phrase structure is a valid 
theorem, w.r.t the axioms over the proper links 
of chains. The result is a two-stage deductive 
parsing system which distinguishes the recovery of 
phrase structure from the recover of chains. The 
advantage of such an articulated system is that 
each component — phrase structure and chains — 
is kept simple, with axioms defined as strictly lo-
cal, necessary constraints licensing branches and 
links, respectively. 
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(14) 
Wha t will Maria ei 62 see Ga 

r^2l{126,e} ^Q0-^{12b,i} [^2j{126,/} ^jOj{126,fc} ^p^2-^{12b,j} JyO]{126,fl} j-^2j{126,j} 
î  r-(7na) 

fvi V ° f^'2]{^^'^>c,l,d,n} 
—(7IIa) 

[Y2 N ^ V 1 ] { 1 2 ' ' ' 9 ' ' ' ' " > 

[/1 1° v^]^^^"'* '̂"^ 
(7IIa) 

[/2 N^ I^ ]{12a,r,c,7n} 
(7IIa) 

[Ci C° P ]{12a,d,p} 
(7IIa) 

[C2 N2 C^ ]^12a,4 
(7IIa) 

We begin as we did for our phrase struc-
ture system, by providing an axiomatisation for 
well-formed chains. In contrast with the binary 
branching tree representation of phrase structure, 
chains can be encoded as hsts which contain one 
lexical antecedent as their head, followed by an 
arbitrary number of traces, and ending with nil. 
Just as the well-formedness of trees was recur-
sively defined in terms of well-formed (proper) 
branches, so can well-formed chains be defined in 
terms of proper hnks. The details of this formu-
lation are as follows: 

(15) I. Two sets of nodes: 
(a) The set L of aH lexical nodes. 
(b) The set NL of ali non-lexical (empty) 

nodes. 

II. The set Link of links: 
(a) if XeL, VeNLUnil then [X Y] e Link 
(b) iiXeNL, VeNLUml then [X Y] e Li^k 
(c) there is nothing else e Lj„yt 

III. The set PL of proper links: 
(a) a e P L iff a e L^k, and 
(b) a meets ali necessary conditions in 

(16) 

IV. The set Ch of well-formed chains: 
(a) iia = [X Y]e PL, then a e Ch 
(b) if Yc e Ch and [X Y] e PL, then 

Xc = [X Yc] e Ch 
{Zc denotes a chain headed by the node Z) 

The formulation above defines a' chain to be a 
list, headed by a lexical node,^^ followed by a list 

of arbitrary many NL nodes (including zero), and 
ending in nil. This allows for the singleton chain 
[L nil] to represent constituents •which have not 
moved. Our specification of grammatical well-
formedness constraints determining the proper 
links is given below.^° Where nodes are prefixed 
(e.g. by 'lex' (lexical), 'a-pos' (A-postion), and 'a-
bar' (j4-position)), we assume these attributes are 
accessible by whatever mechanism matches postu-
lated links with the constraints. We discuss later 
how such attributes might be assigned in the first 
plače. 

(16) (9-Criterion: 
(a) [N^ nil] -> theta-marked(N2). 

Čase Theory: 
(b) [a-bar:N^ a-pos:N^] -> case-marked(N^) 

or, 
[lex:N2 X] -> case-marked(N2). 

A-to-^ Constraint: 
(c) [N^ N^] -> not(a-pos:N2 and a-bar:Ng). 

Head Movement: 
(d) [0° 1°] -> true. 

Category Constraint: 
(e) [X Y] -> X = Y = N or X, Y e {C,I}. 

Level Constraint: 
(f) [X̂  Y^ -> i=j=0 or i=j=2. 

To briefly summarise these constraints, (16a) 
States that the last NP in a chain (the one linked 
to nil) must be ^-marked.'̂ '̂  Čase Theory in (16b) 

L]. 
'Since (15II) does not permit the links of the form: [NL 

Again, we stress that this formulation is simplified for 
expository purposes, and is not intended to represent an 
actual axiomatisation of current syntactic theory. 

^^We will not give definitions for the theta-marked/1 and 
case-marked/1 predicates here. We assume that they sim-
ply check that the relevant features are instantiated on the 
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states that the NP in the highest A-position (ei-
ther [Spec,IP], [Spec,VP] or [Comp,VP]) must be 
Čase marked - the two possible Unk configura-
tions are either the NP Hnked to and A-node or 
the head of the chain. The A-to-A Constraint in 
(16c) encodes the fact that there is no movement 
from an j4-position ([Spec,CP]) to an A-position. 
No constraints on Head movement are required 
for the current fragment, so this is represented by 
the trivially satisfied constraint in (16d). And fi­
n a l i , the Category constraint requires that any 
two hnked nodes be either the same category or 
functional categories (16e), while the Level Con­
straint requires both nodes to have the same level, 
either O or 2 (16f). As with X-theory for phrase 
structure, these last two constraints apply to ali 
links (except those with nil). 

Chain structure is concerned only with a par-
ticular subset of constituents in the phrase struc­
ture, namely lexical and empty NPs and the heads 
of the function categories (C and I). We will 
therefore assume here, the existence of an inter-
face procedure which traverses a particular phrase 
structure to find these nodes which will consti-
tute the premises of our chain structure deriva-
tion. This procedure might be reasonably used to 
annotate the nodes with the relevant 'lex', 'a-pos', 
and 'a-bar' Information mentioned above (or this 
could simply be done by the parser). The result 
of this procedure will recovery of the following set 
of nodes (shown below with the (non-)lexical ma­
terial they dominate): 

(17) 

(18) 

What 
N2 

will Maria 
N 2 

ei 62 

N 2 

63 

N 2 

The task of our chain deduction system is 
to shov/ that this set constitutes a theorem, or 
rather theorems, since more that one chain will 
be formed. The derivations of each chain (i.e. 
one for each lexical node), are shown below, along 
with the its complete chain representation as con-
structed by (15IV): 

nodes, and the counterpart Čase Filter and 9-criterion in 
the phrase structure component do the relevant instantia-
tions (as well as licensing). 

Wha t 63 

N 2 N 2 nil 

[N2 ra7]{i6«,c} 

[N2 N2]{166,c,e,/} 

[What, 63, nil] 

(15IIb) 

(15IIa) 

(19) 
will ei 

C° 1° nil 

[1° nil] 

[C° I0]{i6rf,e,/} 

-(15IIb) 

(15IIa) 

(20) 

=> [will, ei, nil] 

Maria 62 

N 2 N 2 nil 

[N2 m/]{i«"'<^> 
[N2 N2j{166,c,e,/} 

(15IIb) 

(15IIa) 

= ^ [Maria, 62, nil] 

By successfully deriving a proof of chain struc­
ture (i.e. the above set of well-formed chains) for 
the phrase structure derivation in (14) we have 
(i) proven that the phrase structure is a theorem 
of the chain grammar, and (ii) recovered the long 
distance relationships (i.e. in the representation 
of chains) which corresponds to the coindexations 
shown in (11). As a result, we have a complete 
proof that the string What will Maria see is vî ell-
formed, and our 2-tuple of proofs, phrase struc­
ture and chain structure, provide the abbreviated 
proofs which are the complete syntactic analysis. 
As we saw for the deduction of phrase structure, 
the links of chains do not correspond to some sin-
gle grammatical axiom, but rather meet a variety 
of independent necessary constraints. It should 
also be apparent that alternative possible phrase 
structure derivations, such as those with omit-
ted/extra traces would not be provable as the­
orems of the chain grammar, and thus rejected. 

We have presented a highly simplified gram­
matical axiomatisation of both phrase structure 
and chain systems, v/ith the aim of demonstrat-
ing how a set of necessary licensing constraints 
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can be exploited in a syntactic parsing frame-
work, and how distinct representations may be 
decomposed, logically, while contributing to a sin-
gle, complete linguistic analysis. The proposed 
techniques have, however been exploited in a sys-
tem of more substantial linguistic coverage. In 
particular, the techniques outlined here underHe 
the basis of a larger project on the construction 
of a bilingual (English-German) system (Crocker, 
1992, 1996). The coverage of that systems in-
cludes the following construction types (for both 
languages): 

— Subcategorization: complex subcategoriza-
tion patterns (intransitive, transitive, di-
transitive, and sentence complements). 

— Case-marking: morphological and abstract 
čase assignment and exceptional čase mark-
ing phenomena. 

— Thematic-role assignment: as determined by 
subcategorization and čase. 

— Head movement: subject-aux inversion, V-
2 raising in German, and V-to-I raising for 
inflection. 

— Recursive sentences: relative clauses and sen-
tential complements. 

— Cyclic movement: long-distance movement 
from within embedded clauses. 

The full system further decomposes the the-
matic representation from the phrase structure 
representation, primarily for reasons of cognitive 
plausibility which we are not concerned with here. 
Indeed it should be noted that the primary func-
tion of the system was as a model of human 
syntactic parsing, and thus the coverage of the 
grammar was determined by those constructions 
which were of linguistic and psychological inter-
est, rather than a goal of wide, practical cover­
age. The current implementation of the system 
therefore does not require the coverage of some 
other principle-based parsers (e.g. (Merlo, 1995) 
and (Fong, 1991)). One significant omission in 
the system presented here is the apparent lack 
of any technique for capturing the so-called com-
mand relations typically required for constrain-
ing long-distance dependencies, e.g. Subjacency. 

Roughly speaJcing, command relations make refer­
ence to dominance and precedence configurations 
in the phrase marker. Such Information will ap-
parently be unavailable to our chain system which 
simply receives a set of relevant nodes found in the 
phrase structure by the interface relation. There 
are, however, indexing techniques for labelling the 
nodes of a parse tree, such that various command 
relations can be determined without re-traversing 
the tree (Latecki, 1991) (for further discussion see 
(Merlo, 1993)). If we assume that the parser or 
interfacing procedure performs such an indexing 
on phrase structure, then it is possible to compute 
the command relations necessary for defining con-
straints such as Subjacency. It is then straightfor-
ward to specify such constraints as strictly local 
conditions on possible proper links. 

2.3 Issues of Control 

In the exposition to this point, we have focussed 
on the logical specification of a licensing gram­
mar, and the decomposition of the system on the 
basis of the representation type being licensed: 
phrase structure and chains. To construct the-
orem provers for our licensing grammar axioma-
tisations, we first require a mechanism that can 
generate arbitrary formulae (i.e. trees or chains 
as defined in (7) and (15)) so that we can then 
apply the axioms of grammar to determine which 
trees are grammatical. When čast in these terms, 
the solution to developing an efficient deductive 
parser for a principle-based, licensing grammar 
might seem rather elusive. One crucial aspect 
of this axiomatisation, however, is precisely the 
locality property mentioned above. By defining 
the principles of grammar as conditions on proper 
branches or proper links, we can recursively define 
the set of well-formed syntactic trees and chains. 
That is, we need not define the entire set of trees 
and chains, and then subsequently restrict this 
set. Rather, the set of possible syntactic struc-
tures is defined exclusively in terms of locally well-
formed branches and chain links. Given this char-
acterisation of principle-based grammars we can 
construct structure generating theorem provers 
which interleave the process of structure build-
ing and licensing by the grammatical principles, 
on a branch-by-branch (or link-by-link) basis. 

Thus far, we have treated these as distinct sys-
tems, with the latter presumably invoked after the 
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former. That is, the top level of the system can 
be specified in Prolog as follows: 

(21) parse(String,PS,CS) :-
phrase-structure(String,PS), 
interface(PS,List), 
chain-structure(List,CS). 

Clearly, however, such a strategy will be -vvild^ 
inefficient due to its generate and test nature, al-
though unlike Johnson's (1989) system at least 
the string will be used to inform the construc-
tion of phrase structure (PS). As with Johnson's 
system, however, we have employed coroutining 
to achieve much improved performance where 
the chain structure is recovered in tandem with 
phrase structure. Such a technique permits us to 
detect invalid phrase structures (i.e. those which 
are not theorems of the chain system) as early 
as possible. For example, assuming no rightvi^ard 
movement of constituents, if a trace is postulated 
by the parser, but cannot be Hcensed in a chain, 
then the parser can immediately backtrack and 
pursue an alternative path. That is, the parser 
will not sustain the postulation of traces which 
don't have a potential antecedent in the current, 
partially constructed chain structure. 

The individual theorem provers also provide 
natural loči for implementing particular controls 
strategies without requiring modification of the 
principles themselves. That is, we can adjust 
the way candidate structures are proposed by 
the interpreters, but the constraints which ap-
ply to these structures remain unchanged. While 
any suitable parsing algorithm is in theory pos­
sible (modulo the relevant constraints imposed 
by recursion and empty productions), incremen-
tal parsing algorithms are necessary for optimal 
coroutining. That is, if the chain interpreter tra-
verses the phrase structure tree as it is built, 
then stack based algorithms which delay attach-
ments (e.g. shift-reduce), will delay the invo-
cation of the chain interpreter. In the present 
system, our prototype ušes a simple recursive 
descent algorithm for postulating trees, but re-
lated work has advocated combining top-down 
and bottom-up techniques (Crocker, 1994) (Sta-
bler, 1994). Since chains are essentially a one-
dimensional construct, we simply construct them 
linearly, from left to right. 

It should be apparent that such a coroutin­
ing approach will perform as well as a traditional 
phrase structure grammar using a gap-threading 
technique, since both procedures will make use 
of antecedent Information during parsing, to con-
strain the parser's search. Let us now, however, 
speculate on other potential control regimes. The 
present approach of decomposing the parsing task 
into distinct deductive tasks points to the pos-
sibility of using other control strategies such as 
parallel techniques. Since coroutining effectively 
simulates synchronous parallel computation, it 
should be relatively straightforward to implement 
the parallel counterpart. Indeed this should also 
be possible for the coroutining model proposed by 
Johnson (1989). That is, while traditional phrase 
structure grammars permit parallel computation 
of multiple, distinct syntactic analyses in parallel, 
the modular licensing model also permits paral­
lel computation tvithin a single syntactic analy-
sis. That is, a principle-based system may be dis-
tributed, with separate processes computing dif-
ferent representational levels or types. 

Interestingly, however, the approach developed 
here also presents the possibility of asynchronous 
parallelisation of the chain system. Once the rele­
vant nodes in the phrase structure tree are identi-
fied by the interface procedure, they can simply be 
handed to an asynchronous chain process. That 
is, the derivation of chain structure, assuming the 
indexing technique mentioned above, becomes in-
dependent of the actual phrase structure parser. 
The implementation of such systems remains a 
matter for future investigation. 

3 Conclusion 

In this paper we have advanced two principal 
arguments. Firstly we highlighted a fundamen-
tal difference between rule-based and principle-
based grammars with regards to deductive pars­
ing. Rule-based grammars may be more ac-
curately termed 'construction-based' grammars, 
in that an individual rule is sufficient to li-
cense a particular unit of structure. This one-
to-one, rule-to-structure correspondence means 
that rules may be efficiently used to propose 
candidate structures during parsing. Principle-
based grammars, however, fall into a category 
we have termed ' licensing-grarrimars' (following 
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Speas (1990)), whose axiomatisation possesses 
rather difFerent characteristics. In the čase of U-
censing grammars, principles are typically neces-
sary conditions on particular structural configu-
rations, and indeed numerous conditions may ap-
ply to a particular unit of structure. Furthermore, 
none of these principles is particularly suited to 
the task of proposing candidate structures, since 
a given constraint is (typically) only defined with 
respect to some isolated aspect of the structure 
(i.e. some subset of features). Since the individ-
ual principles are not sufficient to license some 
structure, such an axiomatisation also entails the 
existence of axioms which generate the space of 
possible structure, such as binary-branching trees, 
for example. 

The second contribution is to suggest that the 
various informational dependencies involved in 
current principle-based analyses be decomposed 
into simple, homogeneous representation types. 
In so doing, we permit the generalised invoca-
tion of the above methodology; that is, just as 
we define phrase structure as a set of structure li-
censing conditions over the branches of a binary-
branching tree, so can we define chain structure 
and a set of structure licensing conditions over the 
links in a chain (or, list). While it is an empirical 
issue as to whether or not the locality constraints 
imposed by such a formalisation are sufficiently 
powerful, they are certainly in the špirit of cur­
rent proposals in syntactic theory (see Manzini 
(1992) as an example). 

In the context of the decomposed, modular ar-
chitecture we have constructed, we argue that 
the generate and test nature of the system can 
be overcome using coroutining techniques simi-
lar to Johnson (1989). It has also been our ex-
perience, however, that by separating the gram-
matical principles along representational lines it 
is much easier to monitor the informational de­
pendencies among various constraints, a matter 
of crucial importance to the performance in sys-
tems which use the goal freezing mechanism which 
underlies coroutining. The 'decomposition' ap­
proach also means that theorem proving strate-
gies can potentially be adapted to individual rep­
resentation types, in a manner that would be vir-
tually impossible for systems such as Johnson's, 
and finally, we have suggested that our approach 
is potentially much more amenable to distribution 

and parallelisation of the parsing task. Whether 
or not this turns out to be valuable remains a 
topic for future research. 
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A parallel systeni is a parallel algorithm together with a parallel machine which sup-
ports its implementation. Scalability of parallel computing systems describes a property 
which exhibits performance linearly proportional to the number of processors employed. 
This paper is devoted to the investigation of average-case scalability of random parallel 
algorithms executing on multicomputer systems. Such probabilistic analysis is impor­
tant in revealing the average-case performance of parallel processing, and performance 
ofrandomized parallel computations. We study the effect of communication overhead on 
speedup, e{Rciency, and scalability ofsuch parallel systems. In particular, we character-
ize the communication overhead such that the expected efRciency can be kept at certain 
constant level, and that the number of tasks grows at the rate 0 ( P log P ) , where P is 
the number of processors. We also show that due to load imbalance, Q{P log P) scala-
bility of the number of tasks is the best possible in our probabilistic model of parallel 
computations. Task granularity and isoefficiency functions are also discussed. 

1 Introduction Rover 1994, Sun & Ni 1993, Zorbas et al. 1989), 
essentially, scalability describes a property which 

A parallel system is a parallel algorithm together exhibits performance hnearly proportional to the 
with a parallel machine which supports its imple- number of processors employed. According to the 
mentation. ^ Scalability of parallel computing definition in (Kumar & Rao 1987), the scalabihty 
systems has been an important research issue in of a parallel system is a measure of its capability 
recent years. Though no consensus on the defi- to increase speedup in proportion to the number 
nition of scalabihty has been reached (Gustafson of processors, or, its capability to keep a constant 
1988, Karp & Flat t 1990, Kumar k Gupta 1991, efRciency as the number of processors increases. 
Sarukkai et al. 1995, Singh et al. 1993, Sun & ScalabiUty analysis has many apphcations in un-

derstanding parallel computations. For example, 

^A preliminary and shorter version of the paper was one can predict the performance of a parallel sys-
presented on 1996 Int'l Conf. on Parallel and Distributed tem with a large number of processors from the 
Pi-ocessing Techniques and Applications. Similar parts are known performance with few processors. 
reprinted with permission from C.S.R.E.A. Press. 

mailto:li@mcs.newpaltz.edu
mailto:pan@cps.udayton.edu
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Scalability of many parallel algorithm and ma-
chine combinations have been studied extensively. 
A rich literature exists regarding scalability analy-
sis of parallel algorithms for sorting, Fast Fourier 
Transform, graph problems, solving partial dif-
ferential equations, and so on, running on vari-
ous machines including shared memory multipro-
cessor, distributed memory multicomputers with 
buses, rings, meshes, and hypercubes as intercon-
nection networks. The recently published text-
book (Kumar et al. 1994) is a good source of 
references in this area. 

The present paper is devoted to the investiga-
tion of average-case scalability of random parallel 
algorithms executing on bus connected multicom-
puter systems and completely connected multi­
computers. Such probabilistic analysis is impor-
tant in revealing the average-case performance of 
parallel processing, and performance of random-
ized parallel computations. We study the effect of 
communication overhead on speedup, efhciency, 
and scalability of such parallel systems. In par-
ticular, we chaxacterize the communication over­
head such that the expected efficiency can be kept 
at certain constant level, and that the number of 
tasks N grows at the rate 9 ( P log P), ^ where P 
is the number of processors. We also show that 
due to load imbalance, N = 0 (P logP) scalabil-
ity of the number of tasks is the best possible in 
our probabilistic model of parallel computations. 
Task granularity and isoefficiency functions are 
also discussed. 

2 Background Information 

The performance analysis of a parallel algorithm 
A implemented on a parallel computer system M 
is based on the execution time. Let T* be the 
execution time of the best sequential algorithm 
which sol ves the same problem as A does. T* is 
also referred to as the work W (i.e., the amount 
of basic operations) to solve a problem. Let Tp 
denote the execution time of A when there are P 
processors in M. Then the speedup is defined as 

and the efRciency is 

speedup = — , 
J-p 

efRciency = 
TpP 

The parallel processing time Tp can be dividcd 
into two components, namely, computation time 
(i.e., the work W) and overhead of parallel pro­
cessing To (i.e., communication time, load imbal­
ance, and extra computation), that is. 

Tp = 
W + To 

P ' 

Hence, we can rewrite the efRciency as 

efficiency = I 1 -H :J^ I 

Typically, if P is increased while W is kept 
constant, the efBciency decreases because To in-
creases with P . On the other hand, the efficiency 
increases with VF if P is fixed. Thus, it is possi­
ble to maintain efEciency at a fixed level K (or, 
speedup linearly proportional to P) if W is al-
lowed to increase with P , and this is essentially 
what a scalable parallel system means. The func-
tion 

called the isoefficiency function (Kumar 8z Rao 
1987), determines the growth rate of W required 
to keep a constant efficiency K as P increases. 
Small (large) rates imply high (poor) scalabil-
ity. From another point of view, if we keep the 
communication cost under certain bound, i.e.. 
To = ipW, where 

^ = 
1-K 

K 

^All logarithms in this paper are base e = 2.71828.... 

then the efRciency K can be maintained, where 
O < K < 1, and ^ > 0. 

As pointed out in (Kumar et al. 1994), there 
are essentially three sources of overhead in parallel 
computations, namely, communication time, load 
imbalance, and extra computation. 

- Interprocessor Communicat ion. Any 
nontrivial parallel system requires communi­
cation among processors. The time to trans-
fer Information among processors is usually 
the most significant source of parallel pro­
cessing overhead. 
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— Load Imbalance. In many parallel applica-
tions, it is difRcult to assign exactly the same 
amount of work load to ali processors. When 
different processors have different work loads, 
some processors -vvill be idle while others are 
working. Such idle time contributes to the 
overhead function To. 

— Extra Computation. It is common that an 
efiicient parallel algorithm is not a straight-
forward parallelization of the best sequen-
tial algorithm for a problem. The amount 
of work W' performed by a parallel compu­
tation is usually larger than the amount of 
work W done by the best sequential algo­
rithm. The difference W' — W should be 
considered as part of the overhead function, 
since it expresses the amount of extra -vî ork 
to be done so that a problem can be solved 
in parallel. 

In this paper, we are mainly interested in the 
effects of interprocessor communication overhead 
and load imbalance on the performance of parallel 
computations. We will assume that there is no 
extra computation. 

3 A Probabilistic Model of 
Parallel Computation 

A multicomputer system M has P processors 
Ml, M2, ...,Mp. It is assumed that the P proces­
sors are homogeneous. There is no global shared 
memory, and processors can communicate with 
each other by sending and receiving messages 
via an interconnection network, which could be 
a common bus, or a static network. Communi­
cations through a network cause significant time 
delay, which is the major source of overhead of 
parallel computations on multicomputer systems. 

A parallel algorithm (or, program) A executing 
on a multicomputer system can be represented 
as a task interaction graph, (or, a static process-
based model with both computation and commu­
nication costs (Norman & Thanisch 1993)), i.e., 
a triplet A = {G,t,c). G = {V,E) is an undi-
rected task graph, where V = {vi,V2,---,vj^} is 
a set of tasks (or, processes), and £̂  is a set of 
edges. An edge {vi,Vj) G E means that tasks vi 
and Vj need to communicate during the execution 
of the program A. Task running times (i.e., times 

for computation only, excluding communication 
overhead) are given by 

t: V ^ {O,+00), 

such that t{vi) is the running time of task Vi. In-
tertask Communications are specified by 

C : E - > (0,-foo), 

i.e., c{vi,Vj) is the amount of Information (input 
data, partial results, etc.) exchanged between 
tasks Vi and Vj. Note that c{vi,Vj) = c{vj,Vi) 
for ali i ^ j - For a parallel program to be ex-
ecuted much faster on a multicomputer system 
than on a sequential machine, intertask commu­
nication times should be much less than running 
times. 

We are going to study the scalability of random 
parallel programs implemented on multicomputer 
systems. We make the following assumptions: 

1. G = {V,E) is a, random graph of model A as 
defined in (Palmer 1985). The sample space 
consists of ali labeled graphs G with N ver-
tices. If G has q edges, the probability of G 
is given by 

P r ( G ' ) = / ^ ( l - p / v ) ( 2 ) -

•vvhere PN is the probability of an edge. In 

other words, ali the I J edges occur inde-

pendently with probability pf^. Usually pi^ 
is a function of A''. Obviously, ali graphical 
properties of G are determined by p^. 

2. Task running times t{vi),t{v2), .--jtlvN) 
are independent and identically distributed 
(i.i.d.) random variables, for which, we at 
least know their mean R and variance a^. It 
is assumed that the running times have a fi-
nite coefficient of variation (3^, i-e-, CTr = PrR-
This assumption is valid for virtually ali an-
alytically tractable distributions. 

3. Intertask Communications c{vi,Vj), i 7̂  j , un-
der the condition that {vi,Vj) 6 E, are i.i.d. 
random variables, for which, at least their 
mean C and variance al are available. Again, 
we assume that C and a^ are associated as 
o-c = /3cC. 
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4. The random variables t{vi), 1 < i < N, and 
c{vj,Vk), j 7̂  k, are uniformly bounded, that 
is, there exists Z such that Pv{t{vi) < Z} = 1 
for aH i, and Fv{c{vj,Vk) < Z} = 1 for ali 
j ^ k. This is certainly reasonable since no 
task needs a significant amount of time to fin-
ish, and parallel computation cannot afford 
extraordinary amount of communication. 

Thus, our model which was established in (Li &: 
Pan 1996), is a septuple (P,N,p;>f,R,a^,C,a'^). 
Our computational model is similar to the model 
proposed by Indurkhya et al. in studying 
randomly generated distributed programs (In-
durkhya et al. 1986). 

One concern about a random graph G is its 
connectivity, since a task interaction graph G is 
usually connected. There is a threshold of pN for 
random graph connectivity, namely, g{logN/N). 
Graph G has a high probability to be connected 
if and only if ^ > 1. In particular, we have the 
following claim (Palmer 1985). 

Proposi t ion 1. Let G be a random graph with 
N vertices, and 

In this paper, we assume that pj\f = O 

PN 

where g> 1. Then, 

log A'' 
N 

Pr{G is connected} = 1 — 0 
Ne-i 

The edge probabihty p^r given in Proposition 
1 implies that deg('u), the degree of a vertex u, 
is Q{logN) on the average. Actually, the degrees 
of ali the vertices are very close to this average 
degree. More specifically, we have the following 
result from (Palmer 1985). 

Proposi t ion 2. Assume that e > O is any small 
quantity. Let G be a random graph with N ver­
tices, and 

'logN^ 
PN = Q N 

where g = \/3/e. Then, 

Pr{(l - e)g\ogN < deg(i;) < (14- e)^logA''} 

> 1 - QW 

for every vertex v. 

logiV 
N 

Since the paper is essentially concerned about 
the effects of communication cost and load imbal-
ance on the scalability, we will ignore the effect of 
extra computations, which is one of the three fac-
tors of parallel processing overhead. Using the 
above computational model, we have E(T*) = 
NR, since the sequential computation does not 
involve any communication. We are going to rep-
resent the mean execution time E(Tp) as 

E(Tp) = 
NR 

{l + 4>{N,P,Pr,Pc,...)), 

where (p is an expression involving various param-
eters. Thus, the expected efficiency is 

E(T*) 
E(efficiency) = 

E{Tp)P 
1 

l + cP{N,P,pr,Pc,...)' 
Basically we describe how N should grow with 
P so that 4>{N,P,Pr,Pc, •••) is fixed at a constant 
ip. From another point of view, we will give an 
upper bound for G, the most important param­
eter in our computational model, such that the 
scalability function is N = 6 ( P l o g P ) . Note that 
we scale Â  against the number of processors P , 
where A'̂ , the number of tasks, is considered as 
the size of a computation. Also, our scalabil-
ity analysis is based on mean execution time and 
mean efSciency. Strictly speaking, we are analyz-
ing the average-case scalability of random parallel 
programs, as reflected in the title of this paper. 
However, we stili use the term "scalability" for 
convenience. 

4 Computation and 
Comniunication times 

A task assignment is a partition of V into P dis-
joint subsets {VI,V2T..,VP), SO that tasks in Vi 
are assigned to processor Mi, where I < i < P. 
Thus, the computation time Tcomp(̂ ) of processor 
Mi is 

2'comp(i) = ^ tivj)-

We consider load balanced parallel computing, 
that is, 

\vA = \V2\ = --- = \Vp\^^, 



AVERAGE-CASE SCALABILITY Informatica 21 (1997) 279-291 283 

which is relatively tractable. (The reader is re-
ferred to (Monakhov 1991, Norman & Thanisch 
1993) and references therein for more discussion 
and information on mapping parallel tasks to par­
allel processors.) In other words, the A'' tasks are 
evenly distributed among the P processors, such 
that each processor is assigned N/P tasks, where 
we assume that P divides N without loss of gener-
ality. Proposition 3 (Nicol 1989) essentially states 
that a perfectly balanced load distribution mini-
mizes the expected maximum computation time 
of the N processors, i.e., E(maxi<j<p(Tcomp(^)))-

Proposition 3. Let Y{n) denote the sum of n 
i.i.d. nonnegative random variables. If n, — rij > 
2, then 

E(max(y(ni) , . . ,y(ni) , . . . ,F(n, ) , . . . ,y(np))) 

> E ( m a x ( y ( n i ) , . . . , y ( n i - l ) , . . . , 

Y{nj + l),...,Y{np))). 

Note that each Tcomp{i) is a summation o{N/P 
i.i.d. random variables with mean R and variance 
a'^- To analyze the random variable Tcomp(̂ ), we 
quote the Central Limit Theorem (Feller 1968), 
which we state below. 

Proposition 4. Let Xi,X2,..., be a sequence 
of independent random variables, where Xi has 
mean m and variance cr|. If the X, 's are uniformly 
bounded, and Yl'iZi '^i — °°) then, as n -^ oo, 
the summation Xi + X2 + • • • + Xn approaches a 
normal random variable with mean ^i -t-/i2 + • • • + 
fin and variance a\-\- a'2 + • • • + cj'^-

By Proposition 4, we obtain 

Proposition 5. The Tcomp(i)'s are i.i.d. normal 
random variables with mean 

E(Tcomp(i)) i?, 

N JI 

and variance 

Var(Tcomp(i)) = 

as NjP —>• 00. 

Message routing between two different proces­
sors through an interconnection network incurs 
substantially more time delay than communica­
tion between two processes running on the same 
processor via a shared memory. For this rea-
son, we assume that the communication time for 

c{vj,Vk) is negligible when two tasks v j and v^ are 
mapped to the same processor. However, if they 
are assigned to different processor, then both Vj 
and Vk spend the same amount of communication 
time which is proportional to c{vj,Vk), and de-
pends on the topology of an interconnection net-
work. For example, if the P processors are com-
pletely connected, then the communication time 

(?) of processor Mi is 

Tcomm(«) = X I c{vj,Vk), 

where, for convenience, we assume that the unit 
of message is normalized such that the time to 
transmit a message of size c is also c. 

Notice that c{vi,Vj) is defined as the amount 
of communication between vi and Vj under the 
condition that the edge {vi,Vj) exists. For an ar-
bitrary pair of tasks Vi and Vj, the amount of com­
munication is a random variable c*{vi,Vj) which is 
different from c{vi, v j). The following proposition 
gives its characterizations. 

Proposition 6. The amount of communication 
c*{vi,Vj) between arbitrary pair of tasks Uj and 
Vj, no matter whether {vi,Vj) G E, is a. ran­
dom variable with expectation p^C and variance 

Proof. Assume that c{vi,Vj) is a discrete random 
variable, such that ii„ = Pv{c{vi,Vj) = n}, where 
n = 1,2,3,.... Then 

c = E nUn 

n>l 

The random variable c*{vi,Vj) takes values 
0,1,2,3,..., where u*^ = Pr{c*{vi,Vj) = 0} = 
1 -PN, and u* = Pv{c*{vi,Vj) = n} = pNUn, 
n = 1,2,3,.... Therefore, 

E{c*{Vi,Vj)) 

n>0 

= Yl '^''PNUn 
n>l 

= PN X I '^'^•^ 

= PNC, 
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and 

'VSiv{c*{Vi,Vj)) 

n>0 

= {1-PN){PNC)^ 

+ "^PNUnin^ - 2pMCn + [pNCf) 
n>l 

= (1 -pN){PNCf +PA^( ^ U „ n ^ j 

-'lp%C\Vunn\ ^p\C^\Vun\ 

-2plC^^p\C'' 

= pn{ol-^C'')-p\C\ 

In the above derivation, we notice that 
^^>]^u„n^, i.e., the expectation of the second 
moment of c('Ui, Uj), is o"̂  + C^. • 

N ( N\ 
Since Tcomm(j) is a summation of — I iV ——j 

random variables with expectation PNC and vari­
ance PN(^C + (PN — P%)C^j t)y Proposition 4, we 
have 

Proposition 7. The Tcomm(^)'s are normal ran­
dom variables with mean 

ATž / i \ 
E{T,omm{i)) = -y[l-pjPNC, 

and variance 

.W) Var(icomm 

~ p v p 
^-^]{PNPC+PN-P%)C^ 

as N/P —>• oo. 

Remark 1. It should be noticed that proces-
sor communication times rcomm(l)! ^comm(2), •••, 
Tcomm{P), are not truly independent. Consider 
Tcommii) and Tcomm(i), where I <i^ j <P. It 
is clear that Tcomm(i) = Xi + Y, and Tcomml«) = 
X2 + Y, where Xi is the communication over­
head among Mi and aH M/., where k ^ j , X2 
is the communication overhead among Mj and 
aH Mfc, where k ^ i, and Y is the communica­
tion overhead between M, and Mj. Also, Xi, X2, 
and Y are independent of each other; however, 

T'comm(i) and TcommO) are slightly correlated. In 
particular, the correlation between Tcomm(̂ ) and 
•^commUJ IS 

p{Xi+Y,X2+Y) = 
Cov{Xi+Y,X2 + Y) 

\/Var(Xi -t- yy\/Var(X2 -h Y]' 

Since 

Cov(Xi -I- y, X2 -f y) = Cov(y, Y) = var(y), 
Var(y) = {NlP)\p^{al + Ĉ ) -p\C\ 
Var(Xi + y ) = Var(X2 + Y) 

= (iV/P)(iV - NlP){pu{ol -f C2) -p2^C2), 

we have 

/9(Xi + y,X2 4-y) = 

For large multicomputer systems, this correlation 
is small (see Appendix 1 for more justification). 
In this paper, the Tcomm(0's are treated as inde­
pendent random variables. 

5 Conipletely Connected 
Systems 

In a completely connected system, there is a com­
munication link between each pair of processors. 
Thus, the execution time of processor Mj is 

and the overall execution time is 

Tp = max (T(l), T(2), .. , T{P)). 

In a balanced task assignment, each T(i) is the 
summation of 

p + p i^^-p 

random variables, with the first 'NjP described 
• • . , , , ^ ( .r N\ , 

in Proposition 5, and the last -j^[N ——I de­

scribed in Proposition 7. By Proposition 4, T{i) 

is roughly a norma! random variable with mean 

R.+ P 
1_ 

PNC, 
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and variance 

T) "'+ ( ¥ ) (̂  - ^ ) iPNpI+PN-pl)C' 

To study E(Tp), we need the the following 
result from order statistics (Ang & Tang 1984, 
Arnold et al. 1992). 

Proposition 8. Let Xi,X2,-.-,Xn be i.i.d. nor-
mal random variables with mean n and variance 
cr̂ . Then, 

E(max(Xi,X2,...,X„)) = ij, + BnCr, 

with 

Bn V ^ gn 
log log n + log 47r — 67 

2V2 log n 

= e(x/i^). 
where 7 = 0.5772156649... is Euler's constant, 
and 6 is a small constant. 

Remark 2. There is no closed form expression 
for Bn- However, by choosing b appropriately, 
the Bn given in Proposition 8 is very accurate. 
Appendix 2 provides more detailed Information. 

By Proposition 8, the expected parallel execu-
tion time is approximately 

E(rp) 

+Bp 

R + 

N 

P 
1-^]PNC 

-^\< + P - ^ 

Since 

(PN/S^C+PN-PDC^ 

P - 1 

1/2 

p2 
is a decreasing function for P > 2, so is the mean 
execution time E(Tp), i.e., more processors re-
quire less processing time. 

For scalability, we assume that 

C 

Thus, we have 

E(Tp) 
NR 
P 

+a' 

" ( ^ ) 

1 + a 1 - + Bp{0, 

I31 + 1 - P N \ ( P - 1 

N 

PN N2 

1/2' 

As P -> 00, to maintain certain efHciency level 
K, approximately we need 

a + (3rBp\j^ = IIJ, 

which implies that 

N = Pr 
^ a 

P | , P = e ( P log P) . 

Note that there is an upper bound on the mean 
efficiency, which is 

1 + a 

To remove this bound we should have communica-

tion cost C = o{ — I. However, the scalability 
\PNNJ 

function is stili N = 6 ( P log P) . In particular, 
one can verify that if 

C = c ( ^ ) 
\PNNWNJ ' 

where WN is any slowly growing infinity, then, 

The above discussion also shows that if 

where VJN is any infinity, then the parallel system 
is not scalable, i.e., it is impossible to maintain a 
constant efiiciency when P grows. 

The characterization of C implies that 
R ~ @{PNWNNC). If PN is known, e.g., 

PN = @ 
logN 

as given in Propositions 1 and 2, 

then the growth rate of R could be found, which 
is 

P = e((log P + log log P)i(;pC), 

where, we use Wp instead of lupiogp, since any 
infinity oi N OT P suffices. Furthermore, we can 
obtain the growth rate of expected work W = 
Q{NR), which relates to the (expected) isoeffi-
ciency functions, i.e., 

W^eiP{\ogPfwpC). 

file:///PnNJ
file:///PnNwnJ
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6 Bus Connected Systenis 

In a bus connected systeni, the P processors send 
and receive messages over a common shared bus. 
At any moment, only one processor can send mes-
sage to another processor. Thus, the total com-
munication overhead Tcomm is the summation 

T,, 4E^C. .w, 
i = l 

and by Proposition 7, 

E(Tcomm) — 2 Z_j E(^c( 
i=l 

m 

- ^ 

E(rcomm) given above is also the mean communi-
cation overhead incurred by each individual pro­
cessor. 

The computation time Tcomp is 

- 'comp ^^ m a x (-icomplJ-j) •^comp\^)-i 

•••) J c o m p v P J J -

By Proposition 5, the rcomp(0's are approxi-
mately i.i.d. normal random variables. Using 
Proposition 8, we have 

E (Tcomp) — 

Thus, the expected overall execution time is 

E(Tp) 

= E (Tcomp) + E(Tc, 

^ \ R + B p J ^ CTr + ^PNCN^ { 1 
1^ 
p 

R e m a r k 3. In a bus connected system, a per-
fectly balanced load distribution actually maxi-
mizes the total communication overhead 

^{J-comrnJ 

= - J ] E ( T c o m m ( 0 ) 
'^ i= l 

1 P 

i=zl 

\iN'-\Vr '-m' \VP\'')PNC. 

Whether this kind of task assignment optimizes 
the expected overall execution time E(Tp) is stili 
an open question, though certain attempt has 
been made (Indurkhya et al. 1986, Nicol 1989). 

If we regard E(Tp) as a function of P , then 
E(Tp) takes its smallest value only at P = 1 
OT P = N. (A result similar to this has been 
observed in (Indurkhya et al. 1986); however, 
it was proved under special assumptions (Nicol 
1989).) To see this, let us consider the derivative 
dE{Tp)/dP. We assume that Bp « ^/21ogP for 
simplicity. Thus, 

dEjTp) 
dP 

J_ 
•p2 

+aryJjVP^ogP 

1. When 

C< 
2R 

PNN' 

that is, NR > pi<^CN^/2, it is always true 
that dE{Tp)/dP < O, which implies that 
E(Tp) is a decreasing function of P , i.e., 
more processors take less execution time. 

2. When 

that is. 

C> 
2R , V2WN 

PNN PNN 

NR + ariJ^VP^ogP < ^PNCN\ 

we always have dB{Tp)/dP > O, i.e., E(Tp) 
is an increasing function of P . In other 
words, there is no benefit to use more pro­
cessors because of large communication cost. 

3. When C is in the following small interval, 

2R 
PNN 

<C< 
2R , x/2topr 

PNN PNN 

there is a solution to the equation 
dE{Tp)/dP = O, which implies that 
E(Tp) first increases as P increases, and 
after certain value P*, E(Tp) starts to 
decrease, i.e., E(Tp) takes its maximum 
value at P*. By adjusting C, E(rp) could 
take its maximum value at aH possible points 
P = l,2,3,...,iV. 
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The actual behavior ofE(Tp) is slightly different 
from what mentioned above due to the approx-
imation of Bp in the discussion. For example, 
when 

o = o: [PNNJ 
if we want E(Tp) to be a decreasing function of 
P, then in addition to the condition a < 2, we 
also require P > 3. 

To discuss the scalability, we assume that 

^^""[pNNfiN))' 

where f{N) is bounded above by 0{N). Other-
wise, the total communication cost would be 

^-<--')™-f(7I^,; ]=oil), 

i.e., it vanishes to zero as Â  becomes large. Then, 

NR 
E(Tp) 

To keep the mean efficiency at a constant value 
K, it sufhces to have 

(3rBp: 
IP afP-l\ 

The scaIabiUty depends onIy on f{N). Larger 
growth rate oi f{N) implies higher scalability. We 
consider several typical cases. 

1. f{N) = 6(1). That is, f{N) is a constant 
S. As P becomes large, especially when P > 
2ipd/a + 1, the equality is no longer valid, 
no matter how we choose N. Therefore, the 
system is not scalable. 

2. f{N) = (logAT)"^. Clearly, as N gets large, 
l/(logAr)'^ dominates l/y/N. Thus, roughly 
we need 

^{-
2 V(logiV)'" 

that is, N = e{b^, where 

= ^, 

b — exp 

Since N should grow exponentially in P, the 
system exhibits a poor scalability. In general. 

if f{N) is a slowly growing infinity, then we 
have 

3. /(AT) = N", where O < e < 1. Again, we only 
need to consider 

a fP_ 
'2 [W' ^, 

which gives 

The scalability is determined by e. For small 
values of e, a polynomial with a large degree 
is stili considered as impractical. However, 
when e > 0.5, N = O(P^) which is reason-
able. 

4. f{N) = N, i.e.. 

C 
"[PNN^J 

Now we need to have 

that is, N ~ {Pr/i^)BlP = @{BlP) = 
6 ( P log P) , which means a good scalability. 
In particular, the following equation 

a /P-i\ fy 

namely, 

V-AT - prBpy/pVN - ( I ) (P - 1) = O 

gives 

N^II^I^^BPVP 

+ y/l3?BlP + 2aiP{P-l)^ 

Finally, it is easy to verify that in čase 4, 

P = e ( P l o g P ( l o g P + loglogP)C), 

and the isoefficiency function is 

W = e{P^{logPfC), 
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where, we assume that p^ = @ 
logiV 

N 
NR 

Notice that the ratio R/C is called task gran-
ularity (Stone 1990), which measures the size of 
an individual task to be executed on a processor. 
In coarse-grain paralleUsm (e.g., scalable compu-
tations on bus connected systems), R/C is rel­
ativen high, so that each task requires a rela-
tively small amount of communication; while in 
fine-grain parallelism (e.g., scalable computations 
on completely connected systems), R/C is rela­
tiven low, so each task can incur relatively large 
communication overhead. 

7 A Lower Bound 
It should be noticed that 6 ( P l o g P ) is the best 
possible scalability of N in our probabilistic com-
putational model for random parallel algorithms 
on multicomputers. The growth rate of Bp is a 
key to the ©(PlogP) scalability of the number 
of tasks N that have been obtained in Sections 5 
and 6. From this statistical property of random 
variables, we can derive the following lower bound 
for the scalability of N. 

Proposi t ion 9. 9 (P log P) is the best possible 
growth rate of iV if a constant efRciency is to be 
maintained. 

Proof. Among the three factors of parallel pro-
cessing overhead, let us focus on the effect of load 
imbalance. We consider the čase when there is 
no communication overhead, i.e., c(vi,Vj) = O 
for ali i and j , and there is no extra computa-
tion. There are NR amount of computation to 
be performed by P processors. Now, we con­
sider a perfectly balanced load assignment, i.e., 
the rcomp(0's cire i.i.d. normal random variables 
with mean {N/P)R and [N/P)GI (cf. Proposi­
tion 5). The overall parallel execution tirne of 
the entire program is Tp = maxi<j<p(Tcomp(«)). 
From Proposition 3, E(Tp) is optimized. Notice 
that the above balanced load distribution only 
implies that processors receive the same num­
ber of tasks. The execution times, i.e., TcompCl), 
1̂:0111?(2), ..., Tcomp(P), are not necessarily the 

same due to statistical fluctuations of task run-
ning times. By Proposition 8, 

E(Tp) 

1 + l3rBp 

and from which, we easily see that 

N= {^\ BllogP = e{P\ogP), 

so that a constant efficiency is kept. • 

Since communication costs and mechanisms are 
not considered, the above discussion and lower 
bound are applicable to multiprocessor systems 
with shared memories. Also notice that the lower 
bound is valid only in our probabilistic model, 
i.e., for those computations which can be broken 
into numerous interacting components of similar 
characteristics. 

8 Sumniary and Further 
Research 

The main contributions of the paper are summa-
rized as follows. 

- First, we establish a model of random par­
allel programs executing on multicomputer 
systems supporting message passing based on 
random task interaction graphs. 

- Second, using tools like the Central Limit 
Theorem and results from order statistics, we 
derive mean execution times of random par­
allel programs on multicomputers with bus 
connections and completely connected net-
works. 

- Third, we characterize the maximum com­
munication overhead allowed in such a way 
that constant efHciency could be maintained, 
and that the number of tasks has a growth 
rate AT = 9 ( P log P) . 

- Fourth, we derive isoefiiciency functions for 
these systems. 

- Finally, we prove that due to load imbal­
ance caused by statistical fluctuations of task 
running times, N = 9 ( P l o g P ) is the best 
possible scalability for N in our probabilistic 
model of parallel computing. 
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The results obtained in this paper provide cer-
tain insights into the nature of parallel computa-
tions in average-cases. To the best of the authors' 
knowledge, such probabihstic scalability analysis 
has rarely been conducted before. 

It is noticed that in recent years, networks of 
workstations (Efe & Krishnamoorthy 1995, Zhang 
1996) and cluster computing (Turcotte 1996) are 
becoming the major computing infrastructure for 
science and engineering due to rapid development 
in networking hardware and software technolo-
gies. An important property of these systems is 
that a network provides the same communication 
bandwidth to ali pairs of processors. Hence, our 
analytical results in this paper are directly appH-
cable to these systems. 

Nevertheless, parallel computing on traditional 
message-passing systems with point-to-point di-
rect interconnection networks is stili of fundamen-
tal importance (Stojmenovič 1996). In these mul-
ticomputers, processors communicate by send-
ing/receiving messages that should traverse com­
munication links. Hence, the communication 
overhead is not j ust in proportion to the amount 
of Information transmitted, but also distances 
among the processors. Link contention and traffic 
delay have tremendous effects on system perfor-
mance. It is conceivable that scalability analysis 
for multicomputer systems with static intercon­
nection networks such as meshes and hypercubes 
will be considerable more involved than what we 
have done for bus connected systems and com-
pletely connected systems. It is likely that more 
mathematical tools like queueing theory (Klein-
rock 1976) are required. Since the appearance of 
an earlier version of this paper (Li & Pan 1996), 
there has been grovifing interest in average-case 
scalability analysis for static networks. Though 
some progress has been made in this direction (Li 
et al. 1997), much vî ork remain to be done. 

Appendix 1 

As mentioned in Remark 1, the interprocessor 
communication times are not independent of each 
other; they are positively correlated. Hovî ever, it 
turns out that the effect of such correlation on the 
quality of our analysis of E(rp) is negligible. 

Extensive computer simulations have been con­
ducted to justify the above claim. Table 1 demon-

strates a typical set of experimental data. Let P 
be in the range [10..40]. Assume that 

and 

N = [2 log P] P, 

'logAT 
PAT = 5 N 

The values of P , Â  and piv are given in the first 
three columns. 

Table 1. Expected majcimum interprocessor 
communication time. 

P N 

10 50 
12 60 
14 84 
16 96 
18 108 
20 120 
22 154 
24 168 
26 182 
28 196 
30 210 
32 224 
34 272 
36 288 
38 304 
40 320 

PN 

0.391 
0.341 
0.264 
0.238 
0.217 
0.200 
0.164 
0.153 
0.143 
0.135 
0.127 
0.121 
0.103 
0.098 
0.094 
0.090 

Sim. C. I. Ana. Error 

1479 
1570 
2010 
2170 
2351 
2494 
2790 
2879 
2981 
3072 
3092 
3140 
3674 
3842 
3904 
4075 

0.096% 
0.107% 
0.342% 
0.229% 
0.276% 
1.484% 
0.420% 
0.845% 
1.261% 
1.103% 
1.134% 
0.528% 
1.398% 
0.859% 
1.179% 
1.097% 

1497 
1608 
2104 
2197 
2277 
2349 
2874 
2941 
3002 
3058 
3109 
3157 
3715 
3763 
3807 
3850 

-1.219% 
-2.326% 
-4.476% 
-1.239% 
3.236% 
6.176% 
-2.942% 
-2.095% 
-0.697% 
0.485% 
-0.557% 
-0.543% 
-1.100% 
2.122% 
2.547% 
5.854% 

For each set of P , N, and pN, one hundred ran-
dom parallel programs were generated. The inter-
task communication overhead is characterized by 
a uniform distribution in [a, b], where a = 10, and 
h = 20. Such a distribution yields C = 15, and 
<T2 = 10. 

For each program, the majcimum communica­
tion cost over ali the P processors, i.e., 

m a x (Tcomm(i)) l<z<P 

was calculated. The 100 instances of the max-
imum communication cost were summarized us-
ing the standard method in statistics (Preund 
1981). The fourth column shows the expectation 
of the maximum communication cost obtained 
from simulations (the data have been rounded to 
integers for clarity), and the fifth column gives 
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the 99.9999998% confidence interval, which is less 
than 1.5%. The sixth column provides our ana-
lytical results (rounded to integers), and the last 
column shows the relative error of the simulation 
results as compared to the analytical results. The 
data in the last column is very encouraging, since 
the relative error is typically within ±5%. 

Appendix 2 

To analyze the mean parallel execution tirne 
E(Tp), it is necessary to know the value of Bp. 
Proposition 8 shows that 

R ~ /o 1^^ P log log P + log 47r-67 

where fe is a small constant. For P in the range 
[5..100], which is the typical size for the current 
multicomputer systems, we suggest b = 1.436, 
which is selected such that our estimation is most 
accurate for P = 50. The value oiBp given by the 
above equation is listed in Table 2, where the ex-
act value oi Bp (taken from (Arnold et al. 1992)) 
is also listed for the purpose of comparison. The 
data in Table 2 show that the value of Bp given 
by our closed form estimation is quite accurate. 

Table 2. The value Bp. 

P 

5 
10 
15 
20 
25 
30 
35 
40 
45 
50 
55 
60 
65 
70 
75 
80 
85 
90 
95 
100 

Estimation 

1.18713 

1.55505 

1.74752 

1.87593 

1.97147 

2.04715 

2.10959 

2.16259 

2.20855 

2.24906 

2.28523 

2.31788 

2.34760 

2.37487 

2.40003 

2.42339 

2.44517 

2.46556 

2.48473 

2.50282 

Exact Value 

1.16296 

1.53875 

1.73591 

1.86747 

1.96531 

2.04276 

2.10661 

2.16078 

2.20772 

2.24907 

2.28598 

2.31928 
2.34958 

2.37736 

2.40299 

2.42677 

2.44894 

2.46970 

2.48920 

2.50759 
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A description is given of a computational model for ranking elements of a given set based 
on pairwise comparisons of the elements when the set is large and the comparisons are 
unstructured. The model involves a large sparse overdetermined linear system Cx=d, 
where C is the mxn incidence matrix of a graph with n nodes (elements of the set) and 
m arcs (paired comparisons) and where d is the vector ofobserved differences in worth. 
Under the assumption that the graph has q connected components, simple algorithms 
are given for computing efRciently the corresponding least squares estimation in terms 
of a maximum of q nonsingular dense systems the sum of whose dimensions is bounded 
by n. 

1 Introduction 

A paradigm for ranking elements of a given set in­
volves pairwise comparisons of the elements, each 
consisting of a measured or perceived estimate of 
the difference or ratio of worths of the two items, 
followed by a statistical or mathematical frame-
work for estimating the worths, which are then 
sorted in order to obtain a ranking (Cook & Kress 
1992). The method has roots in experimental psy-
chology going back at least to 1860 in an account 
by Fechner of his extensive experiments examin-
ing Weber's law (Fechner 1860, batschelet 1973). 
Statistical foundations of the method were built in 
the 1950's by several researchers (mosteller 1951, 
Kendall 1955, David 1963). Examples of models 
based on the method of paired comparisons in-
clude the Bradley-Terry model, based on the lo-
gistic distribution and related to the choice axiom 
of Luce, and the Analytic Hierarchy Process pre-
sented by Saaty, based on eigenanalysis of recip-
rocal matrices (Bradley & Terry 1952, Luce 1959, 
Saaty 1977). 

In addition to psychology, the method of paired 
comparisons has applications in diverse disciplines 
such as sports, finance, economics, and pohcy 
making (Saaty & Varga 1991, Cook & Kress 

1992). A prototype example consists of rank or-
dering the participants of one or more chess tour-
naments in order to refiect accurately the perfor-
mance and ability of the players. Applications 
using pairwise comparisons are usually performed 
when the set of items is either small or in some 
sense homogeneous and under controlled condi-
tions to ensure that the comparisons are balanced, 
e.g., in incomplete block designs or linked paired-
comparison designs (David 1963). 

Due to high performance computers, the scope 
of the method can be considerably enlarged to 
the čase when the set of items is very large and 
the paired comparisons are highly unstructured 
or even randomly selected. We outline a model 
targeted for this čase, using a difference scale to 
measure relative worths of pairs of items, based 
on graph-theoretic considerations and on rank 
deficient least squares estimation. ^ Paradoxi-
cally, although the problem appears highly un­
structured, the resulting linear system is in fact 
structured and remarkably simple algorithms lead 
to an efBcient solution. 

^ Parts of the results were presented at the Joint Statis­
tical Meetings in Chicago, IlHnois, on August 7, 1996. 

mailto:miel@cs.unlv.edu
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2 Theorem 
Consider a graph with n nodes and m directed 
arcs, with m ^ n ^ O, in which each node repre-
sents an item with a numerical measure of worth 
attached to it, and where an are from node j to 
node k means that the two items have been pair-
wise compared. Each row of the mxn incidence 
matrix C has exactly two nonzero entries, with -1 
in column j and -fl in column k indicating that 
there is an are from node j to node k. If Xj is the 
worth of the jth item and di denotes the observed 
difference in worth attached to the ith paired com-
parison then the mxn overdetermined system 

Cx = d (1) 

asks to estimate the worths xi,---,Xn knowing 
pairwise differences of observed performances rep-
resented by the arcs of the graph. From graph 
theory (Carre 1979), we knov/ that the incidence 
matrix C has rank n-q where q is the number of 
connected components of the graph. It follows 
that in the corresponding nxn normal system 

Ax = b (2) 

the matrix A = C*C also has rank n-q. Diverse 
methods are available (Golub & Van Loan 1989) 
for finding the general least squares solution of 
the system (1). However the computation can be 
carried out more efRciently by solving a maximum 
of q smaller and nonsingular systems the sum of 
whose dimensions is bounded by n. 

The čase v/ith q=l , when the graph is fully con­
nected, provides a building block for our proce­
dure. This čase can be handled as folIows: replace 
anyone equation of the nxn normal system (2) by 
an appropriate equation 

CiXi + C2X2 -\ h CnXn = C 

thus getting a full-rank nxn auxilliary system 

Ax = b (3) 

whose unique solution can then be used to get the 
general solution. 

Theorem. / / the graph is connected and the 
auxilliary eguation satisfies C1 + C2 + • —f- c„ ^ O 

then the matrix A is nonsingular and the set of 
least sguares solution of Cx = d is given by 

vjhere e 
scalar. 

X = A~^b + se (4) 

(1,1, • • • , ! )* and s is an arbitrarg 

Proof. An outline follows. Since A has rank n-
1, its nullity is 1. The n columns of A sum to the 
zero n-vector. Thus the general solution of Ax=b 
is 

X = x^ + se (5) 

where a;̂  is any one particular solution. In fact, 
(5) is the general solution to the (n-l)xn system 
obtained by deleting any one equation of the nor­
mal system. The addition of the auxilliary equa-
tion yields the nxn system Ax = b. This auxilliary 
system is equivalent to the system 

Xl -s = x'i 
X2 —s 

—s p Xji 

CiXi+ C2X2 + T CnXn = C 

of n-hl equations in the n-M unknowns 
xi,X2,- • • ,Xn,s. Consider the determinant of the 
coefHcient matrix. For I < i < n, subtract Cj 
times row i from the (n -t- l)th row to show that 
this determinant is 7 = ci -|- • • • -|- c„. The con-
dition 7 7̂  O implies that the auxilliary system is 
uniquely solvable. The desired result follows. 

The general solution (4) consists of the nuU 
space of A, represented by the arbitrary vec-
tor x'^ = se, translated by a particular solution 
xP — A~^b. The arbitrary vector x'^ shows that 
since the general solution depends on observed 
differences of worths it is invariant to an additive 
shift. In the general čase with rank n-q, there will 
be q linearly independent arbitrary vectors, each 
corresponding to an additive shift in the worths 
of items in a connected component. 

3 Algorithms 
A simple data structure for storing the incidence 
matrix C consists of two m-vectors MINUS and 
PLUS whose jth elements denote the column in-
dex of -1 and -1-1 respectively in the jth row of 
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C. A key to efRcient computation oi A = C^C 
and b = C^d is the representation of matrix prod-
ucts by outer products of vectors. Given an mxn 
matrix M and an nxp matrix N, then 

MN = coli(M)rowi(Ar) + • • • + col„(M)row„(iV) 

where each outer product colj(M)rowj(A'^) is an 
mxp matrix. Use of the above formula yields a 
remarkably simple algorithm for evaluating the 
matrix A = C'-C: 

atki =0 {i,k = 1,2,-•• ,n) 
For _7 = 1,2, • • • , m do : 
i : = MINUS(j) 
k : = PLUS(i) 
da . — Clii ~r J. 

O-kk : = «fcfc + 1 
aik : = Uik — 1 
aki • — aki — i 
Enddo 

Similar use of outer products yields an equally 
simple algorithm for evaluating the vector b = 
C* d" 

bi:=0 (i = l , 2 , - - - , n ) 
For j = 1,2,- • • , m do : 
i : = MINUS O') 
k : = PLUS(i) 
bi d-i 

bk • =bk + d j 
Enddo 

The first algorithm points to useful properties of 
the matrix A. The diagonal elements are nonnega-
tive and the off-diagonal elements are nonpositive. 
The element an is the total number of arcs to or 
from node i whereas —aik, i 7̂  k, is the number of 
arcs between nodes i and k. 

These properties of A are combined with a la-
belling procedure from graph theory (Carre 1979) 
in order to get an efficient algorithm for identify-
ing the connected components of the graph. Let 
node(i) denote the ith node of the graph. The 
output of the algorithm is a " characteristic" vec­
tor c = [ c ( l ) , c(2), ..., c(n) ] in which c(i) has a 
value j in {l,2,...,q} indicating that node(i) is in 
the j t h component. The algorithm ušes a list T 
and a list Li for each node(i). 

1. Initialize c{k) : = O (A; = 1,2, • • •, n) . 

3. If c{k) / O go to 5. 

4. Find ali nodes of the component containing 
node(k): 

(a) Set q : — q + l, c{k) : = q, and enter k 
in the hst T. 

(b) Let i be any index in T, delete i from T, 
find the list Li oi neighbors of node(i). 

(c) If node(i) has no neighbor go to (f). 

(d) Pick a neighbor node(j) of node(i) and 
delete j from Li. 

(e) If c{j) = O then put j in T and set c{j) : 
= q. Go back to (c). 

(f) If T is not empty then return to (b). 

5. End of the k-loop started at 2. 

In (b), the list Li of neighbors of node(i) is ob-
tained by using the property of A that node(j) is 
a neighbor of node(i) if aij ^ 0. 

At the end of the algorithm the n nodes of 
the graph are partitioned into q components of 
ni,n2,- • • ,nq nodes. Observe that n i + n2 H 1-
Ug = n and that a component with njt = 1 con-
sists of an isolated node which has not been com-
pared with any other node. Items in separate 
components are also nonrankable. The strategy 
for computing the general solution of A x = b is to 
solve the least squares problem corresponding to 
each connected component, simply assigning an 
arbitrary value to the isolated node when n^ = 1 
and using the theorem when n^ > 2, and then to 
embed the resulting q solutions in n-space. 

4 Example 

Suppose that the six elements of a set 
{hi,h2,h3,h4,h5,he} have been pairwise com-
pared as indicated by the following eight directed 
arcs: 

1. hi to /i2 

2. /i2 to hi 

3. /i2 to hi 

4. /i5 to /j3 

5. /ig to /i3 

2. Start loop for A; = 1,2, ,n . 6. /is to he 
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7. /i5 t o /l6 

8. /i5 t o he 

Assume also that element hj has true intrinsic 
worth Wj. The 8x6 system Cx = dis represented 
by the three vectors MINUS, PLUS, d shown in 
the table below: 

i 
1 
2 
3 
4 
5 
6 
7 
8 

MINUS {i) 
1 
2 
2 
5 
6 
3 
5 
5 

PLUS {i) 
2 
1 
1 
3 
3 
6 
6 
6 

di 
W2 — Wl + €-1 

Wi-W2 + 62 

Wi—W2^- €3 

W3-W5 + 64 

WZ-WQ + €5 

WQ-W3, + £6 

WQ-W^ + 67 

WQ,-W^ + 68 

The element di is the observed difference in 
worth corresponding to the i-th comparison, 
namely, the difference in worth between the two 
elements being compared perturbed by some noise 
6j. For purposes of illustration, assume that the 
observations are in fact exact so that each 6i = 0. 
The resulting system of normal equations is then 
given by 

Ax = 

3 
3 
0 
0 
0 
0 

-3 0 0 0 0 • 
3 0 0 0 0 
0 3 0 - 1 - 2 
0 0 0 0 0 
0 - 1 0 3 - 2 
0 - 2 0 - 2 4 _ 

-di +d2 + dz 
di- d2- ds 
di + ds — de 

0 
—c?4 — dr — ds 

-dg + dG + df + ds 

Xi 

X2 

X3 

X4 

X5 

XQ 

Use of the matrix A in the labelling algorithm 
described earlier indicates that the graph has 
three connected components 

{hi,h2}, {/l3,/l5,/i6}, {hi}. 

Since the element /14 is an isolated node that has 
not been compared with any other element, its 
worth cannot be estimated. The worths of the 
elements of the other two connected components 
can be estimated as solutions of a 2 x 2 and a 3 x 3 
linear system of rank 1 and 2 respectively: 

hi 

/12 

hi 

3 
- 3 

h2 

- 3 
3 

Xl 

^2 

hz 
/15 

hg 

X3 

X5 

XQ 

-di +d2+d3 

di-d2- d-i 

/13 /l5 /l6 

3 - 1 - 2 
- 1 3 - 2 
- 2 - 2 4 

C?4 -f dg - c/e 

—di — dj — dg 

-ds + de + d7 + ds 

We obtain fuU-rank linear systems by replacing 
any one equation in each system by an appropri-
ate auxilliary equation. For example, we could 
replace the first equation in the first system by 

Xl = lUi 

and the last equation in the second system by 

xe = WQ. 

The values {ui and vSe are meant to be " reference" 
estimates of the true worths î;l and WQ. Use of 
the theorem then yields the solutions 

xi = il;! -|- si 

X2 — W2 — Wi + uii + Si 

and 

X3 = 

X5 = 

xe -

= W3 - we + WQ + S2 

= W5 - we + we + S2 

- 'W6 + S2 

where si and S2 are arbitrary scalars. Observe 
that if si = 52 = O and idi = vji and WQ = we, 
that is, the reference estimates are exact, then 
the above solutions yield the exact worths for 
XI,X2,X3,X5,XQ. (Recall that we are assuming 
zero noise.) Otherwise, for arbitrary values of si, 
52 and u)i, WQ we get exact differences of worths 
for the computed values, ilamely, Xi—Xj = Wi—Wj 
whenever i, j £ {1,2} or i, j 6 {3,5,6}. 



METHOD OF PAIRED COMPARISONS Informatica 21 (1997) 293-297 297 

5 Conclusion 

Putting the pieces together, the general solution 
to the estimation problem represented by system 
(1) is determined as follows: 

1. The nxn matrix A and the n-vector b are 
computed using the simple algorithms de-
scribed in the previous section. 

2. The matrix A is used in the labelling algo-
rithm to partition the n nodes of the graph 
into q components with ni,n2, • 
respectively. 

Ug i t ems 

3. For each component with n^ > 2, form an 
rikKnk system AkX = h^ of rank n̂ ; — 1 by 
straightforward selection of proper elements 
of A and b. 

4. In each such system AkX = b^, one equa-
tion is replaced by an appropriate auxilliary 
equation in order to get a corresponding non­
singular system AkX = bk-

5. Each nonsingular system is solved using a 
conventional algorithm such as PAk = LU 
factorization followed by front and back sub-
stitutions. 

The theorem is applied on each nonsingular sys-
tem, the q solutions corresponding to the q com­
ponents of the graph are then embedded in n-
space, in order to get the general solution to the 
original system of normal equations. 
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A synergetic analysis of the human Self- environment interaction is proposed from the 
viewpoint ofthe necessary development of human capacity ofhis harmonious involvement 
and viabilityin novel environment. The concept environment, being treated in line ofthe 
Poppers and Eccles thesis ofhumans three worlds would include a multitude ofphysical, 
ecological, mental, socio-cultural, economical, technological and other factors. According 
to the Ashby principle ofrequisite variety, the necessary condition ofhumans successful 
survival and viability in the more and more complex, novel and varying environment 
will be predominance of human 's inherent variety over environmental variety. 
The primary sourceof growth of human's inherent variety - Information and its orga-
nized form - knowledge. Mutual interrelations between Information, adaptation and 
self- organization are specihed. The importance of creativity as Information generation 
source in evolving systems is emphasized. The roles of self-creativity and flexibility are 
considered in the context of interrelations of active and passive adaptation. A possible 
synergetical mechanism ofcreativity is deduced, and the probable routes of development 
of human 's creative potential and creative approach to the problem solving are pointed 
out. The beneficial effect of moderate chaos in adaptation and developmental routes is 
emphasized. 

1 IntroductlOn weusefollowingapproaches: l) conceptsofagen-

eralized non-linear science - synergetics, in par-

During the last decades we have observed so strik- ^'^^^^^^^T- of SO processes of formation of qual-

ing evolution of our world towards its increas- i*̂ *̂ ^̂ ^̂  ^^^^^ «*^t^ '̂ ^' ^^^^ ^ "^ ^̂ ^̂ ^̂ ^̂  P^^" 
ing complexity that a whole set of principally "°"^^^^' ^^^^S *^^ ^asis of adaptation, informa-
novel complex problems - ecological, technologi- ^'°'' P^^esses and of development, and 2) W. R. 
cal, economical, social, psychological - have been ^^^^^ P] prmciple of requisite variety, intrinsi-
emerged. Moreover, most of them (e.g, trans- ^̂ ^̂ ^ connectmg such key concepts as complexity, 
formations in the global ecosystem, scientific- environment and adaptation. 

technological revolution, aggravation of socio-
economical problems, especially in the East Eu- 2 The human three WOrlds and 
ropean countries) are inherently connected with 
such common fundamental concepts as adapta-

his generalized environment 

tion, self-orgamzation (SO), harmonization and y^^^^ considering interaction of an developing 
optimization, m view of an urgent necessity of ^^^^^^ ^ j ^ . ^ changing environment, the term "en-
purposeful development ofhumanpersonanty and vironment" is to be treated as an open non-
his capabihties for successful survival m a novel equilibrium creation including natural environ-
set of complex conditions. ^^^^^ g^^i^l ^ ^ ^ j ^ ^^ ^^^ ^^ artificial environment 

For seeking of basic principles of beneficial de- (i.e., a set of objects, conditions and requirements 
velopment of human Self to such novel conditions having been emerged as the result of human's and 
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societys activities). In particularly, for the pur-
poses of analysis of a " human-environment" in-
teraction, the term " environment" can be under-
stood in Une of C. Popper's and J. Eccle's [11] 
concept of human's three worIds - the set of 1) 
physical and 2) mental objects and states, as well 
as that of 3) mental products. Therefore, the con­
cept environment would include a set of various 
physical, mental, socio-economical and psycholog-
ical factors and conditions. 

In order to reveal basic features of human-
environment interaction as well as the possible 
routes of optimization and harmonization of such 
interactions, especially in conditions of crucially 
changing environment, let us refer to the afore-
mentioned principle of requisite variety which 
states that for successful development and sur-
vival of the given system (e.g., a human), its own 
inherent variety should exceed the variety of its 
environment. Moreover, as a voluntary decrease 
of environmental variety (or diversity) could lead 
to destabilization effects, then the basic problem 
of a human's adequate development in conditions 
of altered environment could be defined in the fol-
lowing way: hov/ should a human organize his 
activities and develop his own worlds, in order 
to enhance his own variety (or his self-variety) 
and, therefore, to provide his favourable adapta­
tion and survival in his changing world and in a 
novel complex environment. 

3 Self-variety factors: 
knowledge, self-organization, 
adaptation 

Let consider possible ways of enhancing of hu-
man's inherent self-variety and specify essential 
factors which determine the growth of self-variety. 
To do this, let develop an unified approach to SO, 
adaptation and information and specify possible 
interrelations between these factors. 

One of the basic routes for systems to evolve 
themselves would be acquisition of such complex-
ity factor as knowledge being a form of organized 
information and envisaged to better comprehend 
the system's functioning in complex environment 
[8]. Moreover, it is reasonable to consider that 
just information, knowledge and meaning will be 
the ways we relate to our environment by means 

of SO processes [6]. In the context of acquisi-
tion of adequate knowledge about the world for 
aims of successful adaptation in novel environ­
ment, among various kinds of such knowledge [7] 
it seems purposeful to distinguish following com-
ponents: a) knowledge about our own abilities (or 
limitations thereof), and b) possible human inter­
actions. 

In order to specify further relations between the 
self-variety growth factors, it should be empha-
sized that both - adaptation and information -
are ultimately based on such concepts as chaos 
and diversity, taking into account that possibil-
ity of adaptation occurence as well as of informa­
tion generation is basically provided by chaotic 
and strange attractors: just such attractors, due 
to random changes in systems s conditions, are 
most capable to create sufficient fiexibility and to 
provide generation and processing of novel infor­
mation [10]. 

Furthermore, the system's adaptability will 
emerge from the systems capacity to anticipate 
environmental perturbations [12]. At the same 
time, one of the basic adaptability components 
would be behavioural uncertainty component of 
adaptability [4]. It is just such behavioural uncer-
tainty which allow the system (e.g., a human) to 
čope with the environment unpredictability and 
to develop non- standard approaches in the pro-
cess of choice and achieving his own aims in a 
novel environment. 

On the other hand, adaptability is the use of 
information to handle environmental uncertainty 
[4] and is brought in, in order to replenish defi-
ciency in the necessary information. The exist-
ing marked uncertainty, corresponding to a lack 
in necessary information in conditions of changing 
environment where there are no certain guidelines 
for actions, is put in the forefront of generation of 
adequate reliable information which is urgently 
necessary for harmonization of human Self in a 
changing environment. 

Further, according to the thesis about a self-
organizing system as a system consisting of an 
organism and its environment [2] as well as a sim-
ilar viewpoint about a system with self-learning 
ability as reacting with an environment at two dif-
ferent levels [13], one should distinguish a "pure" 
or passive adaptation (i.e., a system is mainly 
evolving in its environment) and active adapta-
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tion where the system evolves its environment. 
The dual nature of human adaptation is due 

also to following point: environmental novelty 
could be formed by two distinguishing phenom-
ena: a) the processes in a local area of human Self, 
and b) the second-level adaptation of the local en­
vironment to more global environment. On this 
level, due to duality of local environment (being 
the adaptation target as well as adaptation sub-
ject), it is reasonable to expect synergic coadapta-
tion of the human Self and of his environment to 
global environment and its requirements to virhich 
is faced up a developing human Self. 

4 Creativity - its synergetical 
mechanism and possible 
stimulation ways 

For the problem of harmonious involvement of 
a human into a changing environment seems to 
be essential that between "traditional stabilizing 
adaptation and active self-creativity various ten-
sions exist " [13] which have harmonizing func-
tions and are manifested most strongly at the bor-
der between passive and active adaptation. Just 
this border region is characterized by optimal liex-
ibility which is necessary for beneficial multilevel 
coadaptation of humans and of their environment. 
In particularly, a human should also by himself 
create such environment, in order to provide most 
favourable conditions for development of his own 
Self. 

Thus, we bring in consideration the creativ-
ity problem and specify mutual interrelations be-
tween active self-creativity, Information and adap­
tation. In conditions of crucially changing envi­
ronment where there are numerous degrees of free-
dom for the system to evolve, just the necessity of 
flexible thinking and of generation and/or acqui-
sition of novel Information comes in the forefront, 
which will provide creative reaching out of the 
system's own boundaries [3], where "under self-
creativity and adaptability self-organizing system 
will reach the upper limit of ordinary environment 
at the end of evolution by gradual and sudden 
changes and finally break the limit of ordinary 
environment" [13]. 

Thus, we consider creativity as the Information 
generation source for a developing system, in or­

der to design its evolving activities towards its 
adaptation to a novel environment, which pro-
ceeds mostly due to SO processes, often being ini-
tiated by small internal as well as environmental 
fluctuations or "stressors" of different nature. To 
reveal a possible synergetical mechanism of cre-
ativity, let us note: according to neurobiology 
and non-linear physics data, SO is a fundamen-
tal principle of structure and functioning of hu­
man brain. Neural networks (NNs) of the brain 
possess the main features for a generalized net 
to be a self-organizing system high level of com-
plexity, functional redundancy, distributiveness, 
hierarchical organization and multifunctionality. 
Besides, NNs themselves are capable of SO and 
of various modes of Information processing, (e.g., 
formation of and associations) [1]. 

An elementary creative act we refer to genera­
tion of dissipative structures (DS): various fluctu­
ations, inherent to macrosystems (also to NNs), 
v/ould, due to their amplification capability, cause 
a rise of DS in the brain [5]. Such structures we 
treat as qualitatively novel states of neural inter-
connection and activity patterns. Subsequent fix-
ation of spontaneously arisen novel combination 
of associations signifies the generation act of novel 
Information. Such qualitative jump in generation 
of novelty one can refer to the jump into the re­
gion which is hardly accessible from the classical 
logic's approach. Thus, due to self-creativity, self-
organizing systems in this čase break through the 
tie of the old structure and stay outside the old set 
of stases(a set of steady states) [13] so, breakdown 
of classical logic in creative act embodies Godel's 
incompleteness in evolution of self-organizing sys-
tem. 

EfRcient use of available elements of Informa­
tion and knowledge for beneficial development of 
human Self in a novel environment would require 
a proper creative potential and "špirit" or readi-
ness, especially in čase of considerable environ­
mental uncertainty. So, in conditions of a multi-
tude of environmental agents there rises the ne-
cessity of tuning of a human to the dominance 
state which is characterized by synergetical slav-
ing of neural activities towards problem solving 
and, therefore, providing a more reliable route of 
evolutionary SO. A possible mechanism of syner-
gistic strengthening of creative actions over the 
competing ones could be internal motivation. A 
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possible route to develop creative potential would 
be training (at first, for children) of associative 
right-hemisphere thinking, by means of various 
arts activities. 

5 The role of chaos in 
adaptation and development 
of human Self 

Besides the aforementioned essential role of chaos 
and uncertainty in adaptation and creativity pro-
cesses, one should emphasize such fundamental 
tendency of most of complex systems - to be-
have between chaos and order [9]. Therefore, j ust 
on such border region between traditional states 
and the novel stili uncertain factors, will most 
likely emerge the necessary for a human high 
fiexibility and efHcient adaptability and, in gen­
eral, sufficient level of complexity and self-variety 
of a developing system. Also, in creativity there 
should exist some optimal combination of order 
and chaos elements, in particularly, in the state 
of moderate chaos near the order-chaos border 
region. Such a state would assist to destroy rigid 
thinking schemes and, thereby, provide favourable 
conditions for a rise of broad spectrum of various 
versions of the problem solution, thus favouring 
to finding most optimal routes. 

Regarding to human's adaptation to increasing 
complexity of social interrelations, the problem 
arises: how to solve and minimize possible contro-
versies and conflicts being natural by-products of 
development processes. It is just an intermittent 
chaos in interpersonal relations (Nicolis, 1986) 
which would prevent such conflicts, by ensuring 
that one's person's internal SO would not destroy 
the other person's SO process. It is purposeful 
to recommend to develop concerted, mutually 
contributing SO processes, as "self-organizing one 
another means to create and maintain conditions 
allowing the richness of human relations with a 
view to increasing the possibilities for aH" [14]. 
Thus, moderate chaos in the sense of flexibility of 
interpersonal relations would ensure proper self-
variety. 

6 Conclusion 

Using inter-disciplinary approach and concepts of 
modern non-linear science, we have studied fea-
tures of human environment interaction (where 
"environment" is treated in its extended sense as 
a set of physical, mental, social and other factors) 
and revealed typical elements of human adapta­
tion and development of his Self in conditions in 
crucially changing environment. The favourable 
effect of chaos-order border mode on efflcient de-
velopmental and evolution routes, in particularly, 
on passive and active adaptation and their op­
timal balance, flexibility, Information generation 
and creativity is deduced. A key point of human 
favourable adaptation to novel complex environ­
ment would be growth of human's self-variety by 
developing his self-creativity, SO and his knowl-
edge about his novel environment. 
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The sorry state ofbusiness information systems is no longer a secret. Since 1968 we have 
had a computer science curriculum which is supposed to provide us with properly trained 
graduates to handle the problems related to this new technology. But there is criticism 
of those graduates voiced from various quarters. They have been very helpful developing 
this new technology, but they have failed to satisfy the needs of those who in search for 
information expected to benefit from the £ow of data facilitated by computers. This 
prompts the question: what is this information anyway? Computer scientists assert 
that information is just data processed by computers. I will show that this view is 
unacceptable as it causes considerable harm to information systems now, and is likely 
to have a negative impact on the information society. We need a clear understanding of 
the term "information", the most fundamental term for the Information Age. 

1 Semantic Trap for Humans We spend mind-bogghng amounts of money on 
fKrvt 19961 information processing. Lately, looking for rea-

sons why productivity growth slowed down con-

The sorry state of information systems or "the ar- siderably in the mid 1970s despite two decades 
tifacts (the combination of technology, data and »^ exploding investment in computers, some 
people) that produce the information resource economists have suggested that benefits promised 
for use by individuals, organizations and soci- ^^m investments in this technology have not ma-
ety" (AIS 1995) is a fact. Our society is fasci- teriaUzed. (Little, 1997) 
nated with technology, fooled by the deification Unaware of ambiguity of terms used, we fall 
of computers and the hype fed to people by nu- into a treacherous semantic trap which results 
merous self-serving powerful lobbies, attempting in havoc and wasted resources in information 
to silence our concerns. systems applications, academic curricula, re-

Decades which have been spent on academic search, and information highway discussions. Be-
quantitative research on the need for end users to sides the term "information," computer scien-
be involved in information systems development tists, when they speak about "cognition", "per-
activities seem like wasted tirne. Information sys- ception", "learning", "intuition" and "thinking", 
tems specialists graduating from computer science give the terms a meaning very different from those 
programs are disappointed and confused. They that we attach to human functions bearing these 
know computer programming and use the best names. 
technology, yet, when they build information sys- To end this confusion, our information sys-
tems, they often fail to cause the expected in- tems function specialists who conceive, design, de-
formation in targeted humans and achieve their velop and implement the organization's informa-
satisfaction with the systems. tion and communication systems (AIS 1995) have 

mailto:jkryt@acs.ryerson.ca
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to accept, as most of us do, that information for 
humans is data of interest to the receiver that af-
fect recallable memory. Everything else outside 
the mind of the receiver is data, even that which 
the potential informer considers to be valued in­
formation. The current mindless alternating of 
these terms in Communications has to stop. We 
ali have to say so forcefully, as "[s]emantic and 
methodological discussions are to the ears of some 
scientists what symphonic and chamber music is 
to the tone-deaf. They do not hear anything that 
makes sense or seems to matter." (Machlup 1983) 

The phenomenology of human cognition is the 
cornerstone on which I will build my interpreta-
tion of the term "information." The brain is not 
simply a meat machine, as Minsky says. (Weizen-
baum 1995, p. 259). Humans, unlike comput-
ers, have bodies, instincts, feelings, life experi-
ence, intuition, common sense, common knowl-
edge, values, personal knowledge, wisdom, and 
beliefs which guide their interests and choices. 
Because of our limited speed and ability to select 
and process data coming at extreme rates from 
computers, we allow only a small proportion to 
reach our cognitive structures. We ignore, as it 
were, the rest to avoid data overload and mental 
chaos. 

In this paper I will begin with what is hurt-
ing us: the failures of many information systems. 
In turn, I will describe the saga of computer sci-
ence curriculum. Some have begun to question 
its relevance. Comments come from various quaj:-
ters and the critics axe getting organized. I will 
examine the history and use of the terms "data" 
and "information" to understand the unnoticed 
persistent confusion in the use of these terms. Fi­
n a l i the study of human cognition and the anal-
ysis of what we experience on the Internet will 
enable me to determine the underlying cause of 
the information conundrum and redefine the term 
"information." 

2 Why Do Information Systenis 
Development Projects Fail? 

Failures of computerized information systems in 
the private sector are usually denied or kept se-
cret. One can hardly imagine conducting a suc-
cessful survey asking IS managers to report on 
their failures! You hear these stories occasionally 

in confidential, hushed conversation, at the con-
clusion of cocktail parties. In the public sector, 
however, they are discovered routinely by gov-
ernmental auditors. This was the čase with the 
Canadian air-traffic control system. The failure 
of an Automated Trading Floor at the Toronto 
Stock Exchange to materialize as announced, was 
repeatedly noted in the press. It was the com­
mon knowledge that the Denver airport estab-
lished new record numbers of travelers tracing 
their misdirected suitcases. The costs of these 
projects run into tens or hundreds of millions of 
dollars. 

"Computerized systems do not do, what they 
are supposed to. The failure of the information 
technology industry to be able to build reliable 
systems within a specified time frame, for a set 
priče, is no secret anymore." (Rowan 1995) 

It is not always clear what constitutes the fail­
ure of a system. Is it the project not being finished 
on time or within budget, or is it the project not 
being finished at aH, or finished but not imple-
mented, or if implemented, sabotaged, not used, 
or used only for lack of anything better? The fig-
ures quoted are very unreliable as one can hardly 
imagine conducting a successful survey asking in­
formation systems function managers to report 
honestly on their failures! 

The figures arrived at by the US General Ac-
counting OflSce are a biased sample. They cover 
systems that were investigated because the office 
considered that they were on the point of fail-
ing (Glass 1994). The reality, however, remains 
that systems fail, that the information systems 
industry is doing soul-searching, and that "hor-
ror stories of long delays and serious foul-ups are 
forcing information technology consultants to de-
velop tools to rebuild client confidence." In their 
own words, they admit that "if you are looking 
for a major front-end fault in the whole process, 
the projects are often technology-driven and not 
business-driven." (Rowan 1995). 
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3.1 

The Saga of Computer 
Science 

End Users Become First 
Programmers 

A Computer science curriculum was published in 
the USA in 1968 by the Association for Comput-
ing Machinery in order to prepare graduates for 
work in this new domain. 

"Basically computer science programs are fo-
cused on computer programming, logic, and 
mathematical problem solving. Reference is of-
ten made to information processing, but the term 
data processing is often more correct. Criteria 
such as user needs analysis and a global view of 
the definition of the problem that an application 
is created to solve may be of secondary impor-
tance." (Debons et al. 1988, p 33) 

Computer manufacturers loved graduates who 
were "computer- literate." We have to give them 
due credit for their contribution to progress in 
technology and systems software. 

They were not, however, "people-literate." or 
"business-literate." With more powerful machines 
and languages, business applications such as in-
ventory control and sales forecasting were more 
complex, needing more of human decision making 
expertise. Integration of systems was attempted. 
The elementary lack of familiarity of computer 
science graduates with business began to show in 
voluminous and useless management information 
systems reports and failures of our systems. 

At this time some computer science depart-
ments organized cooperative programs (called 
sandwich programs in the UK). Maybe it was not 
intended this way, but in reality computer science 
students alternating periods of study and employ-
ment, through osmosis were getting some educa-
tion and training in business knowledge and pro-
cedures, at the expense of the industry that hired 
them. Nevertheless, many of them would return 
to what they liked best - dealing with obedient 
machines away from end users. 

3,2 Computer Science has a Powerful 
Lobby 

Computer science has a powerful self-serving 
lobby. We ali know hov/ niče it is to teach pro­
gramming in any of a large number of languages. 

There is a valuable windfall to boot: 
"[T]hose who cultivate competence in the use 

of new technology become an elite group that 
are granted undeserved authority and prestige by 
those who have no such competence. [They] accu-
mulate power and inevitably form a kind of con-
spiracy against those who have no access to the 
specialized knowledge made available by the tech-
nology." (Postman 1992, p. 9). 

Academics have an enormous appetite for 
cutting-edge technology. Universities receive gen-
erous donations of hardware and software. Ev-
erybody enjoys this clever marketing strategy of 
vendors. Roszak (1986, p. xi) wrote that "Gifted 
minds in the field of computer science have joined 
the cult [of information] for reasons of power and 
profit." 

In a similar vein, Dreyfus and Dreyfus (1995 p. 
428) complain that the supporters of strong ar-
tificial intelligence (Al) "had undisputed control 
of resources, graduate programs, journals, sym-
posia, etc , that constitute a flourishing research 
program." Herbert Simon, the champion of strong 
Al, in supporting his philosophical position, un-
wittingly confirmed this criticism himself, stress-
ing the rate of new publications on Al as a proof of 
the scientific success of the research. That was the 
way he tried to refute the statement that mean-
ingful progress in Al had slowed down, if it had 
not altogether stopped (Simon 1995, p. 245). 

There were numerous cases of individual re­
search funding. At least one researcher pub-
licly complained that because of a non-disclosure 
clause, he ran "into the problem of reporting re-
sults" of his study involving introduction of mi-
crocomputers into the schools. A colleague of his 
spoke bitterly about the takeover of computer ed-
ucation by commercial forces, out of the hands of 
educators (McLean 1985). It is common knowl-
edge in North America that educational software, 
until now, has been scarce and of poor quality. 
Vet the bulk of funding always goes for hardware! 

Big expenses for advertising budgeted by com­
puter manufacturers helped to make the newspa-
pers very technology-friendly and eager to print 
articles fuU of hype. Scare-mongering was com­
mon. The public was constantly admonished: 
"Your children will be eating in soup kitchens if 
they do not have a computer now." Programming, 
misnamed "problem solving," would supposedly 
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spare them this misery. Nowadays, the similar 
threats are addressed to women, the current tar-
get group. 

For years employment ads in newspapers and 
journals prepared by human resources depart-
ments in organizations required a computer sci-
ence degree for any job related to computers. 
Rare were the exceptions to this practice, made 
only at the request of smart information systems 
managers. This produced a computerized per-
petuum mobile - an infinite loop. 
A. Students were told to enroll in computer sci-
ence programs. 
B. Human resources departments, not knowing 
any better but playing it safe, required a com­
puter science degree for any job related to com­
puters. 
C. Quantitative surveys, in turn, were ali this time 
"discovering", that computer science is the most 
frequently required qualification for any job re­
lated to computers. 
D. GO TO A. 

By 1967 some Schools of Business began to 
train systems analysts, knowledgeable in busi-
ness administration, programming and informa­
tion systems development functions. Alas, these 
schools did not stand a chance in face of the es-
tablished computer science stronghold. 

and train internally than to go outside to look for 
the right person for the job. And new employees 
go through intensive training to get them up to 
speed on [the company's] way of doing business." 
(Wintrob 1995). Eleven years earlier, the chief of 
corporate IBM research, together with the com-
pany psychologist, had objected that 

"There is rarely any explicit requirement for 
any courses on human factors or basic psychology. 
It is quite possible for a person to earn a Ph.D. 
in computer science, anticipating a lifetime career 
building tools for human beings to use, by spend-
ing several years learning how computers work, 
and yet no time learning how human beings work" 
(Branscomb, Thomas 1984). 

This produced concerns about usabiHty and the 
human-computer interface focused on technoIogy 
such as use of color, icons, the mouse, the key-
board, an ergonomic profile of the desk, (cf. Nor­
man 1990) but not on data provided to humans. 
"[E]fective information management must begin 
by thinking how people use information - not 
with how people use machines." (Davenport 1994, 
p.120) 

4.2 Criticism Prom Computer 
Scientists 

4 Computer Science 
Curriculum Under Fire 

4.1 Misgivings on the Part of Industry 

Companies "hiring from universities complain 
that graduates don't have the right skills to do 
the jobs they are hired for ...[and] that students 
aren't being taught the right skills needed for the 
real world." Such were the findings of a leading 
Canadian university in 1995. In a recent panel, 
other universities defended their positions with 
well- known arguments: Preparing graduates who 
in their long-term professional careers are able to 
adapt to ever changing technology, universities do 
not have the time to make graduates immediately 
productive in the company. 

It is symptomatic that in the same debate, a 
major computer vendor said that her company 
invests a "huge amount of money in training em-
ployees. Generally, [it] is more likely to promote 

Computer science graduates should broaden their 
research agenda "to the increasing number of 
business, commercial, scientific, and engineering 
problems that have (or ought to have) a signifi-
cant computing component." Such was the con-
clusion of a 1992 report entitled "Computing the 
Future" It was prepared by a high-powered USA 
committee. The authors in one of the recommen­
dations required "Ph.D. students either to take a 
graduate minor in a non-Computer Science & En­
gineering field or enter the Ph.D. program with an 
undergraduate degree in some other science or en­
gineering or mathematical field." (Hartmanis, Lin 
1992, p. 8) 

For students planning a career in business infor­
mation systems an undergraduate degree in busi­
ness administration would be my logical choice. 
This idea is also the essence of articles in In-
formatyka (1994) and of recommendations of the 
Council of European Professional Informatics So-
cieties (CEPIŠ 1995). 
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4.3 Questions From Information 
Systems Academics 

In October 1995, the following message was 
posted on the ISWorId discussion list: 

"Is there a difference between technical pro­
gramming skills and generalized systems analysts' 
competence? It has been my experience that com-
panies want systems analysts who understand or-
ganization systems and programmers who under­
stand computers. It has also been my experience 
that the skills needed for creating new technolo-
gies and the skills needed to integrale new tech-
nologies into existing systems are different and 
usually mutually exclusive. It is a rare person 
that can do both. The traditional skills of a sys-
tems analyst (being able to look at an organiza-
tion and analyze how it works) are stili in great 
demand..." (Binning 1995) 

In my concise response, to reinforce this mes­
sage to ali members of the list, I deliberately used 
recent stereotypes: 

"We know that what you see depends on where 
you sit. This is why an end-user (business-
oriented) views the target system differently than 
a technical expert (computer science-oriented and 
-trained). The corollary is that in computerized 
systems development it would be wrong to say to 
the user, "What you see is what you get" unless 
the technical expert knows something substantial 
about the context of the user's work and business 
environment. Then he can discuss intelligently 
and effectively users' requirements, without a 
need to make arbitrary assumptions (often wrong) 
in the design and programming stages. A good 
combination in my experience is the program [of 
studies] combining 75% of business management 
courses with 25% of SAD [Systems Analysis and 
Design courses] and programming." (Kryt 1995). 

Many messages on the Internet in the last two 
years concern the contents of Information sys-
tems academic curriculum. Here is an example 
of strongly worded advice: 

"It seems as if some members of the IS com-
munity stili haven't internalized the oft repeated 
messages that user requirements drive the pro-
cess; that errors in the requirements phase take 
1000 times as long to fix as programming errors 
and 100 times as long as detailed design errors and 
10 times as long as logical design errors; and that 
quality is heavily reliant on the very first phase 

[of Information systems development]." (Clarke 
1996) 

Other letters have questioned the need for 
tenured faculty to teach programming or soft-
ware package courses, which have masqueraded 
as Information systems courses. Some messages 
report that in response to the objections by 
non-information-systems faculty a few universi-
ties have simply removed Information systems 
courses from programs. 

4.4 Harmful Technical Intermediaries 

Instant and continuous feedback from receivers 
of our messages is essential in human Communi­
cations to maintain their interest and the high 
proportion of data that will evoke Information in 
their minds. But equally important is our ability 
to direct our correct message to the right receiver. 
Person. A, the speaker, the writer of a letter, or 
the author of a book, pays a great deal of atten-
tion to that to ensure that person Z will receive 
what he sent. 

This process becomes very complicated in the 
čase of computerized Information systems because 
of the need for computer-science trained systems 
analysts and programmers, who, however, typi-
cally are not knowledgeable in the subject matter 
to be computerized. 

l).User A explains to analyst B, who later, with 
what he understood, instructs programmer C how 
and what should be communicated to user Z. Pro­
grammer C adds his own interpretations and as­
sumptions. The first distortions of the message 
appear: 

Direction of flow of instructions: ======» 
User A ===» Analyst B ~ " ~ \ _ / ~ . » Pro­

grammer C - / \ _ I \ ~ / \ » User Z 
2).User Z, in turn, explains to analyst B, who 

later instructs programmer C, what output he 
hopes to receive from the system that they are 
designing for him and what input he thinks user 
A should feed to the system. Direction of flow of 
instructions: <<====== 

User A << / Programmer C 
« " " \ _ / " ~ \ . ~ Analyst B «=== User Z 

3).Information systems experts B, and C try 
to understand and reconcile the explanations of 
both A and Z, whose functional domain is to them 
mostly unfamiliar and of little interest. They try 
to grasp how ali this should be done. They design 
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the system. Where they are not quite sure what 
A or Z wanted them to do, instead of asking for 
additional ciarification, they make assumptions -
frequently wrong ones. They tend to include their 
own "elegant" technical solutions. Users A and Z 
occasionaIIy try to check what's going on in the in-
formation systems development. Because of their 
own technical ignorance and the technical jargon 
used by experts, this is usually inconclusive, as 
they are unable to talk intelligibly to each other. 
At the completion of the project, instead of the 
expected fiawless Communications: 

User A «===========================» 
User Z 

they get distorted messages, like in the game of 
"broken telephone." 

User A «'"\J~'-' 
###\ » User Z 

- - - - \_ - "===/\/\-

There is a difference: in the game the distor-
tions in communication produce hilarity; in In­
formation systems they produce huge financial 
losses. The system is a failure. 

These considerations about how people com-
municate, what data people select, and how they 
"construct" Information are extremely important 
for ali who deal with these concepts, from Infor­
mation systems analysts developing a system, to 
academics designing a curriculum, to agencies in-
volved in the debate about the Information high-
way, to... futurists probing the unknown. 

The controversy about various aspects of com-
puterization of society has been present from the 
times of Norbert Wiener (1948). In a 1991 book 
we find 746 pages of articles, most of which raise 
searching questions about the new technology and 
its applications in society (Dunlop & Kling 1991). 
These are strong winds of change, and more have 
come since. 

Thus far, I have examined the symptoms of 
our information systems development malaise and 
some remedies suggested both by industry and by 
academia. Now I will deal with the meaning of 
this key term "information", which has preoccu-
pied me for years. First, a little history. 

5 From Oral Tradition to the 
Internet 

5.1 Era of Scarcity of Da t a 

From 15.000 to 3.100 B.C., it took humanity at 
least 12 millennia to pass from oral to written 
Communications, (see Table 1) In oral commu­
nication, data were scarce, the subject was of vi-
tal interesi to the partners, face-to-face situations 
would allow them a perfect bi-directional feed-
back and maintenance of high interest and accu-
racy of the message. Whatever data people were 
exchanging would become interesting information 
for both of them. "[H]umans achieved economical 
and effective distribution of information through 
existing channels in natural and intuitive ways." 
(Dervin, Nilan 1986, p. 1) Those were "the good 
old days when human talked directly to human 
and through gesture, talk, song, story, drum, and 
crafted sign and picture conveyed to each another 
something we call information." (ibid. p. 2) 

At that time there was no need for a distinction 
between data and information. 

Written tradition was initiated by counting. 
Simple notched-stick tallies or pebbles gave way 
to more complex tokens and incised tablets. It 
was as late as 3.100 B.C., in Sumer, that we 
can find abstract numerals, ideographic writing, 
and phonetic coding (Logan 1995). Writing dom-
inated human Communications for the next 4.500 
years. There were 30.000 books in Europe by the 
middle of the 15th century (Ramo 1996). "Fifty 
years after the press was invented, [i.e., by the 
year 1500] more than eight million books had been 
printed" covering a wide variety of subjects "in-
troducing the age of information" (Postman 1992, 
p.61) that I would more accurately call the age of 
data. 

I submit that the appearance of a citation dat-
ing from 1646, which supports the definition of 
datum as "a thing given or granted; something 
known or assumed as fact..." (The Oxford... 1989, 
p. 264) was the direct result of this sudden explo-
sion of data available to the readers. 

5.2 Era of Flood of Data 

With radio (1920) and television (1945) the air 
waves became saturated with sound, text, and 
pictures aimed at everybody and therefore at no-
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Approx. date Medium of communi­
cation 

Volume of data avail-
able to society 

Use of terms "Data" 
and "Information" 

15.000 B.C. 

3.100 B.C. 

1456 

1646 

1800 

1840 

1920 

1945 
1990 

Oral tradition Dis-
course 
Tally, tablets, phonetic 
alphabet, manuscripts 
Gutenberg . Printing 
press 
Printing spreads 

newspapers appear 

Telegraph, Photogra-
Phy 
Radio 

Television 
The Internet 

Scarcity of vital data 
to solve problems 
By 1456 only 30.000 
books in West. Europe 
By 1500 8 miUion 
books 
Variety of subjects cov-
ered 

Volume of impersonal 
data grows 
Data become commod-
ity 
Rapid saturation with 
impersonal data. Some 
data not selected 
As above 
Flood of data. 
Mismatch of hu-
man/electronic speed 
& volume 

If terms used, no dis-
tinction implied 
As above Information 
first quoted in 1330 
No distinction in gen­
eral use 
As above In 1646 data 
first quoted in the 
modern sense 
No distinction in tradi-
tional general use 
As above 

As above no distinc­
tion in traditional use 
of terms 
As above 
As above. Differen-
tiation of data and 
Information is VITAL 
NOW 

Table 1: History and Evolution of the Terms "Data" and "Information." 

body in particular. They were directed at poten-
tial receivers whose interest was estimated statis-
tically, by polls, or by wishful thinking of mar­
keting managers. Then, within a mere 25 years, 
the facsimile and the Internet, with email, multi-
media and virtual reality, annihilated the global 
space. 

With the increase in use of unnatural channels 
offered by the new communication technology the 
equality betvî een data and Information gradually 
vanishes. The more we distance ourselves in Com­
munications from face-to-face discourse and con-
tinuous, instant feedback, the smaller the propor-
tion of data that evokes or causes Information. 
One can question how much of the Information 
at the receiver's end is caused by the source? 
(Mingers 1995, p. 289). In discourse this link be-
tween the source and the receiver is very strong 
and much Information is caused by the source. It 
is weaker in the čase of print and very weak for 
mass media, where it can be simply refused by the 
targeted receiver, who wants to stop meaningless 
data overload and the mental chaos it produces. 
On the other hand, these technologies, enabling 

ease and speed of Communications and the exis-
tence of nearly continuous feedback or even quasi-
physical presence of distant partners, may give us 
the illusion of a face-to-face discourse. Used judi-
ciously, they may be helpful in improving human 
Communications. 

5.3 Our Defenses 

This data overload happens at a time when ali 
our traditional defenses against useless or unwel-
come data are down. In the past we had social 
institutions which advised us on how much value 
we must give to data: 
1) Courts of law with their strict rules of evidence 
told us what to consider as true. 
2) School-designed curricula assigned priorities 
to what was worthwhile to learn. 
3) Families, would decide what was suitable for 
children to know. 
4) Political Parties suggested to people what 
value to assign to political events and commen-
tary. 
5) Religion and 
6) The State, were important institutions that 
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controUed unwanted data. 
7) The theory of science guided scholars. 
8) Marxism used to control the thinking of 
millions. (Postman 1992, p. 73 - 80). 

Ali these institutions are now under attack, 
losing their authoritative status, at a tirne 
when technology has exponentially increased the 
amount of available data. There is also a dras-
tic mismatch between computer extreme speed to 
supply data and the slowness of human mental 
processing. 

Many authors report that we experience 
"[ijnformation anxiety [that] is produced by the 
ever-widening gap between what we understand 
and what we think we should understand... We 
read without comprehending, see without perceiv-
ing, hear without listening" (Wurman 1989, p. 
34). 

We have to control our boundless greed for 
more Information, to avoid overloading ourselves 
with data that we are unable to process properly 
into Information. "An excess of Information may 
actually crowd out ideas, leaving the mind dis-
tracted by sterile, disconnected facts, lost among 
shapeless heaps of data." (Roszak 1986, p.88). 
"Data, data everywhere, and not a thought to 
think." (Shera 1983, p. 384). 

I will turn now to the human cognition: what 
do we do, when we see or hear something, or more 
to the point, when we receive, perceive, under­
stand or interpret messages on the screens, exam-
ine reports, and interpret signs and graphics. We 
may not realize it, but we do ali this in a special 
way. 

6 Phenomenology of Human 
Cognition 

6.1 This Fickle Selective Vision and 
...Information 

First let us examine an easier, popularized de-
scription of human perception: 

"When someone asks, "Do you see what I see?" 
there's a simple answer: 'No.' What we see is as 
individual as our personalities, not only because 
of differences in our eyes but because of what oiir 
minds make of the scene. "What happens de-
pends on our experience and the task we have in 

mind," says Dr. David Wilhams, an optical re-
searcher at the University of Rochester. "If I am 
looking at my room, what I see depends on what 
I'm trying to accomplish. If my goal is to go out 
the door, I will interpret the scene differently than 
if I am searching for a book." And while it's com-
mon to speak of the mind's eye, there's no master 
screening room in the brain that turns what our 
eyes see into a picture. The brain v/orks on many 
levels simultaneously to give meaning to what we 
see." (Immen 1995). 

The philosopher and expert on human intelli-
gence and artificial reason, Hubert Dreyfus, de-
scribes the same process in rigorous scientific 
terms, for those who prefer them: 

"So how does the brain do it? No one knows. 
But certain facts seem relevant. First, it ap-
pears that experience statistically determines in­
dividual neural synaptic connections, so that the 
brain, with its hundreds of thousands of bil-
lions of adjustable synapses, can indeed accu-
mulate statistical Information on a scale far be-
yond current or foreseeable computers. Second, 
the reinforcement-learning procedures now be-
ing studied generally produce simple stimulus-
response behavior in the sense that the input, a 
situation description, maps directly forward into 
the output, an action or situation value. The 
brain clearly has internal states that we expe-
rience as moods, anticipation, and familiarities 
that are correlated with the current activity of 
its hidden neurons when the input arrives. These 
are determined by its recent inputs as well as by 
the synaptic connection strengths developed on 
the basis of long-past experiences, and these as 
well as the input determine the output...[T]here 
is evidence that the internal brain state inter-
acts with an input and then feeds its output 
to motor-control neurons as well as back into 
the input pathways, affecting receptors through 
motor control so that they actively seek Infor­
mation, and simultaneously influencing perceived 
relevance through the feedback into input path-
ways. This would be the brain basis of the 
phenomenon of global sensitivity that enables a 
skilled person to see directly what is relevant in 
his or her skill domain. This feedback, based on 
the interaction of sensory input and internal brain 
state, would be powerful mechanism for dealing 
with Information pickup and relevance problems, 
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but currently no details of this mechanism are un-
derstood or even hypothesized in a way that could 
guide Al research."(Dreyfus 1992). 

Checkland says that '"information equals data 
plus meaning'. That is, by attributing [in our 
mind] meaning to data, we create information." 
(Checkland and Scholes 1990, p.303). Enactive 
cognition, as discussed by Varela (1991, p.9), is 
based "on the growing conviction that cognition 
is not the representation of a pregiven world by a 
pregiven mind but is rather the enactment of the 
world and a mind on the basis of a history of the 
variety of actions that a being in the world per-
forms." Ali the views in this section use slightly 
different terminology but appear to come from the 
same cognitive research. 

As a metaphor for the process of selective vi-
sion, we can consider the way we read our newspa-
per. Various sections contain what the publisher 
intends to become information for us. Each sec­
tion potentially interests somebody. But what-
ever the publisher thinks about these sections, if 
after a very superficial scan, I discard one because 
it does not interest me, I throw away not my in­
formation but some data presented to me. I sub-
jectively decide in my judgment what out of this 
flood of data meets my requirements and deserves 
a plače in my memory. The same applies to books, 
radio, surfing the Internet and... 500 TV channels 
of the "Information Highway." 

Data presented to their intended receiver in a 
variety of formats have to meet his subjective se-
lection criteria. Using information systems devel-
opment terminology, we would say that input and 
output data have to satisfy the requirements of 
the system as defined by the end user in coopera-
tion with the information systems expert. Using 
a metaphor, we can compare input and output 
data meeting these criteria to a color print that 
one wants to see. A system's requirements are 
equivalent to the negative to be prepared by in­
formation systems experts, without the help of a 
modern camera. It looks so different, yet must 
produce the desired color print. In practice, it 
often doesn't! 

6.2 Information Does not Equal Data 
There is some controversy over the definition of 
data that most of us consider as things that have 
been given. Some authors define them as facts 

in isolation, others as records stored in a com-
puter. Debons (1988, p. 8) proposes a standard 
definition. "Data: letters, numbers, lines, graphs, 
and symbols, etc , used to represent events and 
their state, organized according to formal rules 
and conventions." Buckland, (1991, p. 46) sees 
it differently: "There is a tendency to use data 
to denote numerical information and to use text 
to denote natural language in any medium, but it 
is wise not to assume any firm distinction among 
data, document and text." In this paper I want 
to focus on the semantics of information. 

There is a growing number of serious re-
searchers, experts, and top business consultants 
like Peter Drucker, •who voice the view that data 
and information are not synonymous. They think 
that data, in order to acquire the status of infor­
mation, must be processed by the cognitive sys-
tem of the receiver. I forgot that it helps to find 
out what other disciplines have to say on subjects 
of our research, (Boulding 1956) and I quoted a 
number of them in an earlier article (Kryt 1995). 

Dervin and Nilan, Information Science authors, 
researched the evolution of the meaning of the 
term information and ušes of information. They 
report that "the review of post-1978 literature re-
veals [that] a conceptual paradigm shift in this 
area has been taking plače since 1978." In the pre-
ceding, traditional 1966-1978 research, coinciding, 
as I think, with the publication of the Association 
for Computing Machinery computer science cur-
riculum (1968) and probably the period of its big 
impact on the literature, 

"[I]nformation is seen as objective and 
users as input-output processors of informa­
tion...Information has been variously defined as 
1) a property of matter, 2) any message, doc­
ument, or information resource, 3) any publicly 
available symbolic material, and 4) any data. In­
formation need is defined as a state of needing 
anything called information. Information need is 
not defined as what users think they need, but in 
terms of \vhat the information system possesses." 

Ali of this, I think, was trne at a time when dis-
course was the main medium of human communi-
cation in what I would call the era of scarcity of 
data. The data flowing in both directions in dis-
course were selected as relevant by the two parties 
involved and became a part of their information 
and knowledge. 

file:///vhat
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By 1978, beyond any doubt, we were in the 
era of flood of data. The post-1978 hterature is 
characterized by constructionist, 

"alternative research approaches [ that ] focus 
on the user. They examine the information sys-
tem only as seen by the user. Information is seen 
as constructed by human beings. Users are viewed 
as beings who are constantly constructing and are 
free to create from information systems and situ-
ations whatever they choose... Alternate studies 
have defined information as 1) that which is ca-
pable of transforming image structure and 2) any 
stimulus that alters the cognitive structure of the 
receiver... Information need has been variously 
defined as 1) a conceptual incongruity in which 
a person's cognitive structure is not adequate to 
a task, 2) when a person recognizes something 
wrong in their state of knowledge and desires to 
resolve the anomaly, 3) when the current state 
of possessed knowledge is less than is needed, 4) 
when internal sense runs out, and 5) when there is 
insufficient knowledge to čope with voids, uncer-
tainty or conflict in a knowledge area." (Dervin, 
Nilan 1986). 

In the early 1980s, Machlup published his mon-
umental works about "Knowledge and Knowl-
edge Production" and "The Study of Informa­
tion." He terminated his detailed analysis of the 
term "information", as used by 39 authoritative 
researchers in 56 contributions, with a somewhat 
obscure and inconsistent statement which placed 
him between the two approaches: 

"Information is addressed to human minds and 
is received by human minds, though the recipient 
need not always be chosen by the informant or 
transmitter. Pieces of information carry meanings 
and are interpreted by cognitive processes, but 
not necessarily by aH intermediaries. A thought-
ful analysis of this basic sense of information 
would probably malce the informants' intention 
to inform a criterion of information." (Machlup 
1983, p.660). 

The last sentence seems to be simply out of 
tune with what precedes it. The informants' in­
tention to inform may contribute to a better or 
more attractive presentation of data or to a re-
sort to coercion or subliminal stimuli. But as we 
will show, the recipient has to select and interpret 
data by his cognitive processes. If he does not, aH 
the intentions of the informer are to no avail. 

6.3 Redefining Information 

In any good dictionaj:y, there are many definitions 
of information. In the prevailing modern sense 
of the verb "to inform", information is "knowl-
edge communicated concerning some particular 
fact, subject, or event; that of which one is ap-
praised or told; intelligence, news." (The Oxford. 
Eng. Diet., 1989). This definition is ambiguous. 
The knowledge communicated may originally be-
long to either party, to the communicator or the 
recipient. "That of which one is appraised or 
told", however, points to the targeted recipient 
only. The informer knows it and does not need to 
be appraised or told. The recipient, on the con-
trary, has to select these data and process them 
mentally to "be told or appraised." 

To eliminate this ambiguity, my expanded defi­
nition, below, builds on previously discussed cur­
rent findings of cognitive research. Stressing the 
importance of the subjective human interest of 
the receiver constructing his information, I at-
tempt to establish the hierarchy of attributes that 
determine this interest. Starting with instincts, as 
a common denominator of ali living creatures, I 
list other traits, some of which, to some degree, 
we stili share with animals. I rank them by what I 
think is their contribution to our efforts to elevate 
ourselves above animals, trying to subordinate to 
our values, beliefs and wisdom our cognitive ac-
tivities motivated by instincts or feelings. 

Information, as processed by humans, is data 
perceived or noticed, selected and organized by 
their receiver, because of his subjective human 
interests, originating from his instincts, feelings, 
experience, intuition, common sense, values, be­
liefs, personal knowledge, or wisdom simultane-
ously processed by his cognitive and mental pro­
cesses, and seamlessly integrated in his recallable 
knowledge. 

Logan points in the same direction when he says 
that "[t]he human mind is shaped as much by the 
endocrine system and endorphins as by neurons 
and the flow of electrons. Human thought is as 
much controlled by pleasure, passion, love, moral-
ity, beauty, mysticism, and curiosity as by reason 
and logic" (Logan, 1995, p. 260). 

Information defined this way stresses subjectiv-
ity of human judgment, instead of denying its ex-
istence, as is done to suit the limitations of com-
puters. (cf. Kent 1978, p. 94). It emphasizes the 
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exclusive primacy of the receiver of data. The re-
ceiver's requirements determine whether data will 
be selected as having relevance and purpose and 
become a meaningful contribution to his informa­
tion. 

Such information is an ideal, seldom reached 
outside of an involved discourse. For practical 
purposes, we do not always have to consider aH 
traits of persons involved in its acquisition. "If 
the purpose is to arrive at an absolute definition of 
truth and beauty, the chances of reconciliation [of 
our subjective views] are nil. But for the purposes 
of survival and the conduct of our daily lives (rela-
tively narrow purposes), chances of reconciliation 
are necessarily high." (Kent 1978, p. 202). Such 
would be the čase of a small set of people (e.g. 
accounting clerks) working in an area where syn-
tax is precise and there is no ambiguity in mean-
ings. For them, instructions defining their func-
tion and its purpose normally override ali other 
personal traits and considerations. Their subjec­
tive views of their tasks differ negligibly and a 
consensus can be engineered by a person who un-
derstands their area of activity and terminoIogy. 
On the contrary, the analyst developing an Ex-
ecutive Support System may have to consider aH 
the executive's attributes, while fitting the system 
to his requirements. 

6.4 Benefits of Revised Definition 

Accepting such a definition of information as cre-
ated not by computers, but enacted by human 
receivers of data, is the essential step in changing 
the mindset of information systems people who 
delude themselves that data processed by com-
puter will satisfy End User's' search for informa­
tion. When this change occurs, instead of concen-
trating their attention on the processing of data, 
the newest technology and the systems software 
to use it eflficiently, knowledgeable information 
systems people will build ali systems with max-
imum attention to the requirements of the tar-
geted users. They will even consider those "niče 
to have" features of the system that might lead 
to improvements or to re-engineering, as we ought 
to counter bureaucratic complacency and accep-
tance of any system that users hope will free them 
from responsibility. 

A large portion of interesting and relevant data 
will be selected to become meaningful information 

and will affect the knowledge of the receivers, who 
will be able to convert them into useful informa­
tion, important for the success of the organiza-
tion and justifying the practical use of technology. 
This will emphasize the importance of intelligent 
and Creative people, not j ust the newest expen-
sive devices. The frenetic and expensive search for 
them would be balanced by increased staff train-
ing, and upgrading of the skills of innovation and 
systems design pertaining to the reshaping of the 
traditional ways we work. This would be aiso the 
answer to the productivity paradox of high invest-
ment and operation costs with their unrealized 
potential for improvement of the organizational 
performance. (Albrecht, 1996). 

Information systems will become true Knowl-
edge Support Systems. They will indeed be 
business-driven. 

7 What Should We Do Now? 

7.1 A Call to Action by the 
Association for Information 
Systems (AIS) 

The creation of the AIS was spearheaded by 
Winiam R. King of Pittsburgh University. The 
news came to me in the Internet newsletter (In-
fosys, 1994). It announced the AIS Inaugural 
Americas Conference to be held on August 26-27, 
1995 in Pittsburgh. Its objective was to encour-
age diversity in the program and fairness (sic) in 
the review process of submitted papers. By Jan-
uary 1996 the association had 1600 members, of 
which around 200 were from Europe, the Middle 
East and Africa, and another 200 from Asia and 
Pacific regions (Bjoern- Andersen 1996). It "is a 
global organization, primarily of information sys-
tems academics and researchers, that are seeking 
to develop a positive vision for, and image of, the 
information systems field" (King 1996). In De­
cember 1995 the AIS Council approved a strong 
"Policy Statement" on "The Role of information 
systems in American Schools of Business." 

"The underlying academic discipline 'infor­
mation systems' supports the information busi-
ness resource and information systems business 
function... The accomplishment of this critical 
business-value-creation objective requires that in­
formation systems specialists have a solid under-
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standing of business processes and that business 
managers have an equally strong understanding of 
the information resource and of information sys-
tems." (AIS Policy 1995). 

The second sentence allows us to hope that 
at last curricula will be developed in universities 
which will recognize that the parties in a discus-
sion, such as systems analysts and end users, have 
to have a common language i.e., have to know 
something about the context of the work of the 
other partner. 

7.2 Forthcoming Curriculum Changes 

At the August 1996 Second AIS conference a ses-
sion was devoted to "A Report on the Panel Dis-
cussion on the Joint Association for Computing 
Machinery (ACM), Association for Information 
Systems (AIS) and Data Processing Management 
Association (DPMA) Information Systems Cur­
riculum." The chairman of the team designing it 
is Gordon B. Daviš, the incoming president of the 
AIS. He said that "The cooperative curriculum re­
port by AIS, DPMA and ACM is in final stages of 
approval. It is a step forward but not revolution-
ary - hopefully, there will be an updating process 
that will be faster than in the past." (Khazanchi 
1996). 

In another special session at the AIS conference 
on the information systems master's degree which 
does not require a technical background for ad-
mission, two professors presented a report from a 
quick survey which showed that in the USA there 
are at present 53 schools that offer such a degree. 
Of those, 27 are housed in schools of business, and 
26 in other schools (Gray 1996). 

The cautious comment of Daviš and the low 
count of 53 schools show that we are facing a 
slow progress in implementing the policy state-
ment of the AIS. This is not surprising. It is 
hard to say how many professors there are who 
are knowledgeable enough in both information 
systems and business processes to discuss real-
life cases in a classroom in order to mold and 
eventually graduate "information systems special-
ists [who] have a solid understanding of business 
processes and business managers [who] have an 
equally strong understanding of the information 
resource and of information systems." (AIS Pol-
icy 1995). Will those brilliant educators be will-
ing to stay in academia, instead of earning high 

salaries in industry where there is a great demand 
for them? If so, this would guarantee that the em-
phasis would shift away from the current and very 
costly fascination with the newest technology to a 
profitable depIoyment of systems that would con-
tribute to the bottom line. It would give more 
power to those whose intelligence is indispensable 
to convert data supplied into useful information. 
(Albrecht 1996). 

8 Further Research 

The domain of information and knowledge will 
preoccupy many generations of scholars to come. 
There are a few hypotheses, assumptions, and 
suggested actions referred to in this paper. They 
should be further examined to clieck wliich of 
them are borne out by the facts. 

There is no proof known at present on which to 
base the philosophical hypothesis about subjec-
tivity of human cognition as accepted by Hubert 
Dreyfus and others, as quoted above. Dreyfus 
states this very clearly. There are many known ex-
periments reported in phenomenology which sup-
port his position. Will they be generally accepted 
or refuted? 

In my definition of information I ranked the 
causes of human interests by what they contribute 
to our efforts to distance ourselves from animals, 
from a low humanizing contribution for instincts 
to a high one for wisdom. However, the frequency 
of occurrence is high for instincts and low for wis-
dom. Negroponte seems to think similarly virhen 
he reassures the readers that "[t]oday's TV set 
lets you control brightness, volume, and channel. 
Tomorrow's will allow you to vary sex, violence, 
and political leaning" (1995, p. 48). This also 
should be researched. 

It is necessary to check in other European lan-
guages whether, as in English, the use of the 
term "data" coincides in literature with the sud-
den increase in available data as it happened after 
Gutenberg's invention, and more importantly, af­
ter the "explosion" of data on the Internet. 

What is the best way to educate those who deal 
with information systems providing data for hu-
mans, so that they use the proper meaning of the 
term "information"? This will focus their work 
on the interests of targeted recipients of data, and 
on the valuable human intelligence that can ad-
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vantageously apply the mechanics of information 
systems. 

What is the best way to promote the correct 
use of the terms "data" and "information" in 
academia, the information systems industry, and 
by the pubhc at large, to ehminate the present 
confusion and damage done to human Communi­
cations and information systems? 

How big a loss of productivity from exploding 
investments in information technology should be 
at t r ibuted to the lack of concern on the part of 
systems analysts for the interests and needs of end 
users? Has it contributed significantly to the ap-
pearance on our agenda of the productivity para-
dox puzzle? 

What was the advantage to society of contin-
uous flow of ever newer versions of information 
technology hardware? Was its acquisition, need 
of conversion of systems to the new equipment 
and training justified by a real advantage? Was 
it just the result of planned obsolescence and an 
incessant marketing drive of hardware vendors or 
was it due to the frequently misguided belief that 
one must be fully aware at ali times of the emerg-
ing technology, and at tempt to acquire it sooner 
rather than later? damaging confusion? 

Is it correct to assume that other things being 
equal, the closer the medium for human Commu­
nications approaches the modalities of the face-
to-face discourse, the higher is the proportion of 
da ta selected by the targeted receiver to construct 
information? 

Marketing experts will be able to prognosticate 
better where the future markets will be for pro-
gramming of mass media and screens. This will 
be invaluable for planners and builders of the in­
formation highway. 

The acceptance of this subjective definition of 
information dictates changes in the way we re-
fer to it. We have to proceed with analyzing 
our use of the term "information" and replace it 
with "data" v/here needed. In so doing, we have 
to reverse the habit of possibly 20 millennia of 
our past. This will help us in our information-
related tasks increasing clarity and order where 
there were confusion and chaos. 

Computer scientists, as before, will concentrate 
on what they do best, on developing new technol-
ogy and on efficient processing of data, which are 
not information. 

Living in an information society, we have to be 
clear what we mean by the term "information." 
This is the gist of this paper. Ali the rest, is just 
commentary.. 
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Citations 

Let us list some of citations from grkg/Human-
kyberneUk with commentaries which characterize 
the contents of the journal. 

38 (1997) 1, pp. 3-14, A.P. Železnikar, 
Towards a Formal Understanding of 
Informational Phenomenalism. 

phenomenalistic extension of the phenomenologi-
cal method of Husserl^ and Heidegger^, but in a 
substantially different way, oriented in a formal 
(mathematics-like) presentation, and building up 
a new philosophical and formal approach to the 
problems of the informational. One of the goals 
of this paper is to introduce an adequate Ger­
man terminology, proceeding from the author's 
informational theory^. A short English-German 
dictionary of terms is the following: 

arise, emerge 
Being-in 
Being-of 
circular 
circular formula 
consciousness 
counterentity 
CGunterinforming 
decomposition 
embedding entity 
entity 
externalism 

impacted, the 
impacting, the 
inform 
informatiotral 
informational, the 
informational embedding 
informational entity 
informational graph 
informed, the 
informedness 
informer 
inform ing 
informing, the 
inform ingness 

entstehen, vverden 
Insein 
Vonsein 
zirkular 
Zirkelformula 
BevvuBtsein 
Gegenseiende 
Gegeninformieren 
Zerlegung 
Einsetzungsseiende 
Seiende 
Externalismus, 

Nach-auBen-sein 
Eingevvirkte 
Einvvirkende 
informieren 
informationell 
Informationelle 
Informationseinsetzen 
Informationsseiende 
Informationsgraph 
Informierte 
Informiertsein 
Informator 
Informieren 
Informierende 
Informierendsein 

'HUSSERL, E. 1900. Logische Untersuchungen. Er-
ster Band. Prolegomena zu reiner Logik. Sechste Auflage. 
1980. Max Niemeyer Verlag. Tiibingen. 

^HEIDEGGER, M. 1927. Sein und Zeit. Sechszehnte 
Auflage. 1986. Max Niemeyer Verlag. Tiibingen. 

HEIDEGGER, M. 1962. Being and Time. Translated by 
J. Max;quarrie & E. Robinson. Harper & Row. New York. 

^ŽELEZNIKAR, A.P. 1993. Formal Informational Prin-
ciples. Cybernetica 36:43-64. 

ŽELEZNIKAR, A.P. 1994. Informational Being-in. In­
formatica 18:149-171. 

ŽELEZNIKAR, A.P. 
formatica 18:277-298. 

ŽELEZNIKAR, A.P. 

1994. Informational Being-of. In-

1996. Organization of Informa-
This paper, written in German, may be seen as a tional Metaphysicalism. Cybernetica 39:135-162. 
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intention 

intentional informing 
internalism 

marker 
metaphysicalism 

observer 
phenomenalism 
star gestalt 
vanish 

Intention, Absicht, 
Existenzausdauer, 
Vorhaben 

Intentiosinformieren 
Internalismus, 

Nach-innen-sein 
Bezeichner 
Metaphysikalismus, 

In-sich-seibst-sein 
Beobachter 
Phanomenalismus 
Sterngestalt 
ausklingen 

This dictionary brings into the foreground some 
intrinsic semantics of terms which can be more 
originally (primordially) understood in German. 
In this way an EngUsh reader, with knowledge 
of German, can obtain a meaningly deeper and 
diverse insight into the informational terminology. 

The rest of the paper might sound familiar to 
the readers of Informatica. There are, indeed, es-
sential linguistic differences in writing in English 
and in German, however, the background of the 
informational philosophy remains unchanged. In 
German, it is possible to take into consideration 
the traditional philosophical terminology, which 
has its roots in the German philosophy. 

In the Conclusion of the paper some explaining 
questions are answered. Did the concept of infor­
mational entity, quite at the beginning of informa­
tional theory, aim at phenomenalism of conscious-
ness? The answer to this question is, indeed, neg­
ative. The starting point of the concept develop-
ment has been the pure generality of informing of 
entities, which can be recognized as things, phe-
nomena, processes. In formulas of the kind a \=, 
\= a, ov a ^ P, there is not hidden something 
consciousness-like. But, is it so, in fact? Where 
does lie the factical potential (power) of some­
thing conscious, to be presented or described by 
the formalistic apparatus? Why should the tradi­
tional mathematics by it logic and its computable 
objects and methods not sufRce? 

It was stressed several times that informa­
tional operands as well as informational opera-
tors are arising (emerging) entities, which can, 
within the informational field of impactingness 
and impactedness, behave extremely changeably. 
In the mathematical sense, such objects are non-
computable. To come to the nature of things as 

close as possible, simultaneously to the so-called 
computability, the non-computability'' has to be 
considered, Saying by other v/ords, informational 
entities are cybernetic objects in any respect, con-
cerning their entirety as well as their particular-
ity (their mutual impactingness). Thus, the pre­
sented informational concept corresponds the na­
ture of aH kinds of things, originating in their 
physical or mental existence. 

38 (1997) 1, pp. 15-22, H. Stachovjiak, 
Subject Operator as a Space Curve 
Triangle. 

This article, written in German, deals with the 
analogy between the general model theory (GMT) 
of the author and the space curves (differen-
tial geometry) in the three-dimensional Euclidean 
space. Thus, the comparison between the GMT 
notion of subject operator of the "model relation" 
and the notion of differential geometrical trian­
gle is discussed. What does the subject operator 
mean at ali? 

The connection between the cybernetic and 
pragmatic reasoning does not root in a positivis-
tic arbitrariness but in a mapping of cognitive or 
behavioral subject to the cognitive, especially in-
terpretation model. The Pierce's triad connects 
the objective Being through its symbol represen­
tation to a subjective momentum. In this way 
does Pierce reconnects the ontology (which is nar-
rowed on a pure "thing as such") through a sym-
bol theory to cognitive theory. 

GMT grasps this triad, and calls the Pierce's 
object the original O, his "representation" the 
model M (of O), and his "interpretation" the 
subject operator S (of mapping O in M). Thus, 
a three-part model relation P = {O, M, S) with 
S = {k, t, Z) is obtained, where k is (the indi-
vidual or collective) cognizing or acting subject, 
t is the time interval of the 0-M-mapping exis-
tence, and Z is the goal of modeling (modeling 
intention). 

Let's observe the space curve through its in-
advance-given form of course, especially its behav-
ior of bending. In this čase, the notion of tangent 

''HamerofF, S. & R. Penrose. 1996. Conscious Events 
as Orchestrated Space-Time Selections. Journal of Con-
sciousness Studies 3:35-55. 



Informatica 21 (1997) 325 

comes in the foreground. The tangent, in a point 
A on the curve, is a boundary čase of a sequence 
of secants through A and a second secant point B 
on the curve, where B = (a;+da;, y+dy, z+dz) be-
comes infinitely close to A. Then, the perpendic-
ulars to the tangent through A lie in the normal 
plane through A. A third, to B infinitely close 
point C determines the so-called snuggle plain 
which normal is called the binormal. From now on 
the game of the curve bending begins. The curve 
bending in a point will be explained through the 
bending of a circle positioned through the points 
A, B and C. This circle lies on the snuggle plain 
of A. Its radius is called the bending radius and 
its reciprocal value is called the bending of the 
curve in A. The bending-center point in regard 
to point A, that is the center of the bending cir­
cle through A, lies in the normal plane of A and 
simultaneously on that line, in which the nor­
mal plane and the snuggle plain intersect. This 
curve normal is called the main normal of A. Yet, 
the notion of triangle D can be defined. It con-
sists of the following three lines: the tangent t, 
the binormal 6, and the main normal h, that is 
D = (t,b,h). This expression represents the sys-
tem of three paired convergent lines with the com-
mon intersection point A, and corresponds to a 
system of mathematical equations—the so-called 
Prenefs formulas. 

If point A, in dependence of its coordinates 
x,y,z, a tirne parameter r, passes through the 
curve, then the triangle, during this passage, 
changes its position. On contrary, if the trian­
gle, for a certain passage form, in a certain inter­
val, is given by the appertaining Prenefs formu­
las (with the known bending and torsion), then 
the curve can be uniquely produced (generated). 
In the first čase, within it lies a copy drawing, 
a cognitive and describing act. In the second 
čase, there is a pre-determining, a determining 
and pre-scribing act, one could say a model cre-
ative act too, with possible aims and goals, with 
the meaning of pragmatic intentions. How should 
the space curve look like? Possibly, it could serve 
the technical reasons, to which a modeling oper­
ator is attributed, that is something subjective 
too, by which a mathematical operator becomes 
a pragmatic, model-theoretic "subject operator". 
In this way, an exchange of roles has taken plače: 
without a semantic change of Prenefs formulas, 

the pragmatic 'descriptors' and 'prescriptors' (or 
producers) have been changed. So, the subject 
operator can produce a descriptive model from 
an intentional original. 

The author dedicates a separate discussion on 
the problem of analogy between the three-tuple 
GMT subject operator and the described geomet-
ric triangle. The obvious meaning of them differs 
in a substantial way. In the domain of GMT, the 
comparison between the original and the model 
takes plače, and this comparison can be trans-
ferred further on a model-to-model domain. The 
attribute and predicate classes, respectively, can 
be understood in the following way: In čase of 
predicate classes Ki and K2, class K2 is analo-
gous to class Ki (and vice versa), then and only 
then, if Ki and K2 are isomorphic in regard to 
their predication (attributing). This mean that 
they are structurally equal. 

Being essentially different from allegories, 
metaphors, etc , the analogies possess often a 
high heuristic value in respect of the preceding. 
Such an example is the analogy between the atom 
structure and the planet system. A contrary-free 
isomorphism produces a speech game, by which 
automatically the "world" comes to the surface. 
Out of an analogy extracted speech form can pro­
duce the reality—or point backwards to the al-
ready produced reality. 

After this, more can be said about the anal-
ogy of the subject operator and the triangle. A 
space curve can be interpreted as a prototype of 
models of arbitrary originals changing through 
time. Such originals are, for instance, cognitive 
processes in the špirit of the Pierce's triad or 
the model relations of GMT, respectively, where 
the triangle within the subject operator a de­
scriptive as well as producing element in con-
cern to a real process finds the analogy. In the 
discussion of the paper, a question is put into 
the foreground in the following way: Which are 
the possibilities to handle, in the presented man-
ner, the so-called I-integration into the Self (e.g., 
consciousness, I-emerging, development of self-
consciousness, etc)? 

The GMT subject operator and the triangle 
are model generators in the describing and pre-
scribing view. The original of other models be­
ing directed by space-curve triangle (via Prenefs 
formulas), that is the space curve itself, belongs 
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to the intelhgible objects of mathematics. For a 
strong formaUst—and who of the older generation 
does not remind of his/her frivolous Bourbaki ju-
venile love—this is a horror of digressions to meta-
physics of the mathematical. But already Imre 
Lakatos called the formalism accurately a "bul-
wark of phiIosophy of logical positivism". And 
already Plato taught that one can approach such 
transcendental metaphenomena only by 'Ao70i' 
(calculation), far away from the sensual and the 
purposeful; in this way the true Being of the ab-
solute remains hidden. 

psychological structure. The model of the deci­
sion making is constructed by application of the 
Many-sorted Predicate Logic. A component is the 
dispositional regularity, including the learning re-
sult and the other variables. This kind of regular-
ities form the basis for explanations and predic-
tions. The needed deductional conclusions can be 
produced by computer. The mathematical-logical 
model is based on the Logic of Decisions. Some as-
pects of the "Dresdener Ansatz" are coming close 
to the results known in the decision theory and 
game theory. 

38 (1997) 1, pp. 23-30, /. Ratko, 
Stochastic Decision Optimization. 

This paper, written in ILo, introduces a num-
ber p{L) = hi + h2 + • • • + h^ + afc+i concern-
ing the logical expression L = Xi V L2 V . . . V Lk, 
where Li = La A Li2 A ... A Lig^ (i = 1, 2 , . . . , n), 
and (a) Oi is the number of conjunctions of Li 
{i = 1, 2 , . . . ,n) , (b) the hj-th conjunction of Lj 
is false, but staying before a true conjunction, and 
(c) ifc+i is true. If the first disjunction is true, 
p{L)^ai. 

The evaluating number p{L) changes, if a 
change in the order of the disjunction L occurs, or 
a change takes plače in a member conjunction Li. 
The paper shows the minimization of the evalu­
ating number and a čase being the cause for the 
study of the problem. 

— 38 (1997) 1, pp. 31-35, H. Kreschnak & 
K. Kari, 
Mathematical-logical Modeling of 
Didactic Decision Processes. 

The integration of various research works in ped-
agogic cybernetics seems to be necessary. Such 
an integration can be supported by short descrip-
tions of the works (e.g., the Dresdener Ansatz, in 
the presented paper). For this purpose a deci­
sion mechanism can be used considering didactic 
variables. The result of learning is of a special 
importance in the decision process of the teacher. 
The decision depends on the dispositional charac-
teristic of the learner ,and is a component of the 

38 (1997) 1, pp. 36-40, J. Čipera, 
Structuring of Instruction Matter and 
Educational-scientific Problems. 

Psychological laws of the learning process define 
uniquely the relation between the structure of the 
cognitive inclination and the degree of its under-
standing and impression. From these psychologi-
cal cognition the following can be demonstrated: 
If the learner inclines to a certain sort of cognition 
(epistemology), and puts it into the relation to the 
other sorts of cognition, the does the learner grasp 
a certain sort of cognition not only deeper but he 
preserves it also for a considerable longer period 
of time. The possibilities of instruction matters 
are searched for, in which an inner logical struc­
ture could be established. The paper deals with 
problems of structuring of instruction matter, by 
means of the objective methods, and methods of 
proposition and predicate calculus. 

* 
* * 

The undersigned believes that these short look 
into grkg/humankybernetik, a journal dedicated 
to the informational studies too (Grundlagen-
studien des Informationsbereiches in Kybernetik, 
Psychologie, Sprache, Asthetik, Padagogik usw.) 
will be of interest for both the readers and authors 
of Informatica. 

Selected, summarized, and commented 
by A.P. Železnikar 
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Faculty of Electrical Engineering 
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Call for Papers 
for the sixth Electrotechnical and Computer Science Confer­
ence ERK'97, which will be held on 25-27 September 1997 in Por­
torož, Slovenia. 

The following areas will be represented at the conference: 

- electronics, 
- telecommunications, 
- automatic central, 
- simulation and modeling, 
- rohotics, 
- Computer and information science, 
- artificial intelligence, 
- pattem recognition, 
- biomedical engineering, 
- povjcr engineering, 
- measurements, 

The conference is organized by the IEEE Slovenia Section together 
with the Slovenian Electrotechnical Society and other Slovenian pro-
fessional societies: 

- Slovenian Society for Automatic Control, 
- Slovenian Measurement Society (ISEMEC '97), 
- SLOKO-CIGRE, 
- Slovenian Society for Medical and Biological Engineering, 
- Slovenian Society for Robotics, 
- Slovenian Artificial Intelligence Society, 
- Slovenian Pattern Recognition Society, 
- Slovenian Society for Simulation and Modeling. 

Authors who wish to present a paper at the conference should send 
two copies of their final camera-ready paper to as. Dr. Andrej 
Žemva to Faculty of Electrical Engineering, Tržaška 25, 1001 Ljubl­
jana. The paper should be max. four pages long. More information 
on http : / /www. ieee . s i /erk97/ 

Time schedule: Camera-ready paper due: . July 22, 1997 
Notification of acceptance: End of August, 1997 

mailto:baldomir.zajc@fe.uni-lj.si
mailto:jure.tasic@fe.uni-lj.si
mailto:sasa.divjak@fri.uni-lj.si
http://www.ieee.si/erk97/
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Call for Papers 

1997 IEEE Knowledge and Data Engineering Exchange Workshop 
(KDEX-97) 
Sponsored by the IEEE Computer Society and Co-located with 
the 9th IEEE Tools with Artificial InteUigence Conference 
November 3, 1997, Newport Beach, California, U.S.A. 

The 1997 IEEE KnowIedge and Data Engineer­
ing Exchange Workshop (KDEX-97) will provide 
an International forum for researchers, educators 
and practitioners to exchange and evaluate infor-
mation and experiences related to state-of-the-art 
issues and trends in the areas of artificial intelli­
gence and databases. The goal of this workshop is 
to expedite technology transfer from researchers 
to practitioners, to assess the impact of emerging 
technologies on current research directions, and 
to identify emerging research opportunities. Ed­
ucators will present material and techniques for 
efFectively transferring state-of-the-art knowledge 
and data engineering technologies to students and 
professionals. The workshop is currently sched-
uled for an one-day duration, but depending on 
the final program it might be extended to a sec-
ond day. 

Submissions can be in the form of survey papers, 
experience reports, and educational material to 
facilitate technology transfer. Accepted papers 
will be published in the workshop proceedings by 
the IEEE Computer Society. A selected number 
of the accepted papers will possibly be expanded 
and revised for publication in the IEEE Transac-
tions on Knowledge and Data Engineering (lEEE-
TKDE) and the International Journal of Artificial 
Intelligence Tools. Educational material related 
to papers pubhshed in the lEEE-TKDE will be 
posted on the lEEE-TKDE home page. 
The theme of the workshop is "Al MEETS 
DATABASES". Topics of interest include, but 
are not limited to: 

— Computer supported cooperative processing 
and interoperable systems 

— Data sharing, data warehousing and meta-
data management 

— Distributed intelligent mediators and agents 

— Distributed object management 

— Dynamic knowledge 

— Evaluation and measurement of knowledge 
and database systems 

— High-performance issues (including architec-
tures, knowledge representation techniques, 
inference mechanisms, algorithms and inte-
gration methods) 

— Information structures and interaction 

— Intelligent search, data mining and content-
based retrieval 

— Knowledge and data engineering systems 

— Quality assurance for knowledge and data en­
gineering systems (correctness, reliability, se-
curity, survivability and performance) 

— Software re-engineering and intelligent soft-
ware Information systems 

— Spatio-temporal, active, mobile and multi-
media data 

— Emerging applications (biomedical systems, 
decision support, geographical databases, In­
ternet technologies and applications, digital 
libraries, etc.) 

Ali submissions should be limited to a maximum 
of 5,000 words. Six hardcopies should be for-
warded to the following address. 
Xindong Wu (KDEX-97) 
Department of Software Development 
Monash University 
900 Dandenong Road 
Caulfield East, Melbourne 3145, Austraha 
Phone: -h61 3 9903 1025 
Fax: -f-61 3 9903 1077 
E-mail: xindong@insect. sd. monash. edu. au 
Please include a cover page containing the title, 
authors (names, postal and email addresses, tele-
phone and fax numbers), and an abstract. This 
cover page must accompany the paper. 
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Important Dates 

6 copies of full papers received by: June 15, 1997 
acceptance/rejection notices: July 31, 1997 
final camera-readies due by: August 31, 1997 
workshop: November 3, 1997 
Honorary Conference Chair 
Benjamin W. Wah, University of Illinois, Urban 
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Abdelsalam Helal, MCC 
Louis J Hoebel, USAF Rome Laboratory 
Angelika Kokkinaki, University of Cyprus 

Jonathan Lee, National Central University, Tai-
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of Artificial Intelligence, Cognitive Science 

and Applied Epistemology. 

CC-AI publishes articles and book reviews relat-
ing to the evolving principles and techniques of 
Artificial Intelligence as enriched by research in 
such fields as mathematics, linquistics, logic, epis-
temology, the cognitive sciences and biology. 
CC-AI is also concerned with development in the 
areas of hard- and software and their applications 
within AL 

Editorial Board and Subscriptions 
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Tel.: (32) (9) 264.39.52, 
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http://www.sd.monash.edu.au/kdex-97
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T H E MINISTRY OF SCIENCE AND TECHNOLOGV 
OF T H E R E P U B L I C OF SLOVENJA 

Address: Slovenska 50, 1000 Ljubljana, Tel.: +386 61 
1311 107, Fax: +386 61 1324 140. 
WWW:http://www.mzt.si 
Minister: Lojze Marinček, Ph.D. 

The Ministry also includes: 
The Standards and MetroIogy Institute of the 
Republic of Slovenia 
Address: Kotnikova 6, 61000 Ljubljana, Tel.: +386 61 
1312 322, Fax: +386 61 314 882. 

Slovenian Intellectual Property Office 
Address: Kotnikova 6, 61000 Ljubljana, Tel.: +386 61 
1312 322, Fax: +386 61 318 983. 

Office of the Slovenian National Commission 
for UNESCO 
Address: Slovenska 50, 1000 Ljubljana, Tel.: +386 61 
1311 107, Fax: +386 61 302 951. ''"' 

Scientific, Research and Development 
Potential: 

The Ministry of Science and Technology is responsible 
for the R&D policy in Slovenia, and for controlling 
the government R&D budget in compliance with the 
National Research Program and Law on Research 
Activities in Slovenia. The Ministry finances or 
co-finance research projects through public bidding, 
while it directly finance some fixed cost of the national 
research institutes. 

According to the statistics, based on OECD (Fras-
cati) standards, national expenditures on R&D raised 
from 1,6 % of GDP in 1994 to 1,71 % in 1995. Table 2 
shows an income of R&D organisation in million USD. 

Total investments in RfcD (% of GDP) 1,71 
Number of R&:D Organisations 297 
Total number of employees in R&D 12.416 
Number of researchers 6.094 
Number of Ph.D. 2.155 
Number of M.Sc. 1.527 

Table 1: Some R&D indicators for 1995 

Bus. Ent. 
Gov. Inst. 
Priv. np Org. 
High. Edu. 
TOTAL 

Ph.D. 
1993 1994 

51 93 
482 574 

10 14 
1022 1307 
1565 1988 

1995 
102 
568 

24 
1461 
2155 

1993 
196 
395 

12 
426 

1029 

M.Sc. 
1994 

327 
471 

25 
772 

1595 

1995 
330 
463 

23 
711 

1527 

Table 2: Number of employees with Ph.D. and M.Sc. 

— stimulation and support to coUaboration between 
research organisations and business, public, and 
other sectors; 

— stimulating and supporting of scientific and re­
search disciplines that are relevant to Slovenian 
national authenticity; 

— co-financing and tax exemption to enterprises en-
gaged in technical development and other applied 
research projects; 

— support to human resources development with 
emphasis on young researchers; involvement in 
International research and development projects; 

— transfer of knowledge, technology and research 
achievements into ali spheres of Slovenian society. 

Table source: Slovene Statistical Office. 

Objec t ives of R & D pol icy in Slovenia: 

— maintaining the high level and quality of scientific 
technological research activities; 

Business Enterprises 
Government Institutes 
Private non-profit Organisations 
Higher Education 
TOTAL 

Basic Research 
1994 

6,6 
22,4 
0,3 

17,4 
46,9 

1995 
9,7 

18,6 
0,7 

24,4 
53,4 

Applied Research 
1994 
48,8 
13,7 
0,9 

13,7 
77,1 

1995 
62,4 
14,3 
0,8 

17,4 
94,9 

Exp. 
1994 
45,8 

9.9 
0,2 
8,0 

63.9 

Devel. 
1995 
49,6 

6,7 
0,2 
5,7 

62,2 

Total 
1994 1995 

101,3 121,7 
46,1 39,6 

1,4 1,7 
39,1 47,5 

187,9 210,5 
Table 3: Incomes of R&D organisations by sectors in 1995 (in million USD) 

http://www.mzt.si


JOŽEF ŠTEFAN INSTITUTE 

Informatica 21 (1997) 3 3 1 

Jožef Štefan (1835-1893) tvas one of the most 
prominent physicists of the 19th century. Bom to 
Slovene parents, he ohtained his Ph.D. at Vienna Uni-
versity, where he mas later Director of the Physics In­
stitute, Vice-President of the Vienna Academy of Sci­
ences and a memher of several scientific institutions 
in Europe. Štefan explored many areas in hydrody-
namics, optics, acoustics, electricity, magnetism and 
the kinetic theory of gases. Among other things, he 
originated the law that the total radiation from a hlačk 
body is proportional to the 4th pomer of its absolute 
temperature, known as the Stefan-Boltzmann lam. 

The Jožef Štefan Institute (JSI) is the leading inde-
pendent scientific research institution in Slovenia, cov-
ering a broad spectrum of fundamental and applied 
research in the fields of physics, chemistry and bio-
chemistry, electronics and Information science, nuclear 
science technology, energy research and environmental 
science. 

The Jožef Štefan Institute (JSI) is a research organ-
isation for pure and applied research in the natural 
sciences and technology. Both are closely intercon-
nected in research departments composed of different 
task teams. Emphasis in basic research is given to the 
development and education of young scientists, while 
applied research and development serve for the trans-
fer of advanced knowledge, contributing to the devel­
opment of the national economy and society in general. 

At present the Institute, with a total of about 700 
staff, has 500 researchers, about 250 of whom are post-
graduates, over 200 of whom have doctorates (Ph.D.), 
and around 150 of whom have permanent professor-
ships or temporary teaching assignments at the Uni-
versities. 

In view of its activities and status, the JSI plays the 
role of a national institute, complementing the role of 
the universities and bridging the gap between basic 
science and applications. 

Research at the JSI includes the following ma­
jor fields: physics; chemistry; electronics, informat-
ics and computer sciences; biochemistry; ecology; re-
actor technology; applied mathematics. Most of the 
activities are more or less closely connected to infor-
mation sciences, in particular computer sciences, ar-
tificial intelligence, language and speech technologies, 
computer-aided design, computer architectures, biocy-
bernetics and robotics;' computer automation and con-
trol, professional electronics, digital Communications 

and networks, and applied mathernatics. 

The Institute is located in Ljubljana, the capital of 
the independent state of Slovenia (or S's?nia). The 
capital today is considered a crossroad between East, 
West and Mediterranean Europe, offering excellent 
productive capabilities and solid business opportuni-
ties, with strong International connections. Ljubljana 
is connected to important centers such as Prague, Bu-
dapest, Vienna, Zagreb, Milan, Rome, Monaco, Niče, 
Bern and Munich, ali within a radius of 600 km. 

In the last year on the site of the Jožef Štefan Insti­
tute, the Technology park "Ljubljana" has been pro-
posed as part of the national strategy for technological 
development to foster synergies between research and 
industry, to promote joint ventures between university 
bodies, research institutes and innovative industry, to 
act as an incubator for high-tech initiatives and to ac-
celerate the development cycle of innovative products. 

At the present time, part of the Institute is be-
ing reorganized into several high-tech units supported 
by and connected within the Technology park at the 
Jožef Štefan Institute, established as the beginning of 
a regional Technology park "Ljubljana". The project 
is being developed at a particularly historical mo­
ment, characterized by the process of state reorganisa-
tion, privatisation and private initiative. The national 
Technology Park will take the form of a shareholding 
company and will host an independent venture-capital 
institution. 

The promoters and operational entities of the 
project are the Republic of Slovenia, Ministry of Sci­
ence and Technology and the Jožef Štefan Institute. 
The framework of the operation also includes the Uni-
versity of Ljubljana, the National Institute of Chem-
istry, the Institute for Electronics and Vacuum Tech-
nology and the Institute for Materials and Construc-
tion Research among others. In addition, the project 
is supported by the Ministry of Economic Relations 
and Development, the National Chamber of Economy 
and the City of Ljubljana. 

Jožef Štefan Institute 
Jamova 39, 61000 Ljubljana, Slovenia 
Tel.:-l-386 61 1773 900, Fax.:+386 61 219 385 
Tlx.:31 296 JOSTIN SI 
WWW: http://www.ijs.si 
E-mail: matjaz.gams@ijs.si 
Contact person for the Park: Iztok Lesjak, M.Se. 
Pubhc relations: Natalija Polenec 

http://www.ijs.si
mailto:matjaz.gams@ijs.si
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INVITATION, COOPERATION 

Submissions and Refereeing 

Please submit three copies of the manuscript with 
good copies of the figures and photographs to one of 
the editors from the Editorial Board or to the Con-
tact Person. At least two referees outside the au-
thor's country will examine it, and they are invited 
to make as many remarks as possible directly on the 
manuscript, from typing errors to global philosophical 
disagreements. The chosen editor will send the au-
thor copies with remarks. If the paper is accepted, 
the editor will also send copies to the Contact Per­
son. The Executive Board will inform the author that 
the paper has been accepted, in which čase it will be 
published within one year of receipt of e-mails with 
the text in Informatica Î T[jiX format and figures in 
.eps format. The original figures can also be sent on 
separate sheets. Style and examples of papers can be 
obtained by e-mail from the Contact Person or from 
FTP or WWW (see the last page of Informatica). 

Opinions, news, calls for conferences, calls for papers, 
etc. should be sent directly to the Contact Person. 
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I I Ves, we subscribe 

Please, complete the order form and send it to 
Dr. Rudi Murn, Informatica, Institut Jožef Štefan, 
Jamova 39, 61111 Ljubljana, Slovenia. 

Since 1977, Informatica has been a major Slovenian 
scientific journal of computing and informatics, includ-
ing telecommunications, automation and other related 
areas. In its 16th year (more than five years ago) it 
became truly International, although it stili remains 
connected to Central Europe. The basic aim of Infor­
matica is to impose intellectual values (science, engi-
neering) in a distributed organisation. 
Informatica is a journal primarily covering the Euro-
pean computer science and informatics community -
scientific and educational as well as technical, commer­
cial and industrial. Its basic aim is to enhance Commu­
nications between different European structures on the 
basis of equal rights and International refereeing. It 
publishes scientific papers accepted by at least two ref­
erees outside the author's country. In addition, it con-
tains Information about conferences, opinions, critical 
examinations of existing publications and news. Fi-
nally, major practical achievernents and innovations in 
the computer and Information industry are presented 
through commercial publications as well as through 
independent evaluations. 

Editing and refereeing are distributed. Each editor 
can conduct the refereeing process by appointing two 
new referees or referees from the Board of Referees 
or Editorial Board. Referees, should not be from the 
author's country. If new referees are appointed, their 
names will appear in the Refereeing Board. 
Informatica is free of charge for major scientific, edu­
cational and governmental institutions. Others should 
subscribe (see the last page of Informatica). 
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