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PERCEIVED RISK INFLUENCE ON THE 
CONSUMER ATTITUDE TO PRIVATE 
LABELS IN THE PRODUCT'S LIFE CYCLE 
g r o w t h STAGE 
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ĐURĐANA OZRETIć DOSEN2 Accepted: 6 November 2013 

ABSTRACT: The aim of this paper is to explore the relationship between purchasing risk 
associated with private labels and consumer attitudes towards private labels in different 
product categories in the growth stage of the product life cycle. The first part of the paper is 
devoted to a brief literature review of the relevant constructs. The second part describes the 
research and summarizes its results. Descriptive research was conducted on the Croatian 
market relating to private labels in three different product categories in the growth stage of 
the product life cycle: liquid soap, chocolate and facial care products. The results confirm 
negative correlation between perceived risk and attitudes towards private labels in all ana-
lyzed categories. 

Key words: private labels attitudes, perceived risk, growth stage of product life cycle 

JEL classification: D12 

1. INTRODUCTION 

Private labels are usually defined as products that are owned and managed by organiza-
tions whose primary economic orientation is distribution and not production (Schutte, 
1969 in Zielke & Dobbelstein, 2007). Lincoln and Thomassen (2008) trace the beginning 
of private label development to ancient times when brands, as such, did not exist, so 
the trade was based on products owned by merchants as the only link with consum-
ers. However, the first written record of private labels development dates from the mid-
19th century. Since then private labels have continuously been present on the market 
but their significant expansion started in the last 35 years (Herstein & Gamliel, 2004). 
Among many factors that have led to strong private label growth, the main drivers are 
the expansion of retailers and their consolidation as well as the growing presence of hard 
discounters (de Jong, 2007). Market conditions have hindered retailers' ability to differ-
entiate so retailers started to develop private labels, exclusively present in their stores, in 
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order to differentiate themselves and strengthen their market position. Focus of larger 
retailers on private label development has led to evolution of three private label types, 
namely - generic private labels, copycat private labels and premium private labels (Ku-
mar & Steenkamp, 2007). These types of private labels are positioned on the spectrum 
from low price and low quality to high price and high quality in order to focus on differ-
ent consumer segments and to avoid brand cannibalization. Alongside aforementioned 
three types, retailers' increasingly develop specialized private labels (eg. Organic and 
Fairtrade private labels) with an aim to meet the new market trends and satisfy the needs 
and desires of the narrow consumer segments (de Jong, 2007). 

In the last decade, private labels have, with their exponential growth, become a powerful 
threat to manufacturer brands (Bao, Bao & Sheng, 2011). However, private label develop-
ment is not equal in all regions of the world. They are largely represented and most ad-
vanced in the developed countries of Western Europe and North America. On the other 
hand, in emerging markets of Central and Eastern Europe, such as Croatia, the share 
of private labels is still much lower and often does not exceed 10 per cent (The Nielsen 
Company Report, 2011). Never the less, emerging markets are constantly recording the 
highest private label growth rates, so it is expected that in the next few years their role in 
the market will be significant. 

Giving the difference in development and consumer acceptance of private labels in dif-
ferent parts of the world, it is becoming all the more important to analyze private label 
management through prism of the product life cycle, as one of the most cited contribu-
tions to marketing theory. Every phase of the product life cycle entails different market 
circumstances which influence private label management on strategic and tactical level. 
This in turn influences private label success throughout phases of the product life cycle. 
Market success of private labels is in scientific papers expressed in numerous ways, such 
as through market share (hoch & Banerji, 1993; Dhar & hoch, 1997), purchase intent 
(Richardson et al., 1994; Dick et al., 1995; Baltas, 1997; Burton et al., 1998; Batra & Sinha, 
2000; Miguel et al., 2002; Sheinin & Wagner, 2003; Veloutsou et al., 2004), positive per-
ception (Dunn et al., 1986; DelVecchio, 2001; Liu & Wang, 2008) and favorable attitudes 
towards private labels (Burton et al., 1998; Sheinin & Wagner, 2003). Since consumer 
attitudes are formed at the beginning of product life cycle, use of private label attitude as 
a proxy for private labels success seems appropriate. 

As stated before, private labels record the highest growth rate in developing and transi-
tional countries. In those countries private labels are either on the beginning or at the 
growth stage in the product life cycle - phases crucial for their further market success 
so it is necessary and important to research the factors which can influence or hinder 
their acceptance by consumers. There are a lot of factors which can influence private 
label acceptance by consumers but at the beginning of their life cycle perceived risk can 
be accentuated as one of the most important. This is not surprising giving that retailers 
are not known for brand management so private labels are perceived as riskier alterna-
tive in relation to manufacturer brands. This perception is further highlighted by their 
positioning as cheaper alternative to established manufacturer brands. All retailers' in-



S. HORVAT | PERCEIVED RISK INFLUENCE ON THE CONSUMER ATTITUDE TO PRIVATE LABELS 269 

vestments in private label development and quality improvements may be in vain if the 
level of perceived risk associated with private labels is too high. 

In this context, the purpose of the paper is to analyze attitudes towards private labels 
among consumers in Croatia, which are currently in the growth stage of the product life 
cycle (Steenkamp et al., 2010) and discuss implications perceived risk, associated with 
private labels, has on brand management strategies used by retailers. 

2. APPLICATION OF PRODUCT LIFE CYCLE CONCEPT IN PRIVATE LABEL 
MANAGEMENT 

The product life cycle concept is one of the most cited contributions to marketing theory 
(Palmer, 2005), but despite its great popularity and numerous advantages, in scientific 
papers relating to private labels it is hardly ever used. One reason may be the problem 
of different levels at which life cycle can be viewed as well as the fact that private labels 
are developed in a large number of different product categories. Likewise, international 
retailers need to follow separate private label life cycles in different markets, what further 
complicates its application. 

Stage of the product life cycle is a good indicator of the primary demand and market com-
petitiveness (Catry & Chevalier, 1974) which includes a variety of challenges, opportuni-
ties and problems, urging companies to modify brand management strategies (kotler 
& keller, 2007). Growth stage is especially significant because it is characterized by the 
development of selective demand which leads to formation of consumer buying habits as 
a necessary prerequisite for long-term loyalty (Bivainiene, 2010). Using an appropriate 
brand management strategy for private labels in the growth stage serves as a necessary 
precondition for their further successful development in other life cycle stages. 

Regardless of whether it is observed in structural or quantitative terms, the product life cy-
cle concept is focused on the analysis of product development in which the current position 
of the product discussed is compared in relation to its past and future. Each product can 
also be analyzed in relation to competitors' products as well as in relation to other products 
within the company, enabling the firm optimal resources allocation (Cox, 1967). 

When considering the concept of life cycle it is necessary to clearly define the level at 
which it is being observed. In the literature product life cycle is analyzed at the demand 
level, industry level, product category level, product class level, product level and brand 
level (Wood, 1990). Although some authors question the application of product life cycle 
concept at the brand level, Vranešević (2007) believes that the brand life cycle is much 
more stable concept because the brand is not based only on satisfying generic consum-
er needs but also on the development of long-term relationships based on value. Brand 
management should strive to keep the brand in the early stage of maturity as long as pos-
sible through continuous development and adaptation to change and usually increasing 
expectations of consumers. 
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Simon (1979) defines the brand life cycle as a time series of a particular brand's sales 
volume, based on the relationship between consumers and the brand (Johnson et al., 
2006 in Bivainiene, 2010). Unlike the product life cycle concept which is based on prod-
uct's success according to the general market conditions, the brand life cycle is primarily 
based on consumers' attitudes and behavior. Despite that, the concept of the brand life 
cycle can not be viewed separately from the product life cycle, because product man-
agement in different life cycle stages directly affects activities required to develop and 
maintain a brand. Therefore it can be concluded that the stage of the product life cycle 
can serve as a basis for brand management in different stages of the brand life cycle (Bi-
vainiene, 2010). 

The classical theory of the product life cycle includes four chronological stages: introduc-
tion, growth, maturity and decline (Brassington & Pettitt, 2007) which differ accord-
ing to level of market orientation and marketing strategies used. Market orientation, 
defined as focus on consumers and competition, is less important in the beginning of 
life cycle due to high level of market and technological turbulence. In the introduction 
stage demand is often inadequately defined because consumers still do not have firm 
expectations regarding new product/brand so it is difficult for a company to define con-
sumer-oriented goals. The transition from the introduction stage to growth stage leads to 
change in company direction from production orientation to consumer orientation. Spe-
cifically, in the growth stage competitive struggle is all the more based on understanding 
of current and future customer needs in order to develop solutions that will be superior 
with regard to competition. In the maturity stage consumer preferences are stabilized, 
but increased competition intensity also increases the need for market orientation and 
the use of strategies that will allow the companies to exploit opportunities and avoid 
threats. The importance of market orientation is again reduced in the decline stage when 
companies primarily focus on rejuvenating products, or decide to exit from the market 
with minimal costs (Wong & Ellis, 2007). Empirical research done by Wong and Ellis 
(2007) confirmed that market orientation brings the highest benefits to companies in 
the growth stage of the product life cycle because market boundaries are still not strictly 
defined so the sales growth of one company will not endanger other and thus stimulate 
its defensive reaction. On the other hand, market orientation is the least significant in the 
introduction stage and it is better for managers in this stage to direct their resources to 
promotion of new product to innovators and early adopters. Growth stage of the product 
life cycle is characterized by a strong rise in sales as more consumers become aware of the 
product. Consumer base is expanding to early adopters (Lambin et al., 2007) and this is 
the stage in which consumers' form their buying habits so marketing becomes the most 
important element for market success (Mohan & Krishnaswamy, 2006). It is important 
that the company maintains a strong sales volume growth by attracting a greater number 
of consumers based on gathering information about their purchasing habits and needs. 
In private label management implementation of product life cycle concept could be cru-
cial because they are most often introduced in product categories already in the growth 
or maturity stage. Brand management according to product life cycle concept can enable 
private labels to reach a leadership position in the market although they are not pioneers 
in the product category (Vranešević, 2007). 
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After the retailer decides to introduce private labels they pass through three stages of de-
velopment: reactive, imitating and identity stage (Kapferer, 2010). The first stage occurs 
as a result of retailer's desire to achieve greater bargaining power in relation to manu-
facturers or the desire to fill the gaps in the assortment through category management. 
The second stage of private label development is imitating, in which retailers analyze 
competitive offers available on the market and develop private labels in the basic private 
label categories. At this stage, most retailers do not invest resources in the development 
of identity for their private labels but rather they copy packaging of leading manufac-
turer brands in a product category. In the final stage of the private label development, 
they achieve market success, so for retailers they become a real instrument of strategic 
differentiation that expresses identity, values and positioning creating consumer loyalty 
towards private labels, and consequently towards the retailer. This is generally the stage 
where retailers stop emphasizing lower price as the main advantage of private labels, but 
rather their uniqueness through presence in broad number of categories. Private labels 
in the last stage of development are brands in the true sense of the word through imple-
mentation of brand management based on differentiation, reputation development and 
investments in quality. These kind of private labels are also the most profitable because 
they enable the realization of the maximum market share with minimal price gap with 
regard to manufacturer brands (Kapferer, 2010). 

The above explained stages of private label development indicate that in the introduc-
tion stage, retailers are primarily oriented toward competing on low prices which is not 
surprising if one takes into account that private labels are often introduced into catego-
ries with strong market leaders who have a broad base of customers and strong market 
position. So in order to compete, retailers are to some extent forced to use strategy which 
reflects the huge price gap between private labels and manufacturer brands in order to 
encourage consumers to notice and try private labels. On the other hand, private label 
management in the latter stages, namely in the growth stage of the product life cycle, is 
characterized by the trend of increased quality and relative prices of private labels in re-
lation to manufacturer brands. Increase in their market share, which reflects the increas-
ing level of acceptance by consumers, leads to decrease in the price gap so when private 
labels reach 50% market share price gap disappears (Wileman & Jary, 1997). 

Retailers are expanding private label offer in the large number of product categories in 
order to achieve economies of scale and scope (Dhar & Hoch, 1997). However, retailers 
can not simultaneously achieve a strong market position in all categories, so it is neces-
sary to designate investments in categories dominated by weak manufacturer brands or 
in the categories with the potential for their redefinition. Private labels have the highest 
probability of success in categories with fragmented competition, categories where man-
ufacturer brands have weak market position, or categories that are dominated by few 
strong manufacturer brands which use strategies based on old image, and are character-
ized by insufficient levels of innovation and promotion. In addition, private labels' share 
is generally higher in categories characterized by a relatively stable technology, longer life 
cycle, and excess production capacity among producers whose brands are market follow-
ers. Retailers can through private labels redefine certain product categories to provide 
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added value, which increases the number of consumers who buy the products in the 
category as well as category sales volume and performance of private labels (Wileman & 
Jary, 1997). 

All of the aforementioned elements of private label management indicate that in the 
growth stage of the product life cycle retailers are starting to develop private labels as 
brands. By applying an appropriate strategy for private labels in the growth stage retail-
ers can ensure their success and even a leading position in certain product categories in 
the later stages of the product life cycle. However, in order to apply appropriate manage-
ment strategies retailers should be familiar with the consumers' attitudes towards pri-
vate labels as well as negative influence of perceived risk on attitudes in different product 
categories. 

3. PRIVATE LABEL ATTITUDE 

Attitude is the basis for many models of consumer behavior (Binninger, 2008) and is 
often used for segmentation, forecasting product acceptance in the market and the devel-
opment of marketing programs (Vranešević et al., 2004). It can be defined as a favorable 
or unfavorable tendency toward the characteristics of a particular object, which will af-
fect the tendency of consumers to behave predictably in relation to that object (Perry, 
1969 in Anchor & Kourilovä, 2009). Attitude always represents the relationship between 
an individual and the object or situation, and expresses the value in relation to those 
objects. As such it is relatively persistent trait that is not easily changed. Attitude is basi-
cally comprised of cognitive, emotional and behavioral components that together affect 
the fulfillment of the four basic functions: the utility function, ego-defensive function, 
value-expressing function and function of knowledge (Kesić, 2006). 

Burton et al. (1998) define attitude towards private labels as predisposition to favorable 
or unfavorable response in relation to the product evaluation, purchase probability and 
self-evaluation associated with products under a private label. From this point of view, 
private label attitude seems to be a relatively durable construct that is broad enough 
to be generally used in various product categories. General private label attitude is an 
important factor in the evaluation of individual private labels attitude (Collins-Dodd 
& Lindley, 2003) as well as with regard to consumers intention to purchase private label 
(Chaniotakis et al., 2010). 

Attitudes towards private labels are formed on the basis of certain perceived benefits that 
consumers expect, such as competitive pricing, efficiency or favorable price to quality 
ration. It is important to remember that private label attitude also differs among product 
categories. Sethuraman (2003) states that consumers have less favorable attitude towards 
private labels in non-food product categories because they perceive that the quality dif-
ference between private labels and manufacturer brands is higher than it really is. This 
can be explained by the fact that in food categories consumers can taste the product and 
thus better assess the quality of private labels compared to the quality of manufacturer 
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brands. On the other hand, the quality of non-food products is harder to assess, so con-
sumers often use brand name as a signal of quality. Differences in attitudes towards pri-
vate labels in different product categories were also confirmed by Boutsouki et al. (2008). 
Their research on the Greek market has shown that consumers are more inclined to pur-
chase private labels in categories like paper products, canned foods, detergents and soft 
drinks, while the share of consumers inclined to purchase private labels in the cosmetics 
category was significantly lower. These results are not surprising giving that the private 
label market in Greece is still in the initial stages of its life cycle, which implies lower 
consumer familiarity with private labels and thus increased purchase risk (Steenkamp 
et al., 2010). Therefore retailers, introducing private labels should choose categories in 
which it is easy to evaluate product quality as well as categories with lower purchase risk 
levels (Mandhachitara et al., 2007). 

4. PERCEIVED RISK 

Since the level of (dis)satisfaction with the product can be known only after the act of 
purchase, consumers will inevitably be faced with uncertainty and perceived purchase 
risk (Mitchell, 1998). Bauer (1960 in Mitchell, 1999) was the first author who proposed 
concept of perceived risk stating that he was only interested in subjective or perceived 
risk and not "real world" (objective) risk. According to Bauer (1960 in Ross, 1975) per-
ceived risk is not only related to consumers' information acquisition and processing ac-
tivity but to post-decision processes as well, where people will seek out information that 
confirms the wisdom of their decision. 

In traditional methodology based on Bauer's conceptualization, risk is measured by two 
components: uncertainty and consequences of purchase mistake (Gonzalez Mieres et al., 
2006b). Narasimhan and Wilcox (1998) take a similar approach in which risk is defined 
as the negative utility that occurs because the product did not live up to expectations 
multiplied by the probability this will occur. Accordingly, risk might be reduced to a tol-
erable level by (1) reducing the amount at stake or penalties for failure or by (2) increasing 
the degree of certainty that loss will not occur (Ross, 1975). In the case of private label, 
perceived risk is expected to have additional negative influence because private labels 
are dominantly compared with leading manufacturer brands. In that sense, consumers 
often choose well known manufacturer brand which they trust in order to increase the 
degree of certainty that loss will not occur. 

Dunn et al. (1986) define perceived risk as the expected negative utility associated with 
purchase of a product or a brand. The same authors distinguish two specific risk levels: 
an inherent risk which is manifested at the product category level and handled risk that 
influences consumer behavior at the brand level. For private label management, analysis 
of purchase risk at the category level is particularly important because in product cat-
egories with low level of perceived risk consumers will be keener on facing uncertainty 
in buying private label. Sinha and Batra (1999) define risk of a product category as sub-
jective probability of incorrect selection of products in the category multiplied by the 
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perceived consequences of such a wrong purchase. In their following paper, Batra and 
Sinha (2000) came to a conclusion that purchase risk at a category level is composed of 
three determinants: the degree of discomfort associated with the wrong purchase, the 
probability of purchase mistake due to quality variability in a specific category and the 
degree to which product can be evaluated based on available information or experience 
with the product. Although consumers perceive difference in risk level between private 
labels and manufacturer brands, both entail some degree of perceived risk which differs 
between product categories. So, consumers will perceive higher level of perceived risk 
in baby food category than in toilet paper category, for both manufacturer brands and 
private labels. In that sense we hypothesize that private label perceived risk follows the 
same pattern of general category perceived risk. 

H1 Perceived risk of private labels follows the pattern of general category perceived 
risk. 

Purchase risk is not one-dimensional construct. Jacoby and Kaplan (1972) propose a 
wide conceptualization of perceived risk at the brand level by defining six varieties of 
perceived risk: financial risk, performance risk, physical risk, psychological risk, social 
risk and overall perceived risk. Financial risk is measured as a chance that consumer will 
lose money by trying unfamiliar brand either because it won't work or because it costs 
more than it should to keep it in good shape. Performance risk is measured by the likeli-
hood that there will be something wrong with unfamiliar brand or that it will not work 
properly. Physical risk denotes the chance that the unfamiliar brand may not be safe i.e. 
may be (or become) harmful for the consumer's health. Psychological risk represents the 
chance that unfamiliar brand will not fit well with consumer's self-image while social 
risk measures the chance that unfamiliar brand will affect the way others view the con-
sumer. Finally, overall perceived risk presents consumers' evaluation of risk in buying 
unfamiliar brand taking into account all aforementioned factors combined. 

Zielke and Dobbelstein (2007) have studied purchase risk at the product category level 
and stated that it consists of financial risk, functional risk and social risk. Financial risk 
of a specific product category is defined as potential financial loss incurred as a result of 
the wrong purchases. As such, financial risk depends on the price level of each product 
category in a way that greater financial risk is associated with more expensive category. 
Functional risk of a product category can be defined as the potential loss arising from in-
adequate product quality and is particularly evident in the non-food categories in which 
consumers buy products that fulfill a specific function. Finally, the social risk refers to 
the loss of image or prestige as a consequence of use/consumption of certain products. 
Social risk is particularly significant in the categories that are used or consumed in pub-
lic or offered to guests. The approach to perceived risk as proposed by Zielke and Dob-
belstein (2007) is adopted later in the empirical research giving that private labels are 
analyzed at the product category level. 

The level of risk associated with private labels is crucial in determining consumer prefer-
ences towards them (Gonzalez Mieres et al., 2006a) especially in the early stages of the 
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product life cycle. When it comes to private labels, purchase risk is usually evaluated in 
relation to manufacturer brands. Giving that private labels are positioned as cheaper 
alternatives to established manufacturer brands (Gonzälez Mieres et al., 2006b) com-
parison leads to inferior perception of private labels and decrease in likelihood of their 
purchase. Richardson et al. (1996) have empirically shown that the perception of private 
labels as riskier alternatives in relation to the manufacturer brands has a negative impact 
on consumers' purchase intentions with regard to private labels. Similarly, Erdem et al. 
(2004) showed that the reduction of difference in perceived quality and perceived risk be-
tween private labels and manufacturer brands may lead to increased likelihood of private 
label purchase. Therefore we hypothesize that perceived risk will have negative influence 
on private label attitude regardless of the product category. 

H2 Perceived risk has negative influence on private label attitude regardless of the 
product category. 

Difference in perceived risk between private labels and manufacturer brands is particu-
larly evident for functional component of perceived risk (Gonzalez Mieres et al., 2006a). 
This is due to the fact that for retailers production is not a primary activity so consumers 
sometimes doubt the quality of private label, especially in the early stages of the prod-
uct life cycle. According to the results of empirical study all three previously identified 
risk components are reducing consumers' proneness to private labels. However analysis 
shows that social risk has the most pronounced negative impact on private label prone-
ness, followed by functional risk. Financial risk has the smallest negative impact what 
is logical giving that the prices of private labels are typically lower than prices of man-
ufacturer brands (Zielke & Dobbelstein, 2007). Based on aforementioned findings we 
hypothesize that all risk components have negative influence on private label attitude 
regardless of the product category. 

H3 All risk components have negative influence on private label attitude regardless of 
the product category. 
H3a Functional risk has negative influence on private label attitude regardless 

of the product category. 
H3b Financial risk has negative influence on private label attitude regardless of 

the product category. 
H3c Social risk has negative influence on private label attitude regardless of the 

product category. 

The results of previous studies also suggest that perceived risk varies depending on the 
product category (Glynn & Chen, 2009) and that the risk associated with the product 
category affects the success of private labels (Sinha & Batra, 1999). In every product cat-
egory there are different aspects of purchase risk which affect the propensity toward 
buying new private labels. Research by Dunn et al. (1986) showed that consumers per-
ceive a higher degree of functional risk in ice cream category in relation to the laundry 
detergents. Similarly, Prendergast and Marr (1997) have demonstrated that consumers 
evaluated private labels in categories such as rice and paper tissues more positively than 
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in categories such as shampoos and coffee. Categories that are traditionally perceived as 
generic, reported a smaller difference in quality between private labels and manufacturer 
brands and hence smaller perceived risk. 

Investigating perceived risk influence on consumer attitude to private labels in the prod-
uct's life cycle growth stage, presented in the next chapter, has enabled the connection of 
existing theories. The way in which and how perceived risk influences consumer attitude 
with regard to private labels needs to be studied across time and stages of product life 
cycle as well as at the level of different product categories. 

5. RESEARCH 

This chapter describes the main quantitative study conducted for the purpose of the 
paper, as well as all preparations done before conducting the research itself. The quanti-
tative methodology was chosen on the basis of a large number of scientific papers in the 
fields of private labels (eg, Dick et al., 1996; Batra & Sinha, 2000; Apelbaum et al., 2003; 
Hsu & Lai, 2008) that showed this approach is appropriate. 

5.1. Preliminary studies 

Since the aim of the research was to comprehend consumer attitudes towards private 
labels in different product categories, it was necessary to determine three product cat-
egories which would be studied in the final research. Two initial assumptions were taken 
into account in category selection: 
(1) private labels in a chosen category have to be in the growth stage of the product life 

cycle; 
(2) chosen categories have to differ in the degree of perceived risk. 

In order to determine categories in the growth stage of the life cycle, qualitative research 
through in-depth interviews with 16 Croatian experts in the field of private label man-
agement was conducted. Qualitative method was selected based on the methodology 
from Thietart and Vivas (1984). Experts selected for interviews were employees of re-
tailer companies that own private labels in Croatia and employees from manufacturing 
companies that produce private labels and national brands. Respondents were selected 
using a snowball sample in order to ensure participation of people who manage private 
labels on a daily basis and therefore have broad knowledge of the research problem. In 
total 10 in-depth interviews was conducted with representatives of retail chains, who 
according to the Croatian Chamber of Economy hold more than 2/3 of the market share 
in Croatian retail market. Additional 6 interviews were conducted with manufactures in 
order to provide holistic insights into private label management. 

All respondents were asked to state product categories which are, according to their 
knowledge, in the growth stage of the product life cycle. On the basis of qualitative re-
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search, 24 product categories were defined in which private labels were in the growth 
stage of the product life cycle, thus fulfilling the first assumption. Those product catego-
ries were: chips, chocolate, chocolate truffles, dish soap, laundry detergent, baby food, 
pet food, coffee, biscuits, dairy products, milk, paper towels, diapers for children, beer, 
hair care products, frozen food, beverages, household cleaning agents, sunscreen, liquid 
soap, wine, facial care products, toilet paper and toothpaste. 

In order to fulfill the second assumption, which says that three chosen categories must 
differ on the basis of the perceived risk level, a survey on a convenience sample of 79 
respondents was conducted. The aim of the survey was to assess the perceived risk level 
in all of the aforementioned 24 product categories. The study was conducted using a 
questionnaire in which respondents were asked to express the level of risk associated 
with buying a product from an unknown manufacturer in all analyzed categories using 
7 degrees Likert type scale in such a way that 1 represented "extremely low risk" and 7 
"extremely high risk". Mean analysis that indicates the level of perceived risk for each 
product category is shown in Table 1. 

Table 1: Mean values of perceived risk in different product categories 

PRODUCT CATEGORY MEAN VALUE QUARTILE 

Baby food 6.34 

Sunscreen 5.75 

Facial care products 5.75 

Dairy products 5.67 

Milk 5.54 

Diapers for children 5.33 Q3 = 5.17 

Frozen food 5.00 

Beverages 4.90 

Hair care products 4.84 

Toothpaste 4.75 

Chocolate truffles 4.58 

Chocolate 4.54 

Wine 4.44 

Coffee 4.42 

Biscuits 4.41 
Q2 = 4.49 

Laundry detergent 4.41 
Q2 = 4.49 

Chips 4.29 

Beer 4.16 

Household cleaning agents 3.91 Q1 = 4.04 

Dish soap 3.89 

Pet food 3.80 

Liquid soap 3.35 

Toilet paper 3.09 

Paper towels 2.53 

Source: Authors' research 
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All categories studied were arranged on the basis of perceived risk level, after which first, 
second and third quartiles were defined in order to form three groups of product cat-
egories with different perceived risk levels. Six product categories with a perceived risk 
mean value smaller than the value of first quartile (4.04) comprise low risk level group. 12 
product categories with mean values between first and third quartile make up medium 
level risk group. The last six categories with mean values higher than third quartile (5.17) 
represent the high risk level categories. 

From the product group with the lowest risk level, liquid soap was selected for fur-
ther research despite the facts that toilet paper and paper towels have lower mean 
values of perceived risk. Specifically, these are the product categories that are largely 
generic and there is no possibility for significant brand differentiation what makes 
it difficult for consumers to assess differences between brands. Unlike them, liquid 
soap can be estimated in several dimensions - smell, texture, color and so on. In 
the medium risk level group, chocolate was chosen for further research giving that 
this product category is represented in the assortment of most retailers in Croatia. 
Additional reason for choosing chocolate is that this product category is bought by 
different consumer segments. From the high risk level group, face care product were 
selected for further research, despite the fact that baby food category and sunscreen 
products had higher average value of perceived risk. Baby food was not selected be-
cause not all retailers in Croatia have private labels developed in this category. Be-
sides that, baby food is usually bought by a narrow consumer segment what would 
unnecessarily limit consumer sample and thus reduce the possibility of research re-
sults generalization. Sunscreen category was not selected because of the seasonal 
nature of demand. Specifically, since sunscreen is mostly bought during the summer, 
there was concern that it would be difficult for consumers to express their opinions 
on these products in December when research was conducted. In order to verify sta-
tistically significant difference in the level of perceived risk between selected prod-
uct categories, analysis of variance - ANOVA was conducted whose results are shown 
in Table 2. 

Table 2: Results of statistical analysis of differences in mean value of perceived risk in dif-
ferent product categories 

PRODUCT CATEGORY MEAN VALUE STANDARD DEVIATION 

Liquid soap 3.35 1.61 

Chocolate 4.54 1.62 

Facial care products 5.75 1.56 

ANOVA: F=44,33714 p=0,000000 

Source: Authors' research 

The table shows that at the level of significance equal to zero, observed differences be-
tween mean values estimates of perceived risk are significantly different which proves 
that the category selection is justified. 
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Table 3: Results of one sample t-test 

Test Value = 0 

95% Confidence Interval 

Sig. Mean of the Difference 

t df (2-tailed) Difference Lower Upper 

Liquid soap 18.52 78 ,00 3.35 2.99 3.72 

Chocolate 24.88 78 ,00 4.54 4.18 4.91 

Facial care products 32.82 78 ,00 5.75 5.40 6.10 

Source: Authors' research 

Results of one sample t test also confirm that the observed differences between mean 
values estimates of perceived risk are significantly different. Therefore, selected product 
categories are eligible for further studies. 

5.2. Main study 

As it was stated before, the aim of the research was to comprehend consumer at-
titudes towards private labels in different product categories in the growth stage of 
the product life cycle and asses the influence perceived risk has on attitudes towards 
private labels. The study was conducted using a questionnaire which consisted of se-
ries of statements to which respondents expressed their agreement or disagreement 
using Likert-type scales. Likert type scale is used to measure attitudes toward certain 
concepts (McDaniel and Gates, 2008) and is therefore suitable for use in research 
into attitudes towards private labels. Statements were taken from existing literature 
and translated to Croatian. A scale for perceived risk was designed according to the 
Sheinin and Wagner (2003). A scale for measuring attitudes towards private labels 
was developed according to papers from Burton et al (1998) and Lymperopoulos et al 
(2010). A scale of 7 degrees was used to measure attitudes and risk whereby 1 denoted 
"strongly disagree" and 7 is "strongly agree." Respondents expressed their (disagree-
ment for each claim individually since Likert-type scale does not provide the possibil-
ity of multiple responses. 

With the objective of pre-testing comprehensibility and appropriateness of the measur-
ing instrument, a pre-test was conducted on a sample of 86 graduate students at the Fac-
ulty of Economics and Business, University of Zagreb. Students filled out questionnaires, 
but were also asked to indicate possible ambiguities for individual statements or other 
elements of the questionnaire. All comments respondents gave during pre-testing were 
discussed among authors after whom statements were modified. 

The main study was conducted in December 2011 on the convenience sample of 841 re-
spondents whose characteristics are shown in Table 4. 
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Table 4: Distribution of respondents by demographic characteristics 

NUMBER OF PROPORTION OF 
CHARACTERISTIC RESPONDENTS RESPONDENTS 

Gender 

Female 586 69.7% 

Male 248 29.5% 

Age 

15 - 25 282 33.5% 

26 - 35 270 32.1% 

36 - 45 139 16.5% 

46 - 55 94 11.2% 

56 - 65 33 3.9% 

66 + 21 2.5% 

Education 

Uncompleted primary school 2 0.2% 

Completed primary school 35 4.2% 

Completed high school 354 42.1% 

College or university degree 328 39.0% 

Master's or doctorate degree 121 14.4% 

Average monthly income of a household 

up to 4.000 HRK 104 12.4% 

4.001 - 8.000 HRK 283 33.7% 

8.001 - 15.000 HRK 315 37.5% 

more than 15.000 HRK 137 16.3% 

Number of household members 

1.00 66 7.8% 

2.00 177 21.0% 

3.00 176 20.9% 

4.00 255 30.3% 

5.00 120 14.3% 

6 + 46 5.5% 

Source: Authors' research 

The survey was conducted in person and via the Internet electronic survey. A total of 
398 responses were collected through personal interviews with respondents, chosen ac-
cording to their availability in high traffic areas, promenades and shopping centers. The 
remaining 443 responses were collected through online research using software Survey 
Methods. Dual research methods were used in order to obtain wider consumer sample 
and ensure additional sample variety. Respondents who participated in online research 
were mostly younger and with above average education so additional personal interviews 
were conducted with respondents of different demographic characteristics. Question-
naire used in research was self-administered and the same regardless of the research 
method used. 
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5.3. Data analysis 

In the analysis of empirical data collected, a number of statistical techniques and meth-
ods were used. All data analysis was performed using statistical package Statistica 6.0 
and PASW Statistics 18. To test the convergent validity, factor analysis was conducted. It 
is considered that the measurement scale has convergent validity if the claims that form 
the scale have high factor loadings on the same factor, and low factor loadings on other 
factors. Variables that did not meet the above criteria and had high loading on multiple 
factors are extracted from the analysis. 

Results of the factor analysis show that, based on the Kaiser-Guttman rule, two factors 
that have intrinsic value greater than 1 were extracted, namely attitudes towards private 
labels in a product category (factor 1) and the perceived risk of private labels in the prod-
uct category (factor 2). Results of the factor analysis were the same for all three product 
categories analyzed. Distinguished factors explained 61.4% of the total variance in the 
liquid soap category, 59% of variance in the chocolate category and 57,9% variance in the 
facial care products category. 

Reliability of measurement scales was primarily analyzed using the Cronbach alpha co-
efficient and the convergent validity was tested using exploratory factor analysis. Along-
side Cronbach alpha coefficients, indicators "alpha-if-deleted" were also calculated to 
identify statements that reduced Cronbach alpha coefficient value and these statements 
were eliminated from the analysis (Churchill, 1979). The statements which were retained 
for further analysis are stated in Table 5. 

Table 5: Items used in the final measuring instrument 

CONSTRUCT SCALE ITEMS AUTHOR 

Buying private label brands makes me feel good. Burton, Lichtenstein, 
I love it when private label brands are available for product Netemeyer, & Garretson, 

Private label category I purchase. 1998 
attitude For most product categories, the best buy is usually the Lymperopoulos, 

private label brand. Chaniotakis & Rigopoulou, 
My attitude towards retail brands in a category is positive. 2010 

Considering the monetary investment associated with 
purchasing category, I consider purchasing private labels to 

Perceived be risky. 
private label Considering that people judge me by the brand of category Sheinin & Wagner, 2003 
risk that I use, I consider purchasing private labels to be risky. 

Considering how I like to feel after using category, I consider 
purchasing private labels to be risky. 

Cronbach alpha coefficient values for defined measuring constructs at the level of ana-
lyzed categories are shown in the table 6. 
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Table 6: Cronbach alpha coefficient values for defined measuring constructs at the 
category level 

CONSTRUCT 
PRODUCT CRONBACH ALPHA 

CONSTRUCT 
CATEGORY COEFFICIENT VALUE 

Liquid soap 0.81 

Private label attitude Chocolate 0.80 

Facial care products 0.80 

Liquid soap 0.61 

Perceived private label risk Chocolate 0.60 

Facial care products 0.62 

Source: Authors' research 

Cronbach alpha value for both constructs and in all categories are at the acceptable level 
what suggests that defined constructs can be used further in the analysis. 

5.4. Research results 

Attitudes and level of perceived risk of private labels were analyzed at the product cat-
egory level. Table 7 shows the mean values for attitudes towards private labels and the 
degree of perceived risk at the product category level. 

Table 7: Mean values of private label attitudes and perceived risk in various categories 

Product category 

The attitudes toward private labels 

in the category 

Perceived risk of private labels 

in the category Product category 

Mean value p-value Mean value p-value 

Liquid soap 4.5 0.000 3.1 0.000 

Chocolate 3.9 0.000 3.7 0.000 

Facial care products 3.6 0.000 4.0 0.000 

Source: Authors' research 

It is evident that the mean value of perceived risk increases which means that consumers 
perceive the lowest risk in buying private labels in the liquid soap category (3.1), higher 
risk when buying chocolate (3.7), and the highest risk in the facial care products category 
(4.0). On the other hand, mean values of consumer attitudes to private labels are mov-
ing in the opposite direction which means that consumers have the best attitude about 
private labels in the liquid soap category (4.5), less positive in the chocolate category (3.9) 
and the least positive attitude in the facial care products category. The differences in 
mean values for attitude and perceived risk were tested and results are shown in Table 7. 
Since p-values are smaller than 0.001 for all combinations of perceived risk and attitudes 
at the product category level, it can be concluded that the differences between them is 
statistically significant. Results shown in table 7 corroborate hypothesis h 1 stating that 
private label perceived risk follows the pattern of general category perceived risk i.e. pri-
vate label perceived risk increases with an increase in product category risk level. 
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In order to determine the influence of perceived risk on attitude towards private labels, 
correlation analysis was conducted. Correlation coefficients between the attitudes towards 
private labels perceived risk at the product category level are presented in Table 8. 

Table 8: Correlation matrix between attitudes and perceived risk of private labels in dif-
ferent product categories 

Product category Correlation coefficient 

Liquid soap -0.28 

Chocolate -0.17 

Facial cream products -0.18 

Source: Authors' research 

The correlation between attitude and risk is negative as expected, but an unexpected 
result is that the correlation is higher in the category of liquid soap compared to choco-
late and facial care products categories. As hypothesized, perceived risk has a negative 
influence on private label attitude regardless of the product category. Thus hypothesis 
H2 can be accepted. 

In order to obtain a better insight into the nature of influence perceived risk has on the 
attitudes towards private labels additional analysis was conducted in which perceived 
risk was analyzed through three components - functional, social, and financial risk 
measured as a single item construct shown in table 5. Multiple regression analysis was 
chosen because it analyzes the impact of a number of independent on a dependent vari-
able (Diamantopoulos & Schlegelmilch 2000). In regression, components of perceived 
risk were used as independent variables while attitude toward private labels was used as 
a dependent variable. Results of multiple regression analysis are depicted in tables 9, 10 
and 11. 

Table 9: Multiple regression analysis results in liquid soap category 

Beta 
Std. Err. 
of Beta B 

Std. Err. 
of B t(829) p-level 

Intercept 5,453036 0,117593 46,37196 0,000000 

Functional risk -0,264929 0,036543 -0,209001 0,028829 -7,24969 0,000000 

Financial risk -0,089940 0,038234 -0,076328 0,032447 -2,35235 0,018888 

Social risk -0,022230 0,035595 -0,016332 0,026151 -0,62452 0,532456 

R= ,32163218 R2= ,10344726 Adjusted R2= ,10020280 F(3,829)=31,884 p<0,0000 Std. Error of estimate: 
1,3445 

Source: Authors' research 

In the liquid soap category functional risk and financial risk have significant negative in-
fluence on attitudes towards private labels while social risk has no influence. This result 
is not surprising if we take into account that liquid soap is a product used in consum-
ers' homes and is not highly visible to others in order to induce social risk. Influence 
of financial risk is low as expected giving that private labels in this category have lower 
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prices compared to national brands and that purchase of liquid soap does not require 
high monetary investment. 

Table 10: Multiple regression analysis results in chocolate category 

Beta 
Std. Err. 
of Beta B 

Std. Err. 
of B t(834) p-level 

Intercept 4,668860 0,138552 33,69765 0,000000 

Functional risk -0,324617 0,034434 -0,239835 0,025441 -9,42710 0,000000 

Financial risk 0,005215 0,035462 0,004203 0,028579 0,14705 0,883127 

Social risk 0,089090 0,034242 0,064204 0,024677 2,60178 0,009439 

R= ,32227126 R2= 
1,3033 

,10385876 Adjusted R2= ,10063523 F(3,834)= =32,219 p<0,0000 Std. Error of estimate: 

Source: Authors' research 

Analysis at the chocolate category level reveals that functional and social risks have sig-
nificant influence on private label attitude while financial risk has no influence. Sur-
prisingly, results show that social risk has very small but positive influence on private 
label attitude. These results are contradictory to results of qualitative research conducted 
on Croatian market where most consumers have stated that they would not use private 
labels in front of others or give them as a gift because they would be ashamed. Giving 
these contradictory results interrelation between social component of perceived risk and 
private label attitude should be analyzed in more detail. 

Table 11: Multiple regression analysis results in facial care products 

Beta 
Std. Err. 
of Beta B 

Std. Err 
of B t(831) p-level 

Intercept 4,463677 0,141435 31,56001 0,000000 

Functional risk -0,295279 0,034922 -0,209456 0,024772 -8,45544 0,000000 

Financial risk -0,015336 0,035419 -0,011094 0,025623 -0,43299 0,665135 

Social risk 0,054320 0,034239 0,036181 0,022806 1,58649 0,113008 

R= ,29577277 R2= 
1,3042 

,08748153 Adjusted R2= ,08418724 F(3,831)=26,556 p<,00000 Std. Error of estimate: 

Source: Authors' research 

In the facial care category functional risk is the only component of perceived risk which 
has significant influence on private label attitude. Results shown in tables 9-11 indicate 
that hypothesis H3a can be accepted but the other two supporting hypothesis (H3b i 
H3c) have to be rejected. Because two out of three supporting hypothesis are rejected the 
main hypothesis H3 also has to be rejected. 

These results can to some extent be misleading because they suggest that perceived risk, 
unlike previous findings, has greater influence in low risk categories like liquid soap 
compared to higher risk categories like chocolate and facial care products. However, the 
results can be interpreted in a different way because they show that perceived risk has 
higher impact in categories in which consumers have positive attitudes towards private 
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labels so they consider them as an alternative in making a purchase decision. If consum-
ers do not consider private labels as a viable alternative in chocolate or facial care product 
categories they do not engage in risk assessment for private labels. It is therefore impor-
tant for retailers to decrease perceived private label risk in low risk categories because if 
consumers realize private labels in those categories are of appropriate quality they will be 
more keen in considering private labels as an alternative in higher risk categories. 

Chocolate and especially facial care products are product categories in which consumers 
use more variables when assessing brand value what can offset perceived risk influence 
on purchase decision. Consequently retailers must consider different aspects of brand 
development in categories with higher level of perceived risk. Perceived risk will always 
be present in those kind of categories but retailers' can decrease it by developing sophis-
ticated packaging, providing evidence of high product quality level, using celebrities to 
endorse the brand etc. 

5.5. Discussion and Research Implications 

Conducted empirical studies have largely confirmed the theoretical assumptions out-
lined at the beginning of the paper. The research results showed that consumers associate 
certain level of perceived risk in evaluating private labels. This result is not surprising 
giving the fact that retailers have no previous experience in production and they appear 
in the role of brand owner responsible for all aspects of brand management. Consumers 
often do not know who produces products under a private label, which certainly in-
creases the perceived risk and reduces their likelihood of purchase. It is therefore impor-
tant that retailers "educate" consumers and make them understand that in development 
and production of private labels quality raw materials are used and that there are strict 
quality controls throughout entire manufacturing process. It is difficult to expect that 
consumers will immediately have confidence in private labels. However, investments 
in their quality, using private label strategies based on value and not on price, as well 
as ongoing consumer education can be very important for their future success. Such a 
strategy requires a large investment in design and product development, quality control 
and development of long-term relationships with suppliers to ensure quality consistency 
and development of innovative products that are instigated by market needs and mod-
ern trends. By applying these strategies in private label management, they can become 
brands in the true sense of the word: consumers will not evaluate brands on who man-
ages the brand, but rather on the basis of their value for the consumer. 

Analysis at the product category level confirmed that consumers do in fact perceive dif-
ferent levels of perceived risk among different product categories. As expected, consum-
ers perceive the lowest level of perceived risk in liquid soap category, somewhat higher in 
chocolate category and the highest risk level in facial care product category. These results 
are consistent regardless is the research conducted at the general or private label level, as 
shown in prestudy and main study. On the other hand in product categories with higher 
level of perceived risk consumers' exhibit more negative attitudes compared to lower risk 
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categories and are therefore more likely to accept private labels as a viable alternative. 
For retailers this finding is particularly important because it implies that they have to 
pay special attention to quality of private labels in low risk categories. These categories 
are sometimes unjustly neglected by retailers because they are not highly profitable but 
that strategy can be contra productive giving that these are the categories consumers 
first come in contact with private labels. If private labels in low risk categories are not of 
adequate quality it would be all the more difficult to convince consumers that quality of 
private labels in higher risk categories is acceptable. 

Aforementioned conclusion is also based on the more in-depth analysis of different risks 
levels associated with private labels in different product categories. Analysis shows that 
functional risk has the highest negative impact on private label attitudes in all analyzed 
product categories. Functional risk is also the only risk component which proved sig-
nificant across categories. This finding implicates that consumers are still not convinced 
that retailers are always able to offer products of acceptable quality. One explanation for 
this kind of reasoning can be found in aforementioned inexperience of retailers in pro-
duction and brand management and other can be found in low private label prices. High 
price gap between private labels and manufacturer brands raises doubts about quality of 
lower priced private labels. 

As for the other risk components, financial risk was found to have small negative influ-
ence on private label attitude in liquid soap category. Liquid soap is a product essen-
tial for everyday hygiene and is often purchased so consumers associate certain level 
of financial risk with private labels although compared to manufacturer brands private 
labels have lower price. 

Surprisingly, social risk component was found to have minimal but positive influence 
on private label attitude. Giving that this finding is contrary to all previous research 
findings additional research is needed to comprehend what is behind this result. One 
explanation can arise from methodology used because private labels were examined at 
the general level and some research indicate that consumers in Croatia perceive private 
labels of foreign retailers as superior compared to domestic ones. Another problem can 
be that consumers do not even perceive some private labels as private labels but rather as 
foreign manufacture brands. This can also apply to facial care products category where 
only functional risk has significant influence on private label attitude. 

5.6. Research limitations 

Combined method of data collection can be considered as a first research limitation. 
Combination of personal interviews and internet survey was used in order to reach more 
heterogeneous sample what would not be possible, giving the limited resources avail-
able, with one research method. Specifically, younger respondents and respondents with 
higher levels of education mostly responded to the internet survey while older or less 
educated respondents with lower income were reached through individual interviews. 
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Analysis on both samples revealed that there are some differences in the level of private 
label attitude and perceived risk but these differences can also arise from difference in 
demographic characteristics of respondents and do not necessarily present research bias. 
Therefore authors have concluded to treat the sample as a single sample although that 
poses another research limitation. 

Convenience sample used can also be considered as a research limitation. Despite large 
number of respondents who participated in the research, convenience sample precludes 
generalization of the results because it is not based on probability. Also, younger re-
spondents, as well as respondents with higher level of education, were disproportionally 
represented in the sample with regard to demographic structure of Croatian citizens. 
Despite aforementioned limitations, a large sample still allows for relevant conclusions. 

Number of categories analyzed in the research is also a limitation. In order to gain deep-
er understanding of influence perceived risk has on private label attitudes it is neces-
sary to conduct additional studies that would involve some other product categories. The 
research results indicate that the attitude of the private labels varies among categories 
of varying degrees of risk, but further studies are necessary to confirm the knowledge 
specified in as many product categories. 

6. CONCLUSION 

Private labels in Croatia are, on an industry level, in the growth stage of the product 
life cycle. This fact is especially important for retailers because the appropriate market-
ing strategy at this stage can have a significant impact on the success of private labels 
in the later life cycle stages. Analysis of private label development on Croatian market 
follows the three stages described by Kapferer (2010): reactive, mimicking and the stage 
based on the identity development. In the first stage, retailers have used private labels as 
a tool to achieve greater bargaining power with manufacturers and were focused only on 
achieving the lowest price regardless of the quality level. Such focus resulted in negative 
consumer attitudes to private labels which were perceived as cheap products with low 
and variable quality due to frequent changes of manufacturers. The second stage called 
mimicking is based on the development of private labels in as many product categories as 
possible. Most retailers follow similar development pattern, which leads to development 
of basic private labels categories. At this stage, most retailers do not invest resources in 
the identity development for their private label but rather use copycat strategy trying to 
imitate packaging of leading national brands in the product category. A large number 
of retailers which develop private labels on Croatian market are currently in this stage 
of their development. This especially applies to domestic retailers who, in contrast to 
foreign retailers, had no previous experience in the private label development. Retailers 
which have realized the true significance of private labels have already reached the third 
stage of development where they use private labels as a real instrument of strategic dif-
ferentiation through the expression of their own identity and associated values which 
creates consumer loyalty towards private labels, and consequently towards the retailer 
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itself. This is generally the stage where retailers, as the main advantage of private labels, 
do not emphasize the lower price, but the concept of private labels itself which delivers 
greater value to the consumer through the optimal price-quality ratio (Kapferer, 2010). 
Private labels, which are managed in this way, have greater value in the eyes of consum-
ers and are therefore more profitable despite greater investments needed. 

It is encouraging for retailers in Croatia that consumer attitudes towards private labels 
are not negative, but are predominantly indifferent, and in the low risk categories even 
positive. This result indicates that in the growth stage of the life cycle consumers are 
starting to accept private labels and their market presence. Consumers will not necessar-
ily buy private labels in categories with higher levels of purchase risk because they lack 
confidence in their quality; however, the mere fact that they are considering private la-
bels as an alternative in their purchase decision is reassuring for retailers. The main goal 
of retailers, at this point of private label development, is to find a way to turn consumers' 
indifferent attitudes to positive ones, thus ensuring the success of private labels in the 
subsequent stages of the product life cycle. 
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ABSTRACT: The thesis of this article is that a small country with a below-average per 
capita income is in a disadvantaged macroeconomic position inside the euro area. Small 
middle-income countries expected an acceleration of growth by joining the EMU. They 
were hoping to catch up in the convergence process within the euro area. Yet things turned 
out differently. The crisis in 2009-2012 has led to excessive instability due to exogenous 
macroeconomic prices and the lack of a lender of last resort for sovereign debtors. Small 
MICs are more vulnerable to asymmetric shocks from abroad due to the 'one-size-fits-all' 
economic policy at the EMU level. This is reflected in the excessive volatility of real econom-
ic variables (such as GDP and unemployment), and excessive financial instability (such as 
indebtedness) and sovereign debt. The crisis also revealed weak price competitiveness of ex-
ports due to overvalued exchange rate of the euro and overall under-average productivity 
of the MICs. MICs had to respond with deflationary internal (surrogate) devaluations and 
depressed aggregate demand. Measures of internal surrogate devaluations may partially 
improve situation in the medium term, yet they may worsen the competitive growth situ-
ation in the long run. A macroeconomic environment of macroeconomic instability and 
weak competitiveness may trigger a slowdown in growth. 

Key words: European Monetary Union, small middle-income countries, Slovenia, instability, price uncompetitive-

ness, internal surrogate devaluation, growth slowdown 

JEL Classifications: F5, O4, P1 

1. INTRODUCTION 

I have pursued the question of the macro-economic situation facing small middle-in-
come countries in the euro area (EA) in a series of articles (Senjur, 2007, 2010, 2012). In 
my previous article, I was afraid that the "competitive growth of small middle-income 
countries in the eurozone is far from being assured". Competitive growth is defined as 
above-average growth in output that helps MICs catch up with developed countries. My 
thesis was that such growth would be difficult to achieve but perhaps still possible to a 
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certain level. In the present article, which is a follow-up to the previous article, my thesis 
is that small MICs inside the euro area might face a slowdown in growth instead of ac-
celerated growth. 

A small country inside the euro area with a below-average per capita income has the dis-
advantage of instability. It is more vulnerable to asymmetric shocks from abroad due to 
the 'one-size-fits-all' economic policy at the EMU level. This is reflected in the excessive 
volatility of real economic variables (e.g., GDP and unemployment) due to wrong macr-
oeconomic prices (interest rate, exchange rate, level of prices). There is excessive financial 
instability (e.g. indebtedness) and sovereign debt without any institutional lender of the 
last resort for the sovereigns. 

Small middle-income countries face weak price competitiveness inside the euro area, 
which is reflected in the weak external and internal competitiveness of exports. The 
reason is overvalued exchange rate of the euro and overall lower productivity due to 
under-overage level of development. Measures of internal (surrogate) devaluations, such 
as relative deflation, wage reductions and tax reductions, may partially improve the situ-
ation in the medium term, yet they may worsen the competitive growth situation in the 
long run. 

Taking all together, instability and un-competitiveness, there is a real possibility that, in-
stead of catching-up, the competitive growth may turn into growth slowdown. The crisis 
of the euro and the prolonged recession, which has devastated countries on the periph-
ery, has led to a change in perspective. What was previously a hunch is now more certain. 
This situation calls for an explanation and for new research theses about the causes and 
prospects of the growth of small MICs in the euro area (Blanchard, 2007; Landmann, 
2011; Estrada, Gali and Lopez-Salido, 2012). 

The article elaborates the question of the macroeconomic instability und un-competi-
tiveness of small MICs in the euro area. In order to present empirical illustrations I apply 
grouping of the 17 countries of the euro area into two groups. The first group in the euro 
area, the high-income countries, comprises countries with a per capita income higher 
than the average for the euro area. This article provides illustrative data for the average of 
euro area countries (EA-17) and for Germany as the selected high-income country. 

The second group, the middle-income countries, includes countries with a per capita in-
come below the average for the euro area.2 It has become a habit to call the first group "core 
countries" and the second group "periphery countries". Inside the second group, the mid-
dle-income countries or periphery countries, there is a sub-group of small below-average-
income countries: Greece, Portugal, Slovenia, Estonia and Slovakia. I am interested in such 
countries because they do not affect the average of the euro area, but are fully affected by 
the average categories of the euro area (such as exchange rates, interest rates, price levels, 

2 The countries of the euro area are grouped into just two groups. In the case of the entire EU it would be use-
ful to define three groups: high-income countries, middle-income countries (below the average and above the 
75% threshold), and low-income countries (below the 75% threshold of the EU-27 average). 
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and unit labour costs). The article presents illustrative data for a group of three euro-coun-
tries that could be described as small below-average-income countries on a similar level 
of development (EA-3). This group comprises Greece, Portugal and Slovenia. Estonia and 
Slovakia were not included in this group because they joined the EMU later. 

It is of some interest how those countries, which still have their own currency, and have 
below average income per capita, were affected by the recession. Czech Republic, Hun-
gary and Poland reacted with adjustments to their nominal exchange rates. I will show 
data for these three countries (EU-3), as non-euro EU member countries, to compare 
with EA-3 countries using the euro. 

Table 1: Index of GDP per capita in PPS (EU-27 = 100), 1999-2012 

1999-2003 2004-08 2010-12 

EU 100 100 100 

EA-17 112 109 109 

Germany 117 115 122 

EA-3 

Greece 87 92 81 

Portugal 80 78 77 

Slovenia 81 88 84 

EU-3 

Czech R. 73 80 81 

Hungary 58 63 67 

Poland 48 53 65 

Source: Eurostat-Tables; period's yearly averages. 

It is to be noted that the article does not give thorough empirical analysis. The sample of 
countries is small and time period is short. Selected empirical data in the form of tables 
are given as an empirical illustration to indicate the problems of concern. The tables are 
supposed to speak for themselves and are not commented at length in the text. 

The article is structured to present introduction in the first section. The second section 
of this article discusses the growth queston of the MICs. The third section elaborates in 
detail the issue of asymmetric macroeconomic instability at the national level, which is 
reflected in the excessive volatility of small MICs. The fourth section deals with the issue 
of price competitiveness and internal surrogate devaluation. Section five raises the ques-
tion of a possible slowdown in growth. The last chapter concludes the discussion. 

2. GROWTH QUESTION 

2.1. GROWTH ACCELERATION AND CONVERGENCE 

This article is interested in growth questions facing small middle-income countries that 
are within the euro area framework. Such countries encounter the questions of catching 
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up and competitive growth as well as which policy to use in order to grow in absolute 
terms and to improve their relative competitive position in the euro area. Competitive 
growth would be reflected in a durable above-average growth rate of per capita income 
(i.e., positive growth differentials): 

gMIC > gea (2.1) 

where gMIC refers to the growth of middle-income countries, and gea is the average growth 
rate of the whole euro area. 

A basic growth model is the neoclassical growth model of the Solow type (R. Solow). 
This basic growth model, which is a supply-side approach, has to be supplemented by 
endogenous growth (P. Romer), a demand-side Keynesian approach (R. Harrod and E. 
Domar), an entrepreneurial type of growth of the Schumpeterian type (J. Schumpeter), 
and a competitiveness approach (M. Porter). Such a comprehensive approach enables the 
study of the growth of MICs inside the euro area. The basic neoclassical growth model is 
simply insufficient to explain the growth problems of MICs in the euro area. 

An interesting implication of the basic neoclassical growth model is the convergence 
thesis. The convergence thesis has evolved from absolute convergence (Barro and Sala-
i-Martin, 1992; Lucas, 2000) through conditional convergence (Mankiw, Romer and 
Weil, 1992) to multiple pole convergence, e.g. twin peaks (Quah, 1996), and finally to the 
asymmetric world equilibrium (Acemoglu, Robinson and Verdier, 2012). 

The absolute convergence thesis of neoclassical growth theory is that less-developed 
countries will eventually catch-up with developed countries (Lucas, 2000): the lower the 
initial comparative per capita income level, the higher the growth rate. According to 
this thesis, middle-income countries inside the euro area should eventually catch-up 
with the high-income countries. More recent research reveals that one may no longer 
assume growth convergence. Convergence is not automatic (Rodrik, 2011) and it has 
become quite a sophisticated issue. Even the thesis of divergence has been resurrected. 
Landmann (2011) points to the possibility of non-convergence or even divergence within 
the euro area. 

Hausman, Pritchet and Rodrik (2005) found that growth accelerations tend to be related 
with increases in the investment rate and trade, and with an undervalued real exchange 
rate (Rodrik, 2008). Those authors define growth accelerations as instances of rapid ac-
celeration in income growth that are sustained for at least 8 years. The authors also find 
a declining probability of a growth transition with rising income levels. This means that 
accelerated growth goes to a certain income distance and may get stuck in a middle-
income trap (Eichengreen, Park and Shin, 2012; 2013). 

Price competitiveness due to an undervalued real exchange rate should help bring about 
accelerated growth, which would bring the income of MICs to the new income plateau 
(Rodrik, 2008). This income plateau could be a new starting point for further develop-
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ment or it could mean "the middle-income trap" for a slowdown in growth as talked 
about in the article by Eichengreen, Park and Shin (2013). They defined growth slow-
downs as a reduction in the growth rate sustained over the medium term (of seven years). 
The probability of a slowdown peaks when per capita GDP is roughly three-quarters of 
that of the leading countries. MICs encounter "the middle-income trap". 

2.2. The demand-led catching-up growth of small middle-income countries is 
under threat 

I have constructed a model of growth based on aggregate demand (Senjur 2011). The ad-
vantage of this model is that it allows the inclusion of demand, exports, the real exchange 
rate, and prices in the analysis. I assume there are two groups of countries divided by per 
capita income (Senjur 2007).3 The first group consists of high-income countries, which 
are growth leaders based on innovation. The potential output of high-income countries, 
Q*, is determined by production factors, endogenous technological progress, and institu-
tional settings. The second group consists of middle-income countries. They are growth 
followers, and their growth is efficiency-based and demand-driven. The potential output 
of middle-income countries, Q**, is smaller than for high-income countries, Q** < Q*. 
The model (Senjur, 2012) maintains that the output is determined by the production 
function 

Q = AF(K,L,H), (2.2) 

where A is a productivity parameter, K is capital, L is labour and H is human capital. The 
growth rate is positively related to the growth of productivity, capital, labour and human 
capital. On the other hand, the income is also determined by aggregate demand 

Y = B F(D,X), (2.3) 

where B is autonomous demand, D are elements of domestic demand (consisting of pri-
vate consumption C, public consumption G, and investment I) and X is exports repre-
senting foreign demand. 

An important thesis is that aggregate demand is also a factor of the potential output of 
middle-income countries. High aggregate demand can stimulate and facilitate the trans-
fer of resources from high-income countries and therefore helps to push the potential 
output of middle-income countries upwards. Aggregate demand is one of the growth 
factors of middle-income countries and is one of the driving forces of the catching-up 
growth effect. It is also assumed that some components of aggregate demand have a dou-
ble effect: they affect aggregate demand (i.e., actual income) on one hand, and potential 
output (i.e., supply) on the other. Investment plays such a dual role. Exports also have 
such a double role: the spillover relies on the technological, learning, and marketing 
externalities of exports (Rodrik, 2008). 

3 For simplicity, I disregard the existence of the third group (i.e., a low-income group). 
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On the demand side, we isolate exports as a driver of the total demand. Exports (X) are 
determined by foreign income, Qf, and the real exchange rate (E), which determines 
the price competitiveness of exports. The export growth rate is positively determined 
by the growth rate of foreign output and negatively by growth of the real exchange 
rate. 

From the definition of the real exchange rate (E=eP/P*), it follows that 

gE = ge + n - n* (2.4) 

g is growth rate of nominal exchange rate e, n* is the foreign inflation rate, and n is the 
domestic inflation rate. 

After some simplifications and manipulation of the above expression, it is possible to 
describe the growth rate of output (gY) with the following expression: 

gy = gB - Mge) - X (n - n*) . (2.5) 

In this expression, the growth rate depends on the growth rate of summary factors of 
productivity, capital and labour (gB), the rate of change of the nominal exchange rate (ge) 
and differential inflation (n - n*). Appreciation (increase) of the real exchange rate lowers 
the price competitiveness of the economy and reduces the growth rate of output. With 
changes in the nominal exchange rate in accordance with differential inflation (n - n*) it 
is possible to keep the real exchange rate stable. The price competitiveness of exports can 
thereby be kept stable and consequently the rate of output growth would not be exposed 
to negative movements in the inflation differential. 

There is a dynamic interplay between output and demand (income). Demand is an out-
let for output, yet it is also a driving force for output. Dynamics of growth originate on 
the production (output) side as well as on the demand side. The theory of growth based 
solely on production is crippled and insufficient. It cannot explain such an important 
growth experience as the East-Asian growth 'miracle', which is significantly based on 
export-driven growth. The thesis is also relevant to the growth of MICs inside the euro 
area. However, price competitiveness due to an undervalued national currency is not 
an option available to the MICs of the euro area. In this regard, their growth potential 
is handicapped and they have to look for surrogate measures such as, for example, an 
internal surrogate devaluation. The growth effectiveness of a surrogate devaluation lags 
behind an ordinary currency devaluation. 

The growth characteristics of the new EU member countries prior to joining the EMU 
were extensive employment, high investment activity and strong export growth. Such 
growth was demand-driven. For MICs of the euro area the demand tends to be depressed 
and therefore these countries are deprived of a demand driver of growth. 
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3. EXCESSIVE MACROECONOMIC INSTABILITY AT THE NATIONAL LEVEL 

A macroeconomic model for an individual member country in the euro area (EA) is not 
a closed system (Senjur, 2010). Monetary policy, the nominal interest rate, the bench-
mark inflation rate, and the exchange rate are determined outside a national economic 
system. This has important macroeconomic repercussions (Beetsma and Giuliodori, 
2010; Feldstein, 2012). Movements of national monetary aggregates (like credit growth, 
saving, investment, public debt) are based on exogenous, and therefore 'wrong', prices, 
and therefore may be erratic and erroneous. Stability is not built into the model at the 
national level. 

3.1. Volatility of the real economy and rigidity of macro-relevant prices 

The euro architecture is such that nominal macroeconomic prices like interest rates, in-
flation rates and the exchange rate are determined at the euro level. The problem is that, 
as such, they may not be related to the different real economy situations at the national 
level. On the other hand, the Keynesian conditions of imperfect competition in national 
labour and product markets cause rigid wages and prices. All macro-relevant nominal 
prices are exogenous or rigid. 

Equilibrium in terms of aggregate supply (AS) and aggregate demand (AD): 

YAS[P(P*,w)] = YAD(P,i;X). (3.1) 

P is the level of prices, P* is the price level in the EA, w is the real wage, and i is the real 
interest rate. The price level on the supply side is determined by the price level at the EA 
(due to the law of one price in the European single market) and the national unit labour 
cost. Aggregate demand depends on the price level and the interest rate (i), according to 
given exports (X). Because the quantity of money and interest rate are determined ex-
ogenously from the point of view of a small national economy, the level of prices cannot 
function as an equilibrating instrument of AS and AD. Wages is the only available vari-
able that may bring AS into equilibrium with AD, yet even wages tend to be rigid. 

Due to the fact that nominal variables are stable (determined at the euro level) or rigid, 
adverse economic conditions will trigger greater fluctuations in employment and output 
because the economy cannot adapt by adjusting nominal variables. In this situation, it 
may happen that the fluctuation of real variables (output and unemployment) at the na-
tional level may be great. The instability of variables of the real economy may be a prob-
lem in a system of a one-size-fits-all monetary policy. 

It would be of interest to compare the performances of countries with different macroeco-
nomic conditions during the recession. One could compare three groups of EU member 
countries: euro member countries with a high income (HICs), small euro countries with 
a middle income, and middle-income countries with their own national currency. 
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Table 2: Differrential growth rates of Gross domestic output, volume (percentage change 
on preceding year, 2004-2012) 

2004-08 2009 2010-12 

EA-17 (g*) 2.1 -4.5 0.9 

Differential growth: g-g* 

Germany -0.1 -0.6 +1.8 

EA-3 

Greece +1.0 +1.4 -7.0 

Portugal -0.9 +1.6 -1.8 

Slovenia +2.8 -3.4 -1.1 

EU-3 

Czech R. +3.4 0.0 +0.2 

Hungary +0.6 -2.3 +0.6 

Poland +3.3 +6-1 +3.5 

Source: European Commission, European Economic Forecast, Autumn 2013, European Economy, No. 
7/2013. Note: g*is benchmark growth rate, e.g. growth rate of the GDP of EA-17, g is growth rate of an indi-
vidual country, g-g* is differential growth rate as a difference between country growth rate and benchmark 
growth rate. Yearly averages are calculated over the period. 

Data in Table 2 indicate that there are asymmetric effects of recession on different groups 
of the EU member countries. The recession of 2009-2012 hit the EA-3 economies more 
than the average in the euro area. This may be an indication of the excessive fluctuation 
of real economic variables in MICs. The data also indicate that the EU-3 member coun-
tries with their own national currencies seem to have better survived the recession. It is 
possible to assert that the EA-3 euro countries were more exposed to fluctuations of real 
economic variables during the recession as HICs of euro area and as non-euro MICs of 
EU. This is one of the most important thesis raised by recent economic events in the last 
decade. 

3.2. Financial instability: Saving investment gap 

In a simple macroeconomic model, the national macroeconomic equilibrium is deter-
mined by an equality of investment (I) and savings (S): 

I(i,Ye) = S(Y,i) (3.2) 

Ye is the expected income. The instrument of equilibrating macroeconomic categories I 
and S is the interest rate, i. Because the interest rate is determined at the level of the euro 
area, such an interest rate does not equilibrate investment and saving at the national level 
of MICs. Disequilibrium at the national level of EMU member states is a consequence 
(see Table 3). 
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Table 3: Total investment and export of goods and services, volume (percentage change on 
preceding year, 2004-2012) 

Investment Export 

2004-08 2009 2010-12 2004-08 2009 2010-12 

EA-17 2.9 -12.8 -1.0 5.9 -12.4 6.8 

Germany 2.9 -11.7 3.5 8.4 -13.0 8.1 

Greece 2.6 -13.7 -17.9 6.4 -19.4 1.0 

Portugal 0.1 -8.6 -9.3 4.6 -10.9 6.8 

Slovenia 7.7 -23.8 -9.7 10.6 -16.1 5.9 

Czech R. 6.4 -11.0 -1.0 10.8 -10.9 9.7 

Hungary 3.1 -11.1 -6.0 13.1 -10.2 7.1 

Poland 10.9 -1-2 2.1 10.5 -6.8 7.9 

Source: European Commission, European Economic Forecast, Autumn 2013, European Economy, No. 
7/2013. Yearly averages over the period. 

The common monetary policy is a policy of a low interest rate for a catching-up country. 
After adopting the euro, a catching-up country faced a low interest rate monetary policy. 
A lending-based expansion (2004-2008) based on overly bullish expectations about fu-
ture income eventually became unsustainable during a recession (2008-2012). Invest-
ment crushed. A credit boom turned into a credit crunch. 

3.3. External disequilibrium: Foreign indebtedness 

The saving investment gap may lead to a foreign exchange gap (X - M) reflected in a cur-
rent account deficit of the balance of payments. External stability is determined by the 
balance-of-payments equation: 

BP = NX(Y,Y*,E) + CF(i - i*). (3.3) 

BP is the balance of payments, while NX=X-M is net exports which depend on domestic 
income (Y), foreign income (Y*), and the real exchange rate (E). The real exchange rate 
determines the price competitiveness of exports: E = (eP/P*), e is the nominal exchange 
rate, E is the real exchange rate, P is the national price level, and P* is the foreign price 
level. CF is the capital flow which is determined by the difference between the domestic 
and foreign interest rate. Interest rate differential i - i* is determined exogenously and 
therefore CF is exogenously given. There is full mobility of capital inside the EMU. The 
flows of loans are demand-driven. They respond to needs to finance the trade deficits of 
individual EMU member countries. 

For small MICs the prevailing exchange rate and interest rate in the euro area are im-
proper for national conditions. The nominal exchange rate is overvalued, which tends 
to cause a deficit in current accounts (Table 4). The equilibrium interest rate is too low, 
which leads to indebtedness. The combination of an overvalued exchange rate and a low 
interest rate is deadly. 
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Table 4: Current account balance (% of GDP, 2004-2012) 

2004-08 2009-12 

EA-17 0.3 0.5 

Germany 6.0 6.5 

EA-3 

Greece -14.1 -11.1 

Portugal -10.4 -7.6 

Slovenia -3.5 0.7 

EU-3 

Czech R. -3.4 -3.6 

Hungary -7.9 0.5 

Poland -4.0 -3.8 

Source: European Commission, European Economic Forecast, Autumn 2013, European Economy, No. 
7/2013. Yearly averages over the period. 

A deficit in the current account is financed by debt due to a low interest rate and the full 
mobility of capital. In a time of expansion (2004-2008) capital flows from core to periph-
ery countries. The business economy tends to be highly leveraged, facilitated by domestic 
banks that could obtain cheap funds in euro financial markets. The excessive foreign 
indebtedness of firms and banks may be a consequence. The growth of credits reflected 
the demand for loans with a virtually unlimited supply of loans. This had expansionary 
macro-economic effects.4 The recession of 2009-2012 has changed the direction of capi-
tal flows; they are running out of periphery countries. 

3.4. Sovereign debt crisis 

There were tendencies towards great commercial indebtedness and public debt, which is 
intermediated by the banks. For a country inside the euro area, the problems of private 
business indebtedness may transform through a banking crisis into a budget deficit and 
public debt. A sovereign debt issue may arise (Table 5). Some governments of periphery 
countries tended to increase public debt, which in the initial stages is also cheap (e.g. 
Greece). They financed public debt through domestic banks, which again received funds 
through European euro markets. There is therefore a combination of high indebtedness 
of the business economy and high sovereign debt. Some other countries were pushed 
into an excessive budget deficit by a sudden and exogenously caused recession (e.g. Slov-
enia). 

4 Data on Slovenia show a rapid increase in gross foreign debt since the country joined the EU and especially 
since joining the EMU. It should be noted that private debt has contributed the most to the total foreign 
debt. 
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Table 5: Net lending (+) or net borrowing (-), and gross debt, general government (as % of 
GDP, 2004-2012) 

Net lending Gross debt 

2004-08 2009-12 2004-08 2010-12 

EA-17 -1.9 -5.1 69 89 

Germany -1.7 -2.0 67 81 

EA-3 

Greece -7.0 -11.2 108 158 

Portugal -4.4 -7.7 68 109 

Slovenia -1.4 -5.6 25 47 

EU-3 

Czech R. -2.3 -4.5 28 42 

Hungary -6.5 -1.7 65 81 

Poland -3.7 -6.1 47 56 

Source: European Commission, European Economic Forecast, Autumn 2013, European Economy, No. 
7/2013. yearly averages over the period. 

The 2009-2012 recession highlighted the problem of business and bank indebtedness on 
one hand and sovereign debt on the other hand in some countries in the EMU. There is 
one additional point to be made. The recession exposed the role of the state as an owner/ 
lender of last resort. In the final instance, the state becomes responsible for the debts of 
the banks. 

3.5. An aggravated and protracted recession 

During the recession the banks were confronted with an enormous amount of non-
performing loans. They needed restructuring or to be faced with bankruptcy. Since 
as financial infrastructure banks are too important to fail (too big to fail), the state 
has provided public resources to rescue them. The euro area periphery countries had 
to borrow by themselves. Because they were unable to borrow inside the EMU, they 
were forced to turn to capital markets (Higgins and Klitgaard, 2012). Capital markets 
sensed the weakness of these sovereign borrowers and charged them high country risk 
premiums. In this way the sovereign debt of the euro area periphery countries became 
an issue. 
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Table 6: EMU convergence criterion - annual data 

2002 2007 2009 2011 2012 

EA-17 4.91 4.32 3.82 4.41 3.88 

Germany 4.78 4.22 3.22 2.61 1.50 

EA-3 

Greece 5.12 4.50 5.17 15.75 22.50 

Portugal 5.01 4.42 4.21 10.24 10.55 

Slovenia 8.72 4.53 4.38 4.97 5.81 

EU-3 

Czech R. 4.88 4.30 4.84 3.71 2.78 

Hungary 7.09 6.74 9.12 7.64 7.89 

Poland 7.36 5.48 6.12 5.96 5.00 

Source: Eurostat-Tables. Short description: long-term interest rates (central government bond yields in sec-
ondary markets, with around 10 years of residual). 

The recession introduced something new to the uniform interest rate. Commercial risks 
and sovereign debt risks caused significant country-specific risk premiums on the inter-
est rate. Despite one formal nominal benchmark interest rate that is determined by the 
ECB, the individual countries have had to face interest rate differentials (i - iea) due to the 
national risk premiums. As a result, a country encounters a country-specific interest rate. 
Inside the EMU interest rates vary by countries. Periphery countries face a high interest 
rate and the core countries a low one (Table 6). This situation aggravates the recession in 
the periphery countries. 

The flow of capital changes direction. Prior to the recession, it moved from the core to 
the periphery, while during the recession it flowed from periphery to core countries. 
One may hypothesise that prior to the recession (up to 2008) and during the recession, 
the EMU macroeconomic conditions worked pro-cyclically or in a pro-recessionary 
way in the periphery countries. The recession is therefore excessive on one side and 
protracted on the other. Capital flows were pro-cyclical and aggravated the cyclicality 
of the economies in question. The macroeconomic system of the euro is not compre-
hensive and is unstable. It needs exogenous administrative regulation in order to com-
plete and correct it. However, here we are not interested in what should be done on the 
euro level to correct the deficiencies of the euro system's architecture (De Grauw, 2011; 
Schambaugh, 2012). 

4. PRICE COMPETITIVENESS AND INTERNAL DEVALULATION 

Competitiveness has many aspects (Porter, 1990). There is location competitiveness, 
product competitiveness and price competitiveness, among others. I shall limit my dis-
cussion to price competitiveness. For the euro member countries, a discussion on price 
competitiveness may be divided into external (with non-euro countries) and internal 
(within euro area) price competitiveness. 
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4.1. External price competitiveness 

The external price competitiveness is determined by the nominal exchange rate (e) and 
comparative price level (P/P*). The real exchange rate expressed as E = (e)(P/P*) may be 
named the external real exchange rate (RER). An increase in RER means an external real 
appreciation and reduces the price competitiveness of exports. National goods are more 
expensive in terms of foreign currency. Depreciation increases price competitiveness. 
External price competitiveness could be increased by reducing the nominal exchange 
rate or by decreasing the level of domestic prices relative to foreign prices. 

The nominal exchange rate of the euro, e, is determined for the entire euro area and 
should reflect the balance of payments position for the entire euro area. Due to differenc-
es in national GDP per capita and productivity, the common exchange rate puts different 
countries in varying external competitive positions. Such an average exchange rate of the 
euro would boost the export competitiveness of some countries (e.g., high-income core 
countries), and erode the export competitiveness of some others (e.g., below-average-
income periphery countries). The exchange rate of the euro is overvalued from the point 
of view of small middle-income countries. 

Table 7 : Real effective exchange rate, index (2005 = 100) 

1999-03 2004-08 2009-11 

EU-27 84 104 100 

Germany 101 98 96 

EA-3 

Greece 92 99 101 

Portugal 92 99 97 

Slovenia 98 101 109 

EU-3 

Czech R. 82 106 118 

Hungary 81 101 94 

Poland 107 103 100 

Source: Eurostat - Tables. Note: The real effective exchange rate (REER) aims to assess a country's price or 
cost competitiveness relative to its principal competitors in international markets (a panel of 36 countries: 
EU-27 + 9 other industrialised countries). The specific REER is deflated by nominal unit labour costs. A rise 
in the index means a loss of competitiveness. The nominal exchange rate is the national exchange rate against 
the euro. Note: yearly averages over the periods. 

The effective real exchange rate of small MICs (EA-3) grows faster than the average of the 
EU and of Germany as a benchmark country (Table 7). These countries are losing their 
initial competitiveness.5 Three EU countries (EU-3) used the exchange rate as a policy 
instrument during the recession. At the start of the recession in 2009 they devalued their 
national currencies against the euro by around 11 percent on average (Table 8). 

5 Up to 2006, Slovenia kept its REER virtually unchanged with an active policy of nominal national currency 
devaluations. After joining the euro in 2007, the Slovenian REER appreciated by nine percentage points in 
just four years. 
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Table 8. Exchange rate against the euro (1 EUR = ... units of national currency), selected 
EU countries (index 2008=100) 

2008 2009 2010 2011 

Czech koruna (CZ) 100 106 103 98 

Hungarian forint (HU) 100 111 110 111 

Polish zloty (PL) 100 123 114 117 

US dollar (USA) 100 95 90 95 

Source: Eurostat 

In external international trade, small middle-income countries would need to take com-
pensatory measures to restore their export competitiveness, which is reduced due to the 
overvalued exchange rate of the euro. The lower comparative price levels (P/P*) prevent 
these countries from being uncompetitive despite a high nominal exchange rate. Low-
er comparative price levels (CPLs) reduce the real exchange rate, which increases the 
external competitiveness of these countries. In the time of the recession (2009-2012), 
the EU-3 non-euro-countries outperformed the EA-3 euro-countries in terms of export 
growth (Table 3). 

4.2. Internal price competitiveness 

For trade inside the euro area, one may refer to the internal RER where the nominal 
exchange rate (e) is fixed or equal to one. The internal real exchange rate depends on 
comparative price levels (CPLs), which are related to the national price level with the 
euro area average price level: CPL = P/Pa . One may call a change in the internal RER 
an internal depreciation and/or appreciation, which is due to an inflation differential (n 
- nea). If domestic inflation is higher than the average in the euro area, there will be in-
ternal appreciation; that is, lower export competitiveness inside the euro area. One may 
refer here to internal price competitiveness. 

In trade among countries inside the same currency area (e.g. the EMU) the competitive-
ness of products which are being exported is determined by absolute cost. The MICs tend 
to face an absolute disadvantage in trade among countries inside the euro area due to 
their lower productivity. The disadvantage of lower productivity could be compensated 
by a lower comparative level of prices. In internal international trade (inside the EA), 
lower comparative price levels are a dominant factor of the internal competitiveness of 
small MICs by the given lower comparative productivity of these countries in compari-
son to high-income countries.6 

6 For illustration purposes I present the case of Slovenia. The Slovenian data (period 2010-12) show that the 
figures for the total current account are not bad. It could be claimed that the overall exchange rate of the 
euro was not so bad for Slovenian foreign trade when taking the lower comparative price level in Slovenia 
into account. Slovenia has a huge current account (CA) surplus in trade with non-EMU countries. However, 
the current account of internal trade inside the euro area was much worse. There is a CA deficit in trade with 
EMU countries. As far as the total current account is concerned, there may have been some kind of trade-
off between external and internal competitiveness. External competitiveness has compensated for some of 
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4.3. Decreasing price competitiveness due to the convergence of comparative price 
levels 

The middle-income countries joined the euro area with lower comparative price levels. 
They enjoyed an initial price competitive advantage in the euro-area markets due to the 
lower comparative price levels (Table 9). This enabled their faster growth of exports and 
therefore their faster rate of output growth. The initial price level and cost conditions 
enabled the middle-income countries to catch up as long as such competitive conditions 
prevailed. 

Table 9: Comparative price levels (of final consumption, EU-27=100, period 1999-2012) 

1999-03 2004-08 2010-12 

EA-17 101 102 104 

Germany 107 103 101 

EA-3 

Greece 84 89 91 

Portugal 84 86 85 

Slovenia 74 78 84 

EU-3 

Czech R. 51 63 69 

Hungary 53 64 56 

Poland 58 62 55 

Source: Eurostat-Tables. Note: yearly averages over the periods. 

There are two factors of the internal price competitiveness of exports inside the eu-
rozone: the initial comparative price level (CPL= P/Pa), and inflation differentials (n 
- nea), which cause an internal appreciation or depreciation. A change in CPL is deter-
mined by inflation differentials: gCPL = n - nea . If domestic inflation (n) is higher than 
the average inflation in the eurozone (nea) the comparative price level will grow. This 
reflects internal appreciation and a reduction of the price competitiveness of exports 
(Tables 9 and 10). 

the deficiency of internal competitiveness. After adopting the euro Slovenia did not have an exchange rate 
shelter for its lower productivity and higher cost in the internal (euro area) market. Without an exchange rate 
shelter, after joining the EMU it was not competitive in trade with EMU countries, although the lower initial 
comparative price level gave Slovenia a certain competitive edge (see Table 9). Slovenia's problem up till this 
point is its internal competitiveness. 
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Table 10: Differential inflation rate based on Harmonised index of consumer prices (% 
change on previous year, 2004-2012) 

2004-08 2009-12 

EA-17, n* 2.4 1.8 

Differential inflation, n- n* 

Germany -0.3 -0.3 

EA-3 

Greece 1.0 0.7 

Portugal 0.2 -0.1 

Slovenia 1.2 0.2 

EU-3 

Czech R. 0.7 0.1 

Hungary 3.2 2.8 

Poland 0.4 1.8 

Source: European Commission, European Economic Forecast, Autumn 2013, European 
Economy, No. 7/2013. Note: yearly averages over the periods. 

The single market induces higher inflation for countries with a lower CPL due to the law 
of one price and due to the Balassa effect. 

The first effect is the impact of the law of one price that works inside the euro area. Al-
though there are inherent and non-inherent market imperfections of the single market, 
one can maintain that there is a convergence of national price levels due to the operation 
of the law of one price (LOP) (Senjur, 2010). The second effect is the so-called Balassa ef-
fect. As small MICs catch up in income level, their price levels are also gradually catching 
up due to the Balassa effect (Balassa, 1964).7 The inflation rate therefore depends on the 
comparative price level gap [n = a - ß (P'0/P0eaj and income gap [PVPea = b(y1/yeaj. The low-
er the initial national price level and the lower the initial income level in comparison to 
the average, the higher the growth rate of prices. This means that there is a convergence 
of national price levels (Table 9). Empirical results (Senjur, 2010) have shown that there 
is a statistically strong and highly significant convergence of comparative price levels of 
the new EU member states with the average of the EU-27: The lower the initial CPL, the 
larger the increase in the CPL. 8 

The single market within the euro area melts the abovementioned price advantages of 
middle-income countries away. The MICs will eventually lose the advantage of their 
lower CPLs. 

7 Higher relative growth of prices of non-tradables due to differential growth of productivity in the tradable 
and non-tradable sectors. 
8 Strong convergence in price levels in the eurozone is also reported by Estrada, Gali and Lopez-Salido 
(2012). 
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4.4. Internal (surrogate) devaluation 

The productivity of MICs inside the EMU is below average because these countries are 
unde-average developed (Table 1). Due to this fact of under-average development their 
cost of production are over-average. The MICs are un-competitive, as far as productivity 
is concerned. They may compensate theirs un-competitiveness due to lower average pro-
ductivity by lower comparative level of prices (Table 9). This enables them certain price 
competitiveness on the markets of the EMU. However, due to European single market, 
and Balassa effect, there is a tendency toward convergence of comparative price levels. 
The initial price competitiveness of the MICs is therefore melting away. 

To counteract the tendency of relative price-level increases national governments may 
pursue policies of price deflation and competitive disinflation. Some of these policies 
are polices of so-called 'internal devaluation'. Two main factors keep prices low in order 
to sustain the price competitiveness of export growth: the lowering of unit labour costs, 
and fiscal devaluation. We could describe these measures as internal surrogate devalu-
ations.9 

4.4.1. Unit labour costs 

1) Competitive wage devaluation to reduce comparative ULC. A middle-income coun-
try initially has lower wages in comparison to its productivity, meaning it has an initial 
labour cost advantage. However, the operation of the single market in the EMU tends 
to undermine this initial cost advantage. Ramskogler (2012) investigated wage and unit 
labour cost developments in EMU member states in recent decades (1992-2005) for two 
groups of countries: core and periphery. He found for most countries of the periphery 
the interdependence and convergence of the nominal wage. At the same time, he found a 
divergence of nominal unit labour costs (NULC).10 His conclusion was that competitive-
ness within the EMU diverged substantially. A similar conclusion can be derived from 
the article by Estrada, Gali and Lopez-Salido (2012) which finds that productivity has 
not converged appreciably across euro area countries, and that there is some evidence of 
convergence in nominal wages. 

The economic policy of the MICs may counteract such tendencies with a deliberate policy 
of maintaining sustainable price competitiveness by keeping wages low in order to keep 
unit labour costs low. This would hopefully enable faster exports and output growth. 

9 Such measures are actually surrogate devaluations because they try to compensate for the effects of the lack-
ing currency devaluation. 
10 Unit labour cost data show how the remuneration of employees is related to the productivity of their labour. 
Eurostat gives following definitions. Nominal unit labour costs (NULC): (compensation of employees at cur-
rent prices / no. of employees) / (GDP in volume / no. of persons employed). Real unit labour cost (RULC): 
(compensation of employees at current prices / no. of employees) / (GDP at current prices / no. of persons 
employed). 
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Wage devaluation. Assume that prices are determined by mark-up (1 + m = A) and unit 
labour cost (w/q), where w is the real wage rate per worker and q is the productivity or 
output per worker [P = Aa (w/g)ß]. Domestic inflation is determined by the growth of 
other factors (gA) and the difference between the growth of wages and productivity per 
worker or growth of unit labour costs (gUCL): 

n = a gA + ß (gw - g q ) (4.1) 

By assuming that the mark-up and other costs are constant (gA = 0), the inflation rate n 
depends on growth of the unit labour cost (gw - gq). 

Table 11: Labour productivity, real compensation per employees per head and real unit 
labour costs (% change on preceding year, 2004-2012) 

Labour productivi ty Real wages per worker Unit labour cost 

2004-08 2010-12 2004-08 2010-12 2004-08 2010-12 

EA-17 1.0 1.4 0.3 0.1 -0.4 -0.4 

Germany 1.2 1.7 -0.5 0.8 -1.3 -0.2 

EA-3 

Greece 1.1 -0.6 0.1 -6.0 -0.8 -3.2 

Portugal 1.1 1.6 0.4 -1.9 -0.4 -2.0 

Slovenia 3.4 1.4 3.0 -0.1 -0.1 0.0 

EU-3 

Czech R. 3.9 1.3 2.9 1.6 -0.2 1.6 

Hungary 3.1 -0.1 2.1 -3.0 -0.5 -1.3 

Poland 2.4 2.9 1.2 0.8 -1.6 -0.7 

Source: European Commission, European Economic Forecast, Autumn 2013, European Economy, No. 
7/2013. Note: 1) labour productivity: real GDP per occupied person). Yearly averages over the periods. 

Since it is necessary to compare inflation rates in the euro area, one must compare unit 
labour costs (ULCs) in the euro area. Differential inflation (n - nea ) may be expressed as 
a function of comparative unit labour costs (CULC = ULC1 /ULCea). If the unit labour 
cost of middle-income countries grows faster than the average for the euro area, infla-
tion will surpass the average and a country will lose in the price competitiveness of its 
exports to the euro area (Tables 10 and 11). Blanchard (2007) reports on such problems 
in the case of Portugal. 

2) Higher rate of unemployment. One way to keep inflation (and wages) down is through 
higher unemployment. One could point to the concept of the NAIRU (non-accelerating 
inflation rate of unemployment) or the natural rate of unemployment. However, for our 
analysis a relevant concept of natural unemployment may not be NAIRU but the non-
differential inflation rate of unemployment (NDIRU); that is, an unemployment rate that 
keeps the national inflation rate at the level of the average euro area inflation rate (Senjur, 
2010). 

n - nea = B2 - b2 (u - u**) (4.2) 
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where u is the unemployment rate, u** is the NDIRU, and b2 is a parameter. Keeping 
the national inflation rate below the average of the euro area may require quite a high 
unemployment rate. 

Table 12: Unemployment rate and differential unemployment rate (%), 2004-2012 

Unemployment rate (u) Differential unemployment rate (u-u*) 

2004-08 2010-12 2004-08 2010-12 

EA-17 (u*) 8.4 10.5 0.0 0.0 

Germany 9.7 6.2 1.3 -4.3 

EA-3 

Greece 9.1 18.2 0.7 7.7 

Portugal 8.4 13.6 0.0 3.1 

Slovenia 5.6 8.1 -2.8 -2.4 

EU-3 

Czech R. 6.6 7.0 -1.6 -3.5 

Hungary 7.2 11.0 -1.2 0.5 

Poland 13.5 9.8 5.1 -0.7 

Source: European Commission, European Economic Forecast, Autumn 2013, European Economy, No. 
7/2013. Note: yearly averages over the periods. 

The other reason for higher unemployment is due to the need to reduce employment to 
increase productivity. A consequence of such a measure is higher unemployment and the 
greater inactivity of the population. 

Table 12 indicates there may be some truth in the contention that small middle-income 
countries need a higher unemployment rate in order to maintain the competitiveness of 
their economies. One could point to the sacrifice ratio, that is the amount of excess un-
employment to achieve disinflation in order to maintain internal competitiveness. High-
er unemployment may be the cost of sustaining the price competitiveness of exports. 
Estrada, Gali and Lopez-Salido (2012) report that "the first nine years of EMU were as-
sociated with strong convergence in unemployment rate across euro area countries. That 
process was interrupted and largely reversed by the financial crisis". 

4.4.2. Competitive fiscal devaluation 

Jay S. Shambaugh (2012) differentiates between internal devaluation (lowering relative 
prices and wages) and fiscal devaluation. Fiscal devaluation has two components. One 
concerns unit public costs, represented by the relation between public expenditures and 
output. The other concerns such a structure of taxes that improves/reduces the relative 
prices of exports in comparison to imports (effective terms of trade). 

A change in relative prices can be achieved through taxes. Government can reduce taxes 
on labour and at the same time increase taxes on consumption (Shambaugh, 2012; Farhi, 
Gopinath and Itskhoki, 2011; De Mooij and Keen, 2012). Consider a balanced budget shift 
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from payroll taxes to VAT (Blanchard 2007). Exporting firms pay less in payroll taxes, 
and are subject to the foreign, unchanged VAT rate. Firms selling to the domestic market 
will pay less in payroll taxes, but pay more in VAT. Such a shift will therefore achieve 
higher competitiveness: while the exporting firm will benefit, the importing firms will 
lose out. Empirical evidence suggests that in the eurozone countries may improve their 
trade balance in the short run, although the effects eventually disappear (De Mooij and 
Keen, 2012). However, such measures are a form of tax competition, and other countries 
may respond in a similar manner. 

One would assume that a lower tax burden and a lower comparative unit public cost11 

would enable a lower input cost for tradables and therefore enhance the price competi-
tiveness of exports (Table 13). 

Table 13: Total expenditure, general government (% of GDP, 2004-2012) 

2004-08 2010-12 

EA-17 46.9 50.1 

Germany 45.4 45.9 

EA-3 

Greece 46.5 52.3 

Portugal 45.2 49.3 

Slovenia 44.5 49.1 

EU-3 

Czech R. 42.1 43.8 

Hungary 50.3 49.5 

Poland 43.1 43.7 

Source: European Commission, European Economic Forecast, Autumn 2013, European Economy, No. 
7/2013. Note: yearly averages over the periods. 

Due to the lower level of prices of non-traded goods in an international comparison, the 
overall price level in a low-income country is lower. The original Balassa effect (Balassa, 
1964) is based on comparatively cheap non-tradable goods in low-income countries. This 
fact is reflected in lower wages and eventually in higher international price competitive-
ness. There is a similar effect in middle-income countries.12 

5. A GROWTH SLOWDOWN: THE CRUEL REALITY? 

Small MICs in the euro area face the issues of excessive and asymmetrical macroeco-
nomic instability along with weakening export competitiveness which require measures 
of price deflation and internal surrogate devaluations. How does all of this affect the 
growth potential and growth performance of these countries? 

11 General government expenditures divided by GDP. 
12 This argument could be turned around. If non-tradables are more efficient, this is reflected in higher pro-
ductivity and reduces the input cost of production of tradables and therefore increases international competi-
tiveness. Another source of competitiveness may be in the efficiency of non-tradables. 
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5.1. Depressed demand 

It is possible to state the thesis (Senjur, 2012) that the growth of output depends on the 
growth of exports and that therefore the output growth differentials (gY - gYea) of a coun-
try are negatively related to the inflation differentials (n - nea): 

(gY - gYea) = B - b(n - nea). (5.6) 

A country with a below-average inflation rate would have above-average output growth, 
keeping other things unchanged. An above-average growth rate of output requires a be-
low-average rate of inflation, ceteris paribus. 

Due to the depressed demand a competitive growth of small euro-member MICs cannot 
be export- and demand-driven. Internal devaluation policies may have some negative ef-
fect on economic growth. Keeping inflation down requires depressed demand. Competi-
tive growth cannot be demand-driven because policies of internal devaluations of wages 
and prices of non-tradable goods depress the internal demand. These are substantial 
growth disadvantages. The MICs inside the euro area may miss the phase of accelerated 
growth driven by demand, exports and an undervalued exchange rate. They are there-
fore in a disadvantageous position compared to other countries as far as this growth 
factor is concerned. 

5.2. A distorted economic structure due to internal devaluation 

Rodrik (2008 and 2012) shows there is a systematic association between a currency un-
dervaluation and economic growth. This relation seems to work through the positive 
effect of an undervaluation on industrialisation which is driven by tradables. At the same 
time, it is known (Rodrik, 2008; Eichengreen, Park and Shin, 2013) that this result holds 
for developing countries, and that growth and undervaluation exhibit an inverse-U shape 
as per capita income grows. An undervalued real exchange rate provides less of an incen-
tive to move up the technology ladder away from unskilled-labour-intensive sectors.13 

Small MICs in the euro area do not have the option of a currency devaluation at their 
disposal. Instead, they may use measures of internal surrogate devaluations. On one side, 
in the medium term such policies may promote exports and therefore economic growth 
as well. On the other, such a policy may hinder the growth potential in the long run. Such 
policies may have negative side effects. The internal surrogate devaluation of wages and 
unit public cost implies pushing the economy to specialise in the economic structure of 
a low-wage and low-tax economy. This may mean that such an economy could become 
stuck in low-tech production, and that future productivity growth may be hampered. 

13 It is interesting to note that some important determinants of growth accelerations (Huasmann, et al., 2005) 
eventually become determinants of growth slowdowns, e.g. a high investment rate and an undervalued real 
exchange rate. An investment rate that is too high may not be sustainable, and an undervalued exchange rate 
may hinder the transition to a higher stage of economic growth (Eichengreen et al., 2012). 



314 E/B/R ECONOMIC AND BUSINESS REVIEW | VOL. 15 | No. 4 | 2013 | 314-317 293 

5.3. Instability of real economic categories reduces the potential growth rate 

Macroeconomic imbalances are short- and medium-term issues in economics. Yet they 
also have a long-run effect on potential output and economic growth. A credit crunch, 
fiscal austerity and the hysteresis effect of recession tend to slow growth down. Greater 
instability of real variables may damage the existence of firms and eventually under-
mine the production and growth capabilities of the country. Anti-recession policies 
on the national level of small MICs are required because recessions have a hysteresis 
effect through which shortfalls in output affect the economy's future potential output. 
Mitigating protracted output losses therefore raises potential future output (DeLong 
and Summers, 2012). Because the macroeconomic environment of the EMU for na-
tional economies of small MICs may not be a stable environment, national preventive 
institutions and measures should be foreseen in order to strengthen the resilience of 
a national economy against asymmetric shocks from abroad (Aiginger, 2009; Wren-
Lewis, 2010). 

5.4. Growth slowdown ? 

The thesis of this article is that the convergence of middle-income countries may hold 
up to a certain distance toward the average of developed countries. After reaching this 
income plateau, the countries in question have to change their growth strategy to en-
dogenous growth. If they succeed they may join the group of developed countries. It is 
up to the individual case (i.e., country) whether it would converge further, stay put, or 
diverge. On the other hand, demand- or export-driven growth is predominantly exog-
enous growth. All exogenous growth factors have diminishing returns and therefore face 
a diminishing catch-up effect. If small MICs want to make the transition from predomi-
nantly exogenous growth to predominantly endogenous growth, they may have prob-
lems with the extensive use of policies of imposed internal devaluations. 

The assumption of the EU architecture is that the convergence thesis holds, even though 
there may be some imperfections in how it works in practice. To deal with such imper-
fections, the Cohesion Policy was established in order to compensate for any negative 
consequences of the single market on the growth of middle-income countries. At the 
national level, a national fiscal policy should be applied to facilitate national competi-
tiveness and growth. Up until 2008 the wishful expectations about accelerated growth 
and convergence seemed to be justified. In 2007-2008 small MICs saw a peak in their 
growth performance (see Table 2). The economic crisis of 2009-2012 revealed the mac-
roeconomic weaknesses of the EMU's institutional setting. Small MICs in the euro area 
are facing a slowdown in growth. Deflationary policies as well as policies of the internal 
devaluation of wages and fiscal devaluation tend to imply depressed demand. This tends 
to slow growth down. 

The result may be a relative growth slowdown, instead of growth acceleration (Haus-
mann, Pritchett and Rodrik, 2005). Such countries may get caught in a middle-income 
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trap even before they have reached the upper middle-income plateau. This is a topic of 
the growth slowdown and middle-income trap that Eichengreen et al. (2013) refer to. 

Feldstein (2011) claims that some of the countries which adopted the euro would have 
lower unemployment, a more competitive international position, and better prospects 
for the future if they had never been part of the European Monetary Union. Such a 
claim cannot be rejected outright. Some data presented in this article show that EU 
member countries which still have their own national currencies did better in the reces-
sion than EMU member countries on a similar level of development. There are obvious 
advantages and disadvantages of small MICs having a common currency. The point of 
this article is that the possible disadvantages should be identified and dealt with. Feld-
stein believes that one possible alternative for some countries, e.g. Greece, is to leave the 
eurozone and return to their own currency. This is an extreme solution. I do not have 
such a solution in my mind. I would look for a solution inside the EMU. The question 
is how to overcome these disadvantages with measures on the national level and with 
measures on the euro level. This was not the issue of this article. The aim of the article 
was to build awareness of the difficulties some member countries are facing inside the 
euro area. 

6. CONCLUSIONS 

Small middle-income countries inside the euro area are encountering the problem of 
a possible growth slowdown. Their excessive instability reduces their potential growth 
rate. Imposed internal surrogate devaluations to increase price competitiveness may di-
rect the structure of such economies into specialising in low-wage, low-tax and low-tech 
industries, which may hamper their growth potential. Deflationary policies to keep price 
levels low require depressed aggregate demand which keeps actual growth below the 
potential growth in the medium term. While an acceleration of growth may be a wishful 
expectation, a slowdown in growth may be the cruel reality. 

These problems could seriously reduce the opportunities and capabilities of small MICs 
for competitive (i.e., above-average) growth in the euro area in the medium and long 
run. National economic policies of stabilisation and growth should respond to these 
challenges. The large high-income countries should recognise the macroeconomic 
problems of small MICs and allow them to build tailor-made institutions and measures 
to deal with the problems of the asymmetric effects of the EMU on them. The 'one-size-
fits-all' system should be relaxed to some degree. The institutional architecture of the 
single market and the euro system should be made more flexible (De Grauwe, 2011). 
Although, there may be a question of whether there should be less or more of a role for 
nation-states in money and finance (Sapir, 2011), the role of the nation-state should not 
be undermined. 
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ABSTRACT: Enterprise resource planning (ERP) systems support solutions for standard 
business processes such as financial, sales, procurement and warehouse. In order to im-
prove the understandability and efficiency of their implementation, ERP vendors have 
introduced reference models that describe the processes and underlying structure of an 
ERP system. To select and successfully implement an ERP system, the capabilities ofthat 
system have to be compared with a company's business needs. Based on a comparison, all 
of the fits and gaps must be identified and further analysed. This step usually forms part of 
ERP implementation methodologies and is called fit gap analysis. The paper theoretically 
overviews methods for applying reference models and describes fit gap analysis processes in 
detail. The paper's first contribution is its presentation of a fit gap analysis using standard 
business process modelling notation. The second contribution is the demonstration of a 
process-based comparison approach between a supply chain process and an ERP system 
process reference model. In addition to its theoretical contributions, the results can also be 
practically applied to projects involving the selection and implementation of ERP systems. 

Key words: fit gap analysis, business process reference model, ERP system, reference model application, process 

comparison 

JEL classification: M15 

1. INTRODUCTION 

Many companies have introduced ERP systems in order to stay competitive and to im-
prove and change their business strategies (Winkelmann, 2012). ERP systems integrate 
standard business practices that suggest an effective and validated way to perform busi-
ness operations. The business practices of ERP systems can be presented via reference 
models. Reference models are generic conceptual models that formalise recommended 
and generally accepted practices for a certain domain (Fettke & Loos, 2003). 

A significant number of information system implementation projects are unsuccessful 
(Lyytinen & Hirschheim, 1988). Even the latest research shows that 10% of companies have 
recognised that their ERP project was a failure (Panorama Consulting Solutions, 2013). The 
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main reason for this lies in underestimating the complexity of such a project that requires 
several organisational changes and the involvement of employees (Davenport, 1998). 

These days ERP systems need to offer a lot of functionality in order to cope with a large 
number of business requirements. This functionality needs to be aligned with the busi-
ness in order to create value for the organisation, confronting the organisation with the 
options of either configuring the enterprise system, the organisation, or a combination 
of both (Dreiling, Rosemann, Aalst, Sadiq, & Khan, 2005). 

One key success factor when implementing ERP is a focus on business processes and 
business needs. Even though it is known in theory and in practice that the use of refer-
ence models brings many positive economic effects for business, such as a cost, time 
and risk reduction (Fettke & Loos, 2007; Hilt, 2007; Kirchmer, 2010; Küster, Koehler, & 
Ryndina, 2006), reference models are still rarely used in practice. 

The aim of this paper is to present the use of reference models as a process comparison 
approach within fit gap analysis. The structure is as follows: based on a literature review, 
the first part introduces reference models and existing reference model application ap-
proaches. The second part explains the high-level and detailed fit gap analysis and sug-
gests a fit gap analysis BPMN (Business Process Modelling Notation) process. The last 
part of the paper demonstrates a process comparison between a supply chain business 
process and an ERP process reference model. 

2. REFERENCE MODELS 

Process design is a key phase of the business process management lifecycle. The resulting 
models form the basis for process implementation and execution. The use of process tem-
plates significantly increases the efficiency and effectiveness of the process design phase. 
Process templates are generally called business process reference models (Kirchmer, 
2010). Developing process models from scratch is a time-consuming and methodologi-
cally challenging task. Reference models are information models that are developed with 
the goal of being reused. They can be used as a starting point for developing company-
specific models (Becker, Beverungen, & Knackstedt, 2010). 

Reference models have the following characteristics (Fettke & Loos, 2003, 2007; Kirch-
mer, 2010; Scheer, 1998): 
• they represent best practices (providing best practices for conducting business); 
• they have universal applicability (representing a class of domains, not a particular 

enterprise); and 
• they are reusable (they can be understood as blueprints for developing information sys-

tems, they can be structured to allow easy adaptation to company-specific situations). 

Reference models play an important role in activities such as business process engineering 
(Scheer, 2000), information system development, customising ERP systems (Rosemann & 
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van der Aalst, 2007) and training and research (Thomas, 2006). In order to be able to use 
reference models, they must be adapted to the requirements of a specific enterprise. 

Reference models represent the content of various domains. The most important types 
are the following (Fettke & Loos, 2003; Kirchmer, 2010): 
• industry reference models (representing the best practices of a specific industry sector); 
• software reference models (these can be traditional applications such as ERP systems 

or a reference model representing a sub-process supported by service-oriented archi-
tecture (SOA); 

• procedural reference models (e.g., a project management reference model); and 
• company reference models (representing best practices within a company or a com-

pany group). 

The use of reference models has different economic effects on the modelling process 
(Fettke & Loos, 2007; Hilt, 2007; Kirchmer, 2010; Küster et al., 2006): 
• a decrease in costs (reference models can be reused so the development costs of the 

reference model can be saved); 
• a shortening of modelling time (the knowledge contained in the reference model re-

duces learning and development time, allowing the identification of and a direct focus 
on critical processes); 

• an increase in model quality (reference models are proven solutions and provide better 
model quality and an awareness of own deficiencies); 

• a lessening of modelling risk (the risk of failures when using a reference model can be 
reduced because reference models are already validated); and 

• the reference model content usually bridges the business and the IT (Information 
Technology) domains. For example, business process models can be linked with pre-
defined interface definition models and Web service models. 

A possible disadvantage of using reference models is that an organisation might lose 
some advantage of its unique and perhaps better business practices. If a reference model 
is widely used by an industry sector, then it can hardly represent a source of a company's 
competitive advantage. A company should therefore identify which are the key business 
processes that contribute to its competitive advantage and which could be standardised 
without losing such advantage. 

2.1. ERP system reference models 

ERP systems are the world's largest and most complex enterprise systems. ERP systems 
primarily focus on core intra-company processes, that is, the operations that are per-
formed within an organisation (Magal & Word, 2010). These systems are generic and the 
functionality they provide can serve a large variety of enterprises. ERP systems are not 
custom-developed, but are developed by commercial ERP vendors, e.g. Oracle, Micro-
soft, SAP. The implementing organisation either accepts or rejects the business processes 
that can be enabled by the ERP (Gulledge, 2006). The implementation of an ERP system 
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involves a process of customising the generic package and aligning it with the specific 
needs of the enterprise (Soffer, Golany, & Dori, 2003). 

The implementation of ERP systems has become an industry on its own. In particular, 
small and medium-sized enterprises (SMEs) are unable to afford expensive ERP imple-
mentations. The fact that they can help reduce the cost of ERP implementation is one rea-
son that modelling methods, architectures and tools have become increasingly important 
(Scheer & Habermann, 2000). Some ERP vendors have developed ERP-specific reference 
models which describe the structure and functionality of the system on a conceptual level. 
ERP reference models exist in the form of function, data, system organisation, object and 
business process models, although the latter is clearly the most popular type. 

Business process reference models on different levels of granularity describe business 
processes that can be supported by an ERP system. These models are not only developed 
for the implementation team, but also for the end users who can gain relevant informa-
tion about ERP system capabilities and how processes are connected together from the 
models (Rosemann, 2000). Reference models embedded in an ERP system may serve as 
a basis for matching the system with the company's requirements (Soffer et al., 2003). 
The most comprehensive ERP process reference model is SAP's R/3, developed largely in 
Event-driven Process Chain (EPC) notation. A reference model can also be linked to a 
system repository which enables the ERP system to be configured by the reference model 
(Scheer & Habermann, 2000). 

2.2. Reference model application methods 

From a conceptual point of view, reference modelling consists of construction and ap-
plication processes (Fettke & Loos, 2007). The term construction process pertains to all 
activities relevant to the development of a reference model. The term application process 
refers to all steps required to develop enterprise-specific information models on the basis 
of reference models (Ahlemann & Gastl, 2007). In this paper, reference modelling will be 
associated with the reference model application process. 

Fettke, Loos and Zwicker (2006) analysed and compared 30 process reference models. 
Thirteen of them covered some proposals and configuration options for model applica-
tion. Most of them (twelve) have developed a procedural model for specific application 
purposes. Statements about concepts for reusing and customising elements within the 
reference model were only provided for nine reference models. Further, in nine cases 
the reference models were used on real projects. In the remaining 21 cases, statements 
concerning real applications were not available. 

How a reference model is applied in practice is an important research question. Com-
panies face several issues when they want to answer this question. Some issues are e.g. 
the different levels of process details, different notations, a partial view of processes, an 
overemphasis on process activities etc. Two process models can have different structures 
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and still be compliant with each other. Gerke, Cardoso and Claus (2009) developed an 
approach and an algorithm which allow the compliance of process models with reference 
models to be measured. The approach was evaluated by measuring the compliance of a 
German passenger airline process with the ITIL (Information Technology Infrastructure 
Library) reference mode. Van der Aalst (2005) introduced a delta analysis to compare the 
real behaviour of an IS with the expected, reference model behaviour. He employed data 
mining with transactional IS log data to analyse the underlying processes. 

The process of configuring a reference model in line with the demands of an organisation 
requires users to have a thorough understanding of both the domain and the model-
ling language in which the reference model has been constructed. Users must not only 
be domain experts but also skilled in reading and adapting reference models. In prac-
tice, where users are unfamiliar with reference models, this assumption is unrealistic. 
La Rosa, Lux, Seidel, Dumas and Hofstede (2007) proposed a questionnaire-driven ap-
proach to reference model configuration. They linked the questions to reference model 
variation points. Users therefore do not need to deal directly with the reference model 
and only have to answer questions which are expressed in a natural language. 

The development of a reference model is often costly, risky and extensive, which un-
derpins the demand for easy to use adaptation approaches. Adaptive reference models 
enable automatic modifications of the original reference model, depending on company 
or project specifics. A few reference modelling approaches have been developed based on 
adaptive reference models. 

Soffer et al. (2003) suggested the ERP modelling approach to capture process variants 
supported by the ERP system and the interdependencies among them. They used OPM 
(Object-Process Methodology) as a modelling language which was selected following 
an analysis of the desired properties a modelling language should possess to be applied 
in the constructing of an ERP system model. Rosemann and van der Aalst (2007) high-
lighted the shortcomings of existing reference modelling languages and suggested a con-
figurable reference modelling language which allows the core IS configuration patterns 
to be captured. The authors pointed out the need for connecting model elements to the 
ERP system functions in order to perform the model and ERP system configuration 
concurrently. The configuration approach of each introduced approach is similar. Model 
variants for different application scenarios are integrated into one model and are prede-
fined. The model variant that is considered the best for a specific application scenario can 
be selected for real application. 

Configurable reference model approaches primarily focus on adapting a reference model 
to specific business characteristics. A reference model also has to be further adapted to 
the specifics of a company. Generic modelling approaches (e.g. aggregation, instantia-
tion, specialisation and reusability) are considered appropriate for use when adapting a 
reference model. Becker, Delfmann and Knackstedt (2007) suggested recommendations 
for the construction of modelling languages that integrate configurative and generic ref-
erence modelling. 
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Parameterisation plays an important role in the customisation of a reference model. It al-
lows the parameters or variants of a reference model's features (processes, functions, enti-
ties) to be set according to an enterprise's requirements (specific business processes and 
policies). Heuvel and Jeusfeld (2007) suggested a reference model transformation approach 
involving four steps: 1) the matchmaking: source model is compared to the reference mod-
el to identify which reference model is most appropriate; 2) selection: scenarios are chosen 
from the reference model; 3) enrichment: more details are captured and variants are se-
lected; and 4) integration: the enriched reference model is integrated with target models. 

Process merging is a technique that brings several processes models together to create a 
new process model. Merging can be performed according to a revolutionary or conserva-
tive approach. In the revolutionary approach, the reference model is taken as the initial 
TO-BE model. This model is iteratively customised by integrating parts of the AS-IS 
model. This approach is primarily used when companies are implementing ERP systems. 
In contrast, the conservative approach uses the AS-IS model as the initial TO-BE model. 
This model is then adapted by adding components of the reference model. Küster et al. 
(2006) introduced the process merging approach for a scenario which focuses on im-
proving an existing AS-IS business process by using a process reference model. The two 
main steps of their approach are the comparison and derivation of the TO-BE model. In 
order to visualise relations between the AS-IS process and the reference model they used 
a tree structural view. They connected process tasks and identified types of task relations 
e.g. one-to-one, one-to-many, one-to-none, and none-to-one. Based on process mapping 
they incorporated parts of the reference model into the AS-IS process. 

3. FIT GAP ANALYSIS 

Task-technology fit theory (TTF) stresses the importance of an alignment between busi-
ness processes and technology (e.g. ERP systems). TTF theory (Figure 1) holds that IT is 
more likely to have a positive impact on individual performance and be used if the capa-
bilities of the IT match the tasks the user must perform (Goodhue & Thompson, 1995). 
Matching IT capabilities with user tasks is achieved by the fit gap analysis process. 

Figure 1: TTF diagram 

Source: D. L. Goodhue, D. L.Thompson, Task-technology fit and individual performance, 1995, p. 215 

Fit gap analysis (also named "gap analysis", "gap fit analysis" or "system needs and product 
features analysis") is an important phase of an ERP selection and implementation method-
ology. A critical challenge when implementing ERP first involves identifying gaps between 
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the ERP generic functionality and a specific organisational requirement, and deciding how 
those gaps will be handled (Gulledge, 2006; Sawyer, 2001; Soh, Kien, & Tay-Yap, 2000). 
Fit gap analysis is used to determine the extent of a business process change required for 
a particular solution as well as determining software customisation and interfacing re-
quirements (Blick, Gulledge, & Sommer, 2000). An organisational misfit requires massive 
changes to the adopting organisation's business processes, ERP system or both. Matching 
the ERP's functionality to the way the enterprise does business is a vital factor for the suc-
cess of an ERP implementation (Laughlin, 1999). Hong and Kim (2002) defined the organi-
sational fit of an ERP system as the congruence between the original artefact of ERP and its 
organisational context. The findings of a survey of 34 organisations showed that success in 
ERP implementation depends significantly on the organisational fit of an ERP system. 

An ERP system requires extensive customisation in order to roll out production sys-
tems. Each organisation has its own unique set of requirements and processes. The fit 
gap analysis that typically accompanies a development effort represents a major financial 
drain (Arinze & Anandarajan, 2003). Soh, Kien and Tay-Yap (2000) surveyed the gaps 
between the functionality offered by the ERP system and that required by the adopting 
organisation. Their findings suggest that the fit might be worse in Asia because the busi-
ness models underlying most ERP systems reflect European or US industry practices 
which are different from Asian business practices. Blick et al. (2000) presented fit gap 
analysis experiences with ERP implementation for the public sector. In that sector, busi-
ness processes often differ from private sector processes and more attention should be 
focused on understanding the gap. 

Fit gap analysis is usually built on a request for proposal (RFP) or a request for informa-
tion (RFI). RFP/RFI summarises a company's business needs (general, technical, func-
tional) that any future ERP system should cover. The fit gap process is often supported by 
vendor ERP consultants who bridge the gap between the business world and the world of 
technology (Sawyer, 2001). The main goal of fit gap analysis is to identify and document 
all fits and gaps based on a comparison of a company's business needs and ERP capabili-
ties, followed by an analysis of each gap, the suggesting of possible alternatives and clos-
ing of the gaps by selecting the most appropriate alternatives. 

Fit gap analysis is mentioned twice in ERP system implementation methodologies (Mi-
crosoft Corporation, 2011). High-level fit gap analysis is usually conducted in the pre-
implementation or ERP system selection phase and a complete or detailed fit gap analysis 
is an essential part of an ERP system analysis phase. 

3.1. High-level fit gap analysis 

It is very important to select an appropriate ERP system. The selection process should 
be based on a comparison of business needs and the capabilities of a given ERP system. 
High-level fit gap analysis is an approach that helps determine how the ERP system sup-
ports a company's business needs (Sawyer, 2001). Important preconditions for conduct-
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ing a high-level fit gap analysis are that business needs (business strategy, processes and 
requirements) have been identified and that executive project sponsor support is in place 
(Indihar Štemberger & Kovačič, 2008; Laughlin, 1999). 

The objectives of high-level fit gap analysis are: 1) to validate and understand the degree 
of fit between an ERP system and business and IT needs; 2) to identify the major cus-
tomisations that will be required to address those requirements; and 3) to provide an un-
derstanding of how the ERP system will work in the particular business environment. 

A high-level fit gap analysis process is presented as a BPMN model in Figure 2. The proc-
ess consists of the following steps: 
• a review of business needs and ERP system capabilities; 
• the selection of a comparison approach; and 
• a comparison of business needs with ERP system capabilities and the documentation 

of fits and gaps. 

Reviewing business needs and ERP system capabilities 

The initial step is to review the company's business needs and existing legacy systems. 
Business needs are best described by an organisation's strategy and business processes 
(Indihar Štemberger & Kovačič, 2008). Business needs should be connected to the com-
pany's process architecture. This is important for it allows companies to know how their 
business needs are linked to their business process activities and which processes are 
affected. Business needs should also have a defined priority and the impact they have on 
business and the business strategy. On one hand, ERP capabilities can be presented by 
ERP consultants, user and training materials, or company reference visits. Another way 
to present the capabilities of an ERP system is to use process reference models. 

Selecting a Comparison Approach 

The most commonly used fit gap analysis approach is simulation-based, whereby a com-
pany's business processes are executed within the ERP system and set up as a pilot or 
sandbox test system. The review of business needs within the company is usually done 
through detailed workshops involving key users and ERP system application consult-
ants. A workshop serves to identify gaps in the ERP system compared to the customer's 
needs. The consultant executes business processes in the system and the key users moni-
tor and review whether all of the required activities in the business process can be ex-
ecuted. If the key users have been trained to use the ERP system, they may themselves 
execute the business processes. Users usually compare the new ERP system with the 
solutions that are currently in use. It is recommended to include a business analyst in 
order to ask critical questions and help key users understand the ERP system. However, 
a simulation-based method might restrict the fit gap analysis solely to a comparison with 
the test implementation and miss important process optimisation opportunities. 
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Other popular fit gap comparison approaches in business practice are (Prakash & Mad-
hup, 2011): 
• Brainstorming discussion based: Highly skilled ERP system consultants present and 

discuss capabilities with other stakeholders of a project. Such an approach is most ap-
propriate for an upgrade project or resolving critical issues of an implementation. 

• Questionnaire based: This approach is based on a questionnaire prepared by ERP con-
sultants. The questionnaire contains questions related to both the company's needs 
and ERP system capabilities. Key domain expert users provide answers and attach 
additional data and documents. This method is suitable for companies that are al-
ready using an ERP system, i.e. for upgrade or implementation project types. The main 
advantage of the questionnaire method is that it is fast to execute although, on the 
other hand, there is a risk that not all of the required information will be obtained if 
responses are poor in quality. A questionnaire-driven approach to reference model 
configuration was proposed by La Rosa et al. (2007). Their main idea was to link ques-
tions to the reference model. End users therefore do not need to have knowledge of the 
reference model or the language in which the reference model was written. They only 
need to answer domain-specific questions written in a natural language. 

• Process-based: A description and demonstration of a process-based comparison ap-
proach is presented in section 4. 

• Hybrid: With a hybrid approach, all of the approaches suggested above can be used. It 
usually starts with a brainstorming discussion followed by ERP system simulations. 
At the end, questionnaires are administered. The hybrid method provides the best 
output of a fit gap analysis, but it also requires the most effort and investment. 

Comparing business needs with ERP system capabilities 

Based on the selected comparison approach we first compare each business need with the 
capabilities of an ERP system. If the ERP system does not support a business need, we 
document the business need as a gap and give estimations of the time and costs required. 
Gaps can arise from company-specific, public-sector-specific or country-specific require-
ments that do not match the capabilities of an ERP system (Soh et al., 2000). If an ERP sys-
tem supports a business need, there are two options. If additional configuration of an ERP 
system is needed then we document the business need as an ERP system configuration and 
estimate the configuration time and costs while, on the other hand, if no configuration is 
needed then we document the business need as a standard ERP system functionality. 

Potential outputs of a high-level fit gap analysis are (Microsoft Corporation, 2011): 
• a high-level fit gap list of requirements with an explanation of how these would be 

addressed as part of an implementation and an estimation of the effort that this work 
would require; and 

• a high-level fit gap report explaining the business needs discusses the functionality fit 
of an ERP system, reviews the key design points, discusses customisations and inte-
gration requirements, and reviews the proposed conceptual design and lists any as-
sumptions made. 
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The degree of fit is an important indicator of business alignment with the standard ERP 
system functionality. It is calculated as the sum of all business needs that fit, divided by 
all business needs. Besides standard ERP system capabilities, the business needs cat-
egorised as fit are ERP system configurations and adaptations of a company's business 
processes. In addition, each business need should be weighted in terms of its importance 
(e.g. nice-to-have or critical). The degree of fit helps companies understand the risk of 
not meeting the project's scope and provides an important estimation needed in the ERP 
system selection process (Babić, 2009a). 

Alternatives characterised within a high-level fit gap analysis as a business fit are: 
• standard ERP system capability; and 
• ERP system configuration. 

Standard ERP system capability 

Standard capabilities are met by the system out-of-the-box, without requiring additional 
effort or configuration time. This is by far the most preferable outcome. In practice, there 
are typically many of these because the majority of tasks and processes are common 
to all companies and are therefore supported by ERP systems. Examples of standard 
ERP system capabilities are: the possibility to handle inventory in multiple locations, 
establishing and observing credit limits for customers or handling reservations of goods 
throughout the system (Babić, 2009a). 

ERP system configuration 

ERP configuration (also called customisation) entails choosing from among the reference 
processes and setting the parameters in ERP to reflect organisational features without 
changing the ERP source code (Brehm, Heinzl, & Markus, 2001; Glass, 1998). Business 
needs are met out-of-the-box, but the ERP system has to be configured or set up using the 
front-end tools before it can be used. Configuration of an ERP system requires some con-
sulting work, but without custom code development. If a gap can be closed through con-
figuration, the costs and risks are minimised (Blick et al., 2000). Configuration costs and 
time must be estimated, including the configuration settings and setup values. Examples of 
business needs addressed by an ERP system configuration are: handling sales or purchase 
approval workflows (no programming), setting up specific requisition planning systems, 
defining organisational units or the creation of standard reports (Brehm et al., 2001). 

3.2. Detailed fit gap analysis 

A detailed fit gap analysis is executed within the analysis phase of an ERP system implemen-
tation. If a high-level fit gap analysis has already been completed, then it is used as a starting 
point for a detailed fit gap analysis. The steps in conducting a high-level fit gap analysis were 
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described in the previous section. In a detailed fit gap analysis, we focus on how the identified 
gaps can be resolved. An overall detailed fit gap analysis process is presented in Figure 2. 

Documented gaps serve as the basis for the consulting team to validate gaps, find resolu-
tions and propose the most appropriate alternatives. Alternatives can be evaluated and 
compared based on analysis, e.g. SWOT analysis or cost benefit analysis (CBA). CBA is a 
structured evaluation of the cost of various plausible and viable alternatives to a gap, com-
pared to the business benefit of each. Although the least cost alternative is often determined 
to be the most attractive, this is not always the case. That is because qualitative, legal, and 
human resource aspects may need to be considered and factored into the decision. It is of-
ten useful to list alternatives, document the alternative resolution options, the costs versus 
benefits of each, the formal recommendation, and the reasoning behind it. The selected gap 
resolution is a business decision that needs to be made by the customer's business decision 
maker (senior-level executive project sponsor who monitors the implementation project). 

Business needs identified as a gap can be resolved by (Microsoft Corporation, 2011): 
• adapting a company's business processes; 
• adapting an ERP system through customisation; 
• adding a new business solution and/or software vendor; or 
• providing a workaround so that the business can function. 

Adaptation of Business Processes 

A company decides to undertake a process change when a reasonable match between a busi-
ness need and a standard ERP system exists, and adaptation would otherwise be required. 
This alternative is also named a technology-driven approach (Arif, Kulonda, Jones, & Proc-
tor, 2005). It means that best practices implemented in these software packages have to be 
applied within an organisation. Although it is theoretically the best way that allows an or-
ganisation to take all possible advantage of an ERP system, such changes are very hard to 
implement in practice. It means that an ERP system implementation project has to include 
a business process redesign project, rendering the situation much more complicated. Many 
vendors are concerned with the complexity and therefore with the strong threat of failure. 
Besides, an organisation might lose the advantage of having a unique and perhaps better 
business practice (Davenport, 1998; Indihar Štemberger & Kovačič, 2008; Trkman, 2010). 

Adaptation of an ERP System 

Technological adaptation refers to adjustments and changes following the installation of 
a new technology in a given setting (Tyre & Orlikowski, 1994). The adaptation of an ERP 
is selected if a business need cannot be met by standard ERP system functionalities and 
requires some or even extensive custom development. It requires changing the package 
code to perform a unique business process. Due to the way ERP systems are designed, 
some tailoring is always required to get them up and running. The extent of the adapta-
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tion can vary from one organisation to the next, based on several factors. One factor is 
the degree of fit between the features and functions of the package and the business proc-
esses of a particular organisation (Brehm et al., 2001). 

A general ERP vendor recommendation is that any alternatives that count as a fit should 
be always considered beforehand. Adaptation of an ERP system is not a desirable outcome 
(Babić, 2009b; Brehm et al., 2001). It can cause high additional costs, increase project time 
and risk (Laughlin, 1999). Moreover, it presents difficulties with maintenance and upgrad-
ing to new releases. Therefore, this alternative can lead to the failure of a project. ERP system 
customisation is appropriate for those companies which believe their business processes are 
better than those implemented in an ERP system and do not want to lose their competi-
tive advantage (Indihar Štemberger & Kovačič, 2008). ERP system customisation time and 
costs must also be estimated in this phase. Examples of custom-developed business needs 
are: integration with industry or best-of-breed systems, workflow programming, interface 
development, extended reporting, automated customer billing etc. 

Combining with Other Solutions 

The placement of third-party solutions (also called bolt-on or add-on solutions) reduces 
the effort required to configure and otherwise tailor an ERP to industry-specific needs. If 
the implementation partner cannot meet business needs, it is possible to engage a third-
party vendor (independent software vendor, ISV). The new vendor can provide a vertical 
or industry solution that supports a customer's specific needs. Further, the third-party 
vendor is responsible for quality assurance and maintenance, reducing the burden on the 
adopter. However, third-party solutions introduce complexity. In addition, there may be 
a release lag whereby a third-party vendor is supporting an older release of an ERP sys-
tem than the one the implementation partner is currently offering to its customers. This 
is likely to be an issue during upgrading of an ERP system (Brehm et al., 2001). When se-
lecting a third-party vendor, it is important that it complement the ERP system and add 
strategic value to the customer. New software should round out the solution and give a 
competitive advantage to the customer. Also important in the selection is a consideration 
of the impact of the third party on the entire project (Microsoft Corporation, 2011). 

Out of Scope or Future Release 

Business needs in the current project will not be supported and will be documented as 
out of scope or planned for future releases. This alternative leads to 'living with prob-
lems', which means that an organisation uses an ERP system that is not tailored to the 
way business is done. To enable the business to function, a viable workaround must be 
provided, e.g. using Microsoft Office tools. 

Identified resolutions must be discussed with the customer when the complete solution 
approach is finalised and documented. The best possible alternative in the majority of 
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cases has proved to be a composite approach, i.e. a blend of acquired (ERP), integrat-
ed (best-of-breed) and engineered (adapted or built) applications. It seems optimal for 
standard business processes (e.g. accounting processes) to adapt to best practices, where-
as customised business processes (e.g. order fulfilment) should in many cases adapt to 
company's business needs (Indihar Štemberger & Kovačič, 2008). 

Figure 2: Detailed Fit Gap Analysis Process 
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4. DEMONSTRATION OF A PROCESS COMPARISON APPROACH 

The traditional approach to scoping an ERP project is based on a modular-oriented func-
tional fit gap analysis. This means that the functionality of each ERP module is com-
pared with some definition of the functional requirements of the receiving organisa-
tion. In most of such consulting engagements, ERP consultants are asked to provide an 
unbiased analysis of the alignment of standard software with the business processes of 
the implementing organisation. Modules are isolated silos, and a modular-based fit gap 
analysis compares functionality within silos. Business processes flow across the silos and 
they hence represent the output/capability delivery of the implementing organisation. 
A fit gap analysis with a business process orientation provides an understanding of how 
the software would enable the end-to-end business, as opposed to comparing static func-
tions within silos (Gulledge, 2006). 

Process comparison is one of the fit gap analysis approaches such as simulation, brain-
storming discussion or questionnaires. Each business need should be connected to an 
ERP system reference model process or activity. The process-based approach is often 
combined with other approaches, e.g. the questionnaire-based approach. A strong moti-
vation for ERP vendors to develop reference models for their solutions has been to sup-
port the process-based selection of their systems (Rosemann, 2000). 

This approach requires both an ERP system reference model and AS-IS company 
process models. At least until the beginning of the ERP selection, the process models 
should not be too detailed. Such a process model comparison has to deal with (Rose-
mann, 2000): 
• different levels of abstraction in the models; 
• different modelling languages (Soffer et al., 2003); 
• different scopes (length and width) of the processes; 
• differences in additional information (organisational units, input data, documents, 

related transactions); and 
• different ways of naming. 

TTF theory states that only standardised processes bring standardised tasks that can be 
supported by a proper technological solution. The use of business process reference mod-
els within ERP implementation projects is leading to an increase in the standardisation 
of processes - one of the critical success factors of BPM (Trkman, 2010). 

A process comparison could be achieved by using the reference model application meth-
ods found in the literature, e.g. the process merging technique suggested by Küster et 
al. (2006). Our demonstration shows how a company's supply chain processes are com-
pared to an ERP system process reference model. The comparison approach is part of a 
high-level fit gap analysis. First, the Microsoft Dynamics NAV process reference model 
is presented and, in the second section, supply chain processes are connected to an ERP 
system process reference model. Process models are designed using BPMN notation, the 
world renowned standard (Object Management Group, 2011). 
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4.1. The Dynamics NAV process reference model 

Dynamics NAV is an ERP system for SMEs (25-250 users). It is part of the Microsoft 
Dynamics business products family. Dynamics NAV is globally present, supporting 42 
localisations - versions for a specific country or region. More than 94,000 organisations 
are using Dynamics NAV to support their daily operations. The system is implemented 
by Microsoft certified partners (value-added resellers) which have full access to the sys-
tem business logic source code (Microsoft Corporation, 2013). 

The reference model processes we are using for the demonstration case are available on-
line (Pajk, 2013). The main reference processes used in the comparison are the sales and 
purchase processes. 

Figure 3: Reference model process: Sales Process - Order-to-Cash Cycle 
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The sales process is also known as the "Order-to-Cash" (O2C) cycle. The overall process 
includes all activities from marketing and sales to customer-care processes. The sales 
reference model starts with a sales quotation process. After a quotation is confirmed, it is 
converted into a sales order. The order is further processed, confirmed and prepared for 
delivery. The warehouse staff pick up, pack and ship the orders. After the items have been 
sent out, an invoice is prepared and sent to the customer. At the end, money is collected 
and customer payments are recorded within the system. 

Figure 4: Reference model process: Purchasing process - Purchase-to-Pay Cycle 

www.dynamicsnavprocesses . com 

The purchasing process or Purchase-to-pay (P2P) cycle covers the activities of requisi-
tioning, purchasing, receiving and paying for goods and services. The purchase initiative 
can originate from make-to-order sales or production processes. Most companies base 
their purchases on sales forecasts. The process starts with RFQ (Request for Quotation) 
which is sent to a number of vendors by the purchasing department. The quotations re-
ceived are compared with each other and the vendor is selected. The process continues 

http://www.dynamicsnavprocesses.com
http://www.dynamicsnavprocesses.com
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by creating and confirming the purchase order. When receiving goods the receipt docu-
ment must match the company's purchase order. The invoice received from the vendor 
must be compared to the purchase order and receipt. Accepted and confirmed vendor 
invoices are posted in the system and paid via electronic banking on the due date. 

4.2. A company's supply chain process 

The case demonstrates the comparison of a company's supply chain processes to an ERP 
system process reference model. Figure 5 not only shows a company's processes but also 
the retail, carrier and suppliers' processes. The process model clarifies how processes are 
executed through the supply chain and displays the information flow with the related 
documents that are exchanged among the supply chain nodes. 

The company would like to support its business processes by implementing an ERP sys-
tem. An important phase of the ERP selection is a high-level fit gap analysis. The com-

Figure 5: The Company's Supply Chain Process 
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parison approach selected was a process comparison. The comparison is achieved by 
using the Dynamics NAV process reference model described in section 4.1. 

The process comparison could be done by process domain experts or key users with the 
help of ERP system application consultants. Key users must therefore have basic knowl-
edge of the business processes and BPMN notation. The process activities are linked to 
process reference model sub-processes at workshop meetings. Each process activity has a 
corresponding sub-process number, e.g. O2C.1, O2C.2, P2P.5 etc. The company's supply 
chain process visually shows how the process activities are connected and supported by 
the Dynamics NAV ERP system. 

The process comparison could be used as a starting point for a detailed fit gap analysis 
or as a visual estimation of how a selected ERP system fits with the company's business 
needs. 

Conclusion 

Reference models have been defined in this paper as generic conceptual models which 
formalise recommended practices for a specific domain. The concept has been intro-
duced to improve the selection and implementation phases of ERP systems. Reference 
models enable a company to use validated business processes and apply them to its spe-
cific needs. 

Many companies are concerned that, by applying general reference models, they could 
lose the advantage of having a unique and perhaps better business practice. The deci-
sion about following the best practice approach or innovating is strategic. It calls for a 
clear prioritisation and categorisation of business processes. On the other hand, changes 
in demand and economic instability are forcing companies to react to changes in the 
business environment quickly and effectively. Following validated business practices in 
dynamic business environments could improve the agility of a company, which in turn 
could represent a strategic competitive advantage. 

An important criterion used when selecting an ERP system is the fit with a company's 
current business processes. Fit gap analysis holds important consequences for project 
success (Hong & Kim, 2002). One of the output metrics of the analysis is the degree of 
fit. Even though the metric is only an estimation, it provides a high-level overview and 
understanding of the project risk. A low degree of fit could also lead to a decision to select 
an ERP system of another vendor or to not select an ERP system at all. 

This paper focused on reference model application approaches. As an application ap-
proach, we described a process comparison as part of a fit gap analysis. In a process 
comparison, enterprise-specific models are compared with the ERP reference model. 
The fit gap analysis BPMN process model represents the first contribution of the paper. 
It provides a description of activities, steps and possible outcome alternatives. The dem-
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onstration of the process comparison approach constitutes the practical contribution of 
this paper. The comparison approach can be used within fit gap analysis as a standalone 
or in combination with other comparison approaches. The suggested process compari-
son approach compares the Dynamics NAV process reference model and a supply chain 
business process. 

The paper has many limitations and possible avenues for future work. It is necessary to 
conduct more empirical research on the application of reference models to determine 
how a reference model can be used in practice (Fettke & Loos, 2007). In this paper, the 
reference model process comparison approach is presented based on a supply chain 
process example only. A survey or multiple case studies analysing process comparison 
approaches used in practice (e.g. by Slovenian companies) is one opportunity for future 
research. Robust fit gap techniques are also needed to enable customers to identify the 
differences between an ERP system and their current business processes and needs (Saw-
yer, 2001). The development of process-based fit gap approaches using reference mod-
els relying on design science research recommendations is an important area of future 
research, especially for practice. Process reference models can be used in all phases of 
an ERP implementation lifecycle (Rosemann, 2000). Microsoft Dynamics Sure Step is a 
product-specific ERP implementation methodology. Possible future work could involve 
the application of process reference models within all Dynamics Sure Step implementa-
tion phases (Diagnostic, Analysis, Design, Development, Deployment and Operation). 
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