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In this paper the phenomenon of informational Being-in, that is, includedness is studied 
in a formally recursive (informational) way, dealing with basic definitions of includedness 
(informational in-volvement, em-bedding) and their consequences. It seems that the in­
formational includedness is a phenomenon of informational entities, which involves them 
in a perplexedly recursive way and offers the richness ofthe informationally spontaneous 
parallelism, serialism, and circularity. In this respect, together with its informational 
openness and recursiveness, informational Being-in can come semantically as close as 
possible to its philosophical notion (concept) [2, 1]. Some includable structured phenom-
ena of inference or reasoning (deduction, induction, abduction, modus ponens, tollens, 
rectus, and obliquus) are shown in a formal manner. The disposed formal apparatus en-
ables an unbounded and even deepened philosophical investigation ofthe phenomenon of 
Being-in and its consequences. So, a formalistic investigation of informational Being-in 
can enrich its philosophical understanding. 
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1 Introduction 
Being-in is the original term coined by Heideg-
ger (in German, In-Sein or In-sein, in English, 
inhood) [2]. Informational Being-in1 belongs to 
the most significant existentiales of the informa­
tional. "When someone calls our attention to the 
fact that 'in' also has an existential sense which 
expresses involvement, ...we tend to think of this 
as a metaphorical deviation from physical inclu-
sion." (Dreyfus in [1], p. 41.) Informational 'in' 
means informationally involved, distributed and, 
for example, being dual in the sense of energy and 
information (Šlechtain [5], the Hamiltonians HEI 
and HIE in equations 14 and 15, respectively). 
"Grimm goes on to argue that the preposition 'in' 
is deri ved from the verb, rather than the verb from 
the preposition." ([2], p. 80.) This conclusion is 

1This paper is a private author's vvork and no part of 
it may be used, reproduced or translated in any manner 
whatsoever without written permission except in the čase 
of brief quotations embodied in critical articles. 

essential, for Being-in in the informational has an 
active (verb-like, operational) role. 

Being-in belongs to primordial situations con-
cerning informational entities. It is a consequence 
of informing of entities and vice versa. In this 
paper, the basic informational properties of the 
phenomenon, state, or process termed Being-in 
will be studied. Instead of the philosophical 
term Being-in, the term includedness (or informa­
tional includedness) will be frequently used, which 
comes closer to the formal terminology in tradi-
tional mathematics (e.g., the notion of a subset), 
but is essentially different in its existential (in-
formingly arising) nature if compared with the 
categorical (reductionistic) relation of inclusion. 
Informational includedness is a new term, deter-
mined in an informationally recursive way (circu-
larly) and, in this respect, extending the struc-
ture of informational includedness boundlessly in 
an includable way. 

Being-in is an informational existentiale, a for-
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mal existential expression, which concerns Being-
in-the-world (informational realm of the exterior) 
as its essential state. An informational entity 
(thing, matter) informs as the entity in the world 
(its environment, informational region, within it-
self). The world is the synonym of that in which 
an entity informs, that is, the informational entity 
embracing informational realm. The question is, 
how can this general view (an entity's informa­
tional openness, interweavement, or connected-
ness) be considered in its informational entirety. 

When an informational formula occurs as part 
of a larger formula, it is said to be in included 
position (see [13], included ppl. a.); otherwise it 
is said to be in absolute position and to consti-
tute an informational entity. Some morphemes 
occur in included position, either partial or com-
plete. In some sentences there are devices that 
signal the inclusion of two or more separate sen­
tences. The included position is that had by a 
word, phrase or other linguistic form when it is 
part of a larger form. Ali of these forms of in-
cludedness are classical and do not embrace con-
ceptualism of the informational in cludedness as, 
for instance, a distributed involvement of an en-
tity within an informational realm. 

The task of the present study is to develop and 
formalize a general concept of the Being-in of an 
informational entity, where this concept can be 
particularized according to the specific informa­
tional needs and occurring circumstances. 

2 Being-in qua Informing 

A philosophy of informational includedness roots 
in the philosophical notion of Being-in (for exam-
ple, [2], f l2) as an informational (philosophical) 
phenomenon which concerns the entity's Being. 
As we shall see, Being-in of something can mean-
ingly never be exhausted, it simply does not come 
to an end because of its recursively open informa­
tional nature. So we have to present this informa­
tional virtue, faculty, or property of something in 
a strict formal way, that is, by systems of infor­
mational formulas describing the phenomenon of 
Being-in. The informational includedness means 
something essentially different in respect to the 
set-theoretical inclusion in mathematics, although 
the symbols C and D (the alternative to C) are 
used to mark both phenomena. 

How does Being-in, that is, informational in­
cludedness inform? As a property of something 
which informs in a broader realm, it must be ex-
pressed as includedness, that is, as something con­
cerning the informational operator (for example, 
Nin, Hindude or, simply, C, which read 'is in', 
'is included in' or 'is an informational part of, 
respectively). Informational includedness means 
functional involvement of an entity into the in­
forming of the other entity and itself. 

The Being-in as such always concerns an en-
tity, that is, something, marked by a. As a phe­
nomenon, the Being-in is involved in something 
in an informational way. According to [9], we in-
troduce the following four modes of the informa­
tional existentiale concerning something a in an 
includable way: 

a C 

C a 

a C a 

reads as: a informs includingly; 
a's externalism of including; 
a is/are included (in); 
reads as: a is informed includinglv; 
a's internalism of including; 
a include(s); 
reads as: a informs includinglv itself 
and is informed includingly by itself; 
a's metaphysicalism of including; 
a includes and is included in itself; 

reads as: a informs includingly and 
is informed includingly; 
a's phenomenalism of including; 
a includes and is included 

To fulfill the existential criteria of includedness, 
evidently, entity a informationally includes (in-
volves) some informing entities and is informa-
tionally included in (involved by) some informing 
entities. 

In this point of the study, the question arises, 
what could the meaning (interpretation) of the 
formalized forms of informational includedness of 
something be? The formalized externalistic inter­
pretation of includedness could be the following: 

(« C) 

where E(a C) is an element of the informational 
power set (symbol V) with 16 elements (including 
the empty set 0), that is, 
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S(a C) € V 

f(N«)c, 
(«h)c, 
( h « ) C a, 

l (a h ) C a 

In general, an informational set {ct\, a<ii • • • •, an} 
is interpreted as the parallel system (array) of en-
tities, that is, 

{ai , a2, • • •, a n } ^ (ai ; a2; • • •; an) 

The formalized internalistic interpretation of in­
cludedness is, for example, 

/ah \ 
h«; 

\ S ( c a)) 

( C a ) ^ 

where E!(c a) is an element of the power set, that 

\ 

previously shown examples (includable external-
ism, internalism, metaphysicalism, and phenome-
nalism). 

Definition 1 [Informational Includedness] 
Let entity a inform within entitu /3, that is, 
a C /3. This expression reads: a informs within 
(is an informational component or constituent of) 
/3. Let the folloming parallel svstem of included­
ness (Being-in) be defined recursivelv: 

'& h a; 
(a C /3) ^Def I a h /?; 

k 2 ( a c j 9 ) , 

where for the eztensional part S (a C /3) of the 
includedness a C P, there is, 

is 

S(C a) £ V 

(\ (a h) C a / 
(h a) C a, 
(« h) C, 

VI (h") C J 
~(a C(3)eV 

f ( / ? h a ) C / 3 , ) \ 
(a h /3) C /3 
(/5 h a) C a 

{ (a h P) C a J / 
The metaphysicalistic čase of includedness inter­
pretation could be 

(a C a) __^ I a h a; 

TTie mosč complez element of this poiver set is de-
noted by 

\S (a C a)J 

where 

5(a C a) G 7>({a |= a}) 

and the phenomenalistic čase 

~P,a _ f(/3ha)c/3,a; 

(a C ; C a ) -

A* h; \ 
h«; 
S(a C); 

\ 2 ( C a ) / 

These are initial cases of includedness and each of 
them speaks in its own way, so various interpre-
tations are possible. 

3 A Definition and 
Consequences of 
Informational Includedness 

Let us introduce the basic definition of informa­
tional includedness which will cover also the four 

s / ? ; > C / 3 ) ^ \(a\=(3)cf}\a 

Cases, where S(a C /3) ^ 0 and 0 denotes an 
empty entitv (informational nothing), are ezcep-
tional (reductionistic). • 

Consequence 1 [An Extension of Informa­
tional Includedness] Let us introduce the fol­
loming markers: 

m 
m 

£ h (P h a);\ . 
k ( / * h a ) h ^ ' 
'f h (a h PY\ . 
. ( a h / 3 ) h ^ . 

£ € {/3,a} 

Then, the cases of includedness within E-elements 
in Definition 1 induce, evidentlv, 
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«*M)cO - (?$ N t t ) co ! 

((« N /?) c 0 

((/3 h « ) C/3, a ) ^ 6(a); 

((a h /3) C/3, a) ^ tf(a); 

tvhere 

HP^Ct.a^^Cfifi 

~((a |= /3)C/3 ,a> ~((a h P) C / ^ 
S«/J |= a) C a) , 

Instead of proving this consequence, let us extend 
recursively Definition 1 one step deeper. 

Consequence 2 [A Further Extension of In-
formational Includedness] According to the 
basic definition of includedness, there is recur-
sively, 

{P\=a; \ 
a\=P; 

//3 h (/31="); \ 
(/3 N «) N /3; 
H((/3 \=a)C /3); 
/3 N (« N /3); 
(a |= /3) \= /3; 
5((« N /?) C /3); 
«N ( /3h a); 
(/3 ^ a) ^ a; 
~((/3 h a) C a) ; 
«N(«N/3) ; 
(a |= /3) (= a; 

WS((Q!|=/3)Ca)/y 
vohere, for instance, the first extensional part is 

(a C /3) ^Def 

S((/3 h a) C /3) G P 

/f(/3N(/3Na))C/3,]\ 
((/3 N «) N/3) C/3, 
(^ N (/3 N «)) C a, 

\U/3 h «) N č) C a J/ 

the second one 

2((a N /3) C /3) € P 

£/ie £/u'rd one 

H((/3 f= a) C a) € P 

/ ( ( /3M«N/3))C/3,1\ 
((a h /3) N /3) C /3, 
(/3 |= (a h /3)) C a, 

VI ((<* N /3) N /3) C a J/ 

f ( a M / 3 N « K / 3 , l \ 
((/3 |= a) h a) C /3, 
(a (= (/3 N a)) C a, 

U ((/3 N «) N «) C a J/ 
and i/ie fourth one 

S((a M ) C « ) € P 

/ f (ah(aN/3) )C/3 , l \ 
((a f= /3) h a) C /3, 
(a |= (a (= /3)) C a, 

\U(a M ) N «) C a J/ 
D 

Within this consequence, the circular structures 
of the form 

((/3 \=*)t= /3); 
(/3 h (a N /3)); 
((a h /3) N a); 
(« N (/3 N «)) 

belonging to the first, second, third, and fourth 
extension will become significant in the context 
of entitv metaphysicalism. 

Let us explain in short the meaning of informa-
tional operators ?=*, ^Def5 C, G, = and, through 
this explanation, point out the difference regard-
ing the equally marked mathematical operators 
and relations. Let have the following interpreta-
tion: 

=F± mean(s), informs meaningly; 
^Def mean(s) by definition; 
C informs vvithin (includingly); 
G is an element of informational set 

of entities, informational lumps; 
= is a marker for, is the same as; 

The meaning of an informational operator cor-
relates with the meaning of the meaningly ade-
quate verbal phrase which expresses an informa­
tional activitv, happening, occurring, state, posi-
tion, attitude, etc. The meaning of a mathemat­
ical operator concerns solely the mathematically 
well-deflned abstract objects. 
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4 Informational Consequences 
of Includedness 

The most characteristic consequences of informa­
tional includedness are circular forms of paral-
lelism and serialism. 

4.1 Parallel ism and Serialism of 
Includedness 

The includedness of an informational entity in 
concern to an informational entity induces a cer-
tain phenomenon of parallelism and serialism. 
More precisely, includedness generates informa­
tional circularity in the form of parallel and serial 
cycles which are of essential significance in emerg-
ing of the so-called metaphysicalism. Metaphys-
icalism shapes the background for the arising of 
cognitive and intelligent information, by mixing 
of intelligent informational lumps and composing 
them by intelligent selection into informational 
structures performing understanding, generating 
meaning, that is, cognizing. 

The parallelism of a C ^ is already observed 
in Definition 1, where a C /3 is a parallel struc-
ture of transitions f3 \= a, a \= /3, and extension 
S(a C /3). This structure is circularly-parallel in 
components /3 |= a; a \= /3 in respect to /3 via 
(implicitly) a, that is, in a parallel transitive way. 
On the other hand, the extensional part of infor­
mational includedness !E(a C /3) in Definition 1, 
can be chosen, for instance, as 

^{aCfJ) {(a^/3)C/3) 

This structure is circularly serial in respect to /3 
via a, etc. [e.g., H^(a C /3) is circularly serial also 
in respect to a via /3]. 

4.2 Parallel ism of Includedness 

In some respect, the parallelism of includedness 
is straightforward, that is, informationally trans­
parent. As we shall see, the parallel includedness 
can be defined in a common way (a mathematical 
fashion), moving from one 'relation' of included­
ness to the other. 

Consequence 3 [Transitivitv of Parallel In­
formational Includedness] Let for informa­
tional entities oti, a j , and a k be oti C otj\a.j C «&. 

Then, the implication pertaining to the includable 
transitivitv, 

(a,- C OLJ; a j C a*) =>• (a,- C ak) 

is informationallv righteous. • 

Proof. The intuitive proof of the consequence 
belongs to the semantics of a language (speech). 
If cti informationally involves ctj and if OLJ infor-
mationally involves a t, then, in a language-logical 
sense, a.{ involves ak informationally viaentity ctj. 

Another, more formalistic proof of the con-
sequence follows from the axiomatic concept of 
the informing of entities. Informational opera­
tor C has to be comprehended as a particular 
čase of operator (=. In čase of parallel informing 
a \= /3; /3 |= 7, there follows a |= 7. Q.E.D. 

Consequence 4 [Parallelism of Informa­
tional Includedness] Let for informational en­
tities a\, 0:2, • • •, an be 

"j C a,-+i; i — 1,2,- • • ,n - 1. 

This formula depicts a parallel system of includ­
edness, that is, 

" i C a2; 
«2 C «35 

" n - l C an 

which is transitivelg includable and parallel 
straightforivard. There is, 

"»' |= " i + i ; 
S(a,- C a,-+i) 

* = 1,2, 

This parallel system implies the parallelism of dif-
ferent elementarv informational forms of entities 
«1, 0J2, • • •, an in a parallel descending, ascending, 
and also circular order regarding index i and the 
system's structural dependence on the includable 
extensions H(a,- C «1+1) (i = 1,2, • • •, n — 1). • 

Proof. Let us look the parallel elementary struc­
tures, that is, parallel components of the parallel 
included system. There is 
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(OL\ C a2; \ 

«2 C a 3 ; 

\an-i C an/ 

(an |= a n _ i ; ax |= a 2 ; H(ai C a 2 ) ; \ 

: «2 |= «3", 5 ( a 2 C a 3 ) ; 

«3 \= «2 ; : : 
V"2 N " i ; " n - i N "n! 2 ( a n _ i C a n ) / 

Different forms of H's are possible, conditioning 
the nature of the elementary circularity between 
a-entities. Different types of circularity will be 
shown in the subsequent consequences. Q.E.D. 

C o n s e q u e n c e 5 [Manifold Paral le l ism of In-
formational Inc ludedness] The implication 
concerning the manifoldness of parallel structured 
includedness follorvs directlv from Conseauence 3 
in the form 

(cti C a,-+1;i = 1,2, • • •, n - 1) =>• 

(aj C ak; j < k; \ 
[j e {1,2, •••,n - 1}; k e {2,3, •••,n}) 

The parallel manifoldness of includedness will be-
come the basis for the manifoldness of the circular 
parallelism. • 

The last consequence means that there are par­
allel groups of parallel includable cases of length 
t (2 < l < n - 1) of the form 

ail C a , ' 2 ; 1 1 < h < i2 < i 3 < n;t = 2; 
«t2

 C ah I 

4 .3 " C i r c u l a r P a r a l l e l i s m of 
I n c l u d e d n e s s 

Let us define a complete form of circular paral­
lelism in the follovving form. 

Definit ion 2 [Circular Paral le l i sm of an In-
formational S y s t e m ] . An informational system 
of entities a\, a2, • • • , a n is called circularly par­
allel, if 

«i h oti+i; i = 1,2, • • • , n - 1; 
a„ [= en 

tvhere n = 2 ,3 , • • • . • 

Definit ion 3 [Complete ly Circular Paral­
lel ism of an Ent i ty S y s t e m ] . A system of 
(parallel) informational entities at,a2, • • • ,an is 
called completelu circularly parallel, if 

«« 1= » j ! i,j= 1,2,' ,n 

«n C a,2; 
«12 c ««3! f 
« i 3 C Q,-4 J 

« i C a 2 ; 

«2 C «3; 

« n - l C a„ 

1 < ij < i2 < is < 14 < n; £ = 3; 

• £ = n - l 

The circular completeness of parallelism enables 
the occurrence of ali possible cycles of formulas 
a,- |= a j in which operands ct\,a2,- • • ,an appear, 
in a recursive way. • 

The circular parallelism follovvs from the tran-
sitive parallelism of informational includedness 
(Consequence 3), if to the parallel sequence a i C 
«2i«2 C a 2 ; - - - ; « n - i C an formula an C « i is 
added. 

Consequence 6 [Circular Paral le l i sm of In­
formational Includedness] Let for informa­
tional entities a\,a2,- • • ,an be 

cti C OJ.+I; i = 1,2, • • • , 7 i - 1; 

dn C «1 

This system causes a circularly complete infor­
mational system of entities ct\,a2, • • •, an (Defi­
nition 3). O 

Proof. According to the transitivity of in­
formational includedness (operator C) (Conse-
quence 3) there is, evidently, 

According to Consequence 4, we can construct 
the ascending and descending sequences of par­
allel formulas a,-̂  (= a!fc in regard to subscripts ij 
and ik-

/ « i C a 2 ; \ 
OL2 C a 3 ; 

« n - i C an; 

\an C « i / 

/ « n C a B _ i ; \ 
« n - i C a n _ 2 ; 

«2 C c*i; 
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The left sequence of formulas appears in an cyclic 
ascending order while the right sequence is cycli-
cally descending (an opposite direction of the cy-
cle). This obviously yields 

* = 1 , 2 , - - -
^otn C » i 

\ 
i ; 

/ 
^ V *,j = 1,2,- ,n 

The last formula shows the power of includable 
circularity, where 

oti C OLJ\ 

t, J = l , 2 r ,n 
a,- |= aj\ 
i,3 = 1,2,- • > n , 

The power of includable circularity (operator c ) 
is stronger than that of the direct circularity 
of informing (operator (=), because stili the E-
extensional cases have to be considered. Q.E.D. 

4 . 4 S e r i a l i s m o f I n c l u d e d n e s s 

Let us study the possible cases of serialism of in-
formational includedness and their consequences 
in regard to informing among entities. In the first 
step we study a straightforward serialism, and in 
the second step a circular one. 

Definit ion 4 [Serialism of Informational In­
c ludedness] Let us introduce the subscripted 
forms 3>̂ - of serialism concerning the informa­
tional includedness of entities ai, a 2 , • • •, an and 
mark them in the follovaing way: 

$c(a1,a2,---,an) =$> 

f^(al,a2,---,an)^ \ 
( a : C* ( a 2 C ( a 3 C (• - ( a B _ i C a n ) • • •)))); 

((ai C a 2 ) C* ( a 3 C (• • -(a„_i C a „ ) • • •))); 

$ n - i ( a i 5
a 2 , - - - , " n ) — 

V (((•••((«! C a 2 ) C a 3 ) - - - ) C a n _ x ) C* an) J 

By the asterisk marked operators C, that is, C*, 
the main separators betiveen the informer and the 
observer part of the expression are meant. Im-
plicational operator =J> marks only specific in­
cludable serial cases on its right side (but not ali 
possible cases). • 

E x a m p l e [Includedness of Inc ludedness ] Let 
us see what does the example of includedness of 
includedness, for example, 

(a C /3) C 7 

mean? Let us extendingly interpret this formula 
in a regular informational manner, when, 

/f/?M; ^ 
<*M; 

^ 
C 7 \ 

\Z(aC(3)J ) 
( {P^a; \ \ 
7 h « M; ! 

\Z(aC(3)J 
/UN«; \ 
U M ; M; 
\ 2 (aC/? ) / 

[1
] 

v 
f/?M; \ \ 
<* M; 1 c 7 

\ z :(a C /3)J J) 
The right part of the formula can be linearly de-
composed (informationally multiplied), e.g., 

((a C /3) C 7 ) - . 

/ 7 \= (/3 |= a); 7 \=(a\= / 3 ) ; 7 h S ( a C /3);\ 

( /3h«)N7;(«N/?)l=7;H(«c/3)N7; 
H ( ( / 3 h a ) C 7 ) ; H ( ( a h ^ ) C 7 ) ; 

V ~ ( ( ~ ( a C / 3 ) C 7 ) J 

where for a maximal čase of informationally (mu-
tually) involved entities a, /3, and 7 , there is, 

•=P,<* 2J> C # 
' ( /? h a ) C /3, a ; \ 
^ ( « N / 5 ) C / 3 , a j ' 

/ (7N(/3N«))c7 , ( /3ha);N \ 
(̂(/? N «) h T) c T,(J9 1= «) y ' 

/ (7N(«N/3))C7,(«N/3)A 
V((«|=/3)h7)C7,(a|=/3)y' 

^ l & S i ^ C « C /3) C 7) ^ 
A7N5Ž;>C/3))C7 ,^;>C/3)r 
V ( S ? > C / 3 ) | = 7 ) C 7 , S g > C / ? X 
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We see how the complexity of informational in­
cludedness rapidly grows by the number of in-
volved entities. 

Tha t which has to be clearly kept in mind is 

((<* C/?) C 7) ¥ > ( * . / * C 7) 

for only the process a C P is included in 7 , but 
not a and /? (a property of raon-transitivity in čase 
of informational includedness). 

Another informational property which follows 
from extensions H^'|ar°|((/3 |= a) C 7) and 

~ (afc=fl{((a N /^) C 7) is a consequent descending 
and ascending circularity in respect to 7 , that is, 

(7 h (/3 h «)) h 7; 
7 |= ((/? (= a) h 7); 
(7 h (a h /?)) h 7; 
7 h ((« h P) h 7) 

respectively. Other, mixed cycles, are also evi-
dent. D 

C o n s e q u e n c e 7 [A C o n s e q u e n c e of Serial-
i sm of Informational Inc ludedness Con-
cerning t h e Informing] A consequence of Def-
inition 4 is simply the folloming: 

$ c ( a i , a 2 , - - - , a B ) = ^ . u ) , \ \ 
^ ^$f=(a n ? a n_1 ) . . . ,a1)y 

where for a number n > 2 of involved entities 

* ^ ( a i , a 2 , - - - , a n ) ? = * 

( a i |=* ( a 2 |= ( a 3 |= (• • - ( a n - i 1= 
««) •••)))); 

^ ( a l i a J i , , , ) a n ) ? i 

((«1 |= «2) (=* («3 |= (• • ' (On- l 1= 
«n) • • •))); 

$ n - l ( a l ) a 2 5 - - - i a n ) ^ 
( ( ( • • • ( ( a 1 [ = a 2 ) | = a 3 ) - - ) l = « n - i ) K 

$ ^ ( a n , a „ _ i , - - - , a i ) ^ 

r $ f ( a n ) a n _ i , - " , a i ) ^ 
(a„ )=* (a n_a (= ( a n _ 2 (= (• • - ( a 2 h 

((an |= a n _ i ) |=* ( a „ _ 2 (= (• • - (a 2 |= 

(((• ••((<*„ | = a n - l ) (= «n-2) •) (= «2) N* 
/ 

and adequately 

is the ascending and descending (counterascend-
ing) serial seauence of informing in respect to the 
greatest subscript n. • 

Proof. The last consequence considers only 
the ascending and descending sequences of en­
tities a i , a 2 , • • - , « „ in respect to the subscript 
n. Informational entities $ ^ ( a i , a 2 , • • •, a n ) and 
$ F ( a n , ctn-i, • • • , a i ) are evident consequences of 
entity $ c ( o ; i , a 2 , • • - , a n ) . There exists even a 
stronger consequence of Definition 4, as presented 
by the next consequence. Q.E.D. 

Consequence 8 [A General C o n s e q u e n c e of 
an Ordered Serial ism of Informational In­
c ludedness] The following implication represents 
the most general system of the ordered serial in­
cludedness: 

$ c ( a i , a 2 , - • • , «„ ) =>• 

*&( a i» «i- i> * • • • «»•); 
1 < i; i < j ; j < n; 
i = 1,2, • • •, n — 1; 

Vi = 2,3, - - -,» / 
where (i,i + !,•••,j) and (j,j — l , - - - , i ) is 
an ascending and descending interval (of nat-
ural numbers), respectively, and the length 
£($ij(a>i, a ,+ i , • • •, ctj)) is betuieen 2 and n. • 

Proof. Except by the consequence determined 
serial sequences, there exist other, 'non-ordered' 
sequences as can be easily recognized from the 
previous example. Tha t is, besides the (alpha-
betically, numerically) 'ordered' sequences, pro-
ceeding from $ c ( a , / 3 , 7 ) for l = 3, tha t is, 
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(a f= /3) \= 7 ; a \= (/J h l ) ; 
T h (iS h «); (T N /5) h « 

there are 'non-ordered' sequences 

{fi N 7) N a; /? N (7 N «); 
(/? h «) N 7; /? N (« h 7); 
(7 h a) N # 7 h (a N /3) 

etc. and infinitely many others, recursively 
arising serial sequences. In this respect, 
$ c ( a i , a 2 , • • • ,an) symbolizes the possible ap-
pearance of ali |=-serial formulas concerning 
operands a\, a2,---, otn. Therefore, symbol =>• 
is used instead of ^ in the last definition and 
consequences. Q.E.D. 

4.5 Circular Serialism of Includedness 

Circularity belongs to the most significant facul-
ties of informational serialism. By circular infor-
mational formulas the most complex and various 
phenomena concerning cognitive, intelligent, and 
understanding processes and entities can be not 
only conceptualized, but brought into positions 
and att i tudes of informational arising (informa­
tional autopoiesis, self-reference, consciousness, 
e t c ) . This level of circularity, caused by cyclic 
informational includedness, reaches its highest 
point within the circular metaphysicalism. 

Definit ion 5 [Circular Serial ism of Infor­
mat ional Inc ludedness] Let us introduce the 
markers <!>§ of circular serialism concern­
ing the informational includedness of entities 
a i , a2, • • •, an in cyclic respect to entity ot\ and 
mark them as follouis: 

$ o ( a i > a 2 > " - - , " n , a i ) =>• 

/$^(a1,a2,---,an,ai) ^ . N 

(a i C* (a 2 C (a 3 C (• • -(an C e*i) • • •)))); 

$ 0 2 ( a l > a 2 ' - " ' a ' " Q l ) ^ 
((ai C a 2 ) C* (a 3 C (• • - (a n C a a ) • • •))); 

$ O n ( a i > a 2 > - " i a n , a ! i ) ^ 
\(((- • -((ai C a2) C a 3 ) • • •) C a n ) C* aa) / 

By the asterisk marked operators of includedness 

(C*) the main separators betmeen the informing 

(cyclic informer) and the observing (cyclic ob-
server) part of cyclically structured expression are 
meant. • 

Consequence 9 [A C o n s e q u e n c e of Circu­
lar Serialism of Informational Inc ludedness 
Concerning t h e Informing] A consequence of 
Definition 5 is simply the following 

f^(a1,a2,---,an,a1); \ 

\$o(cfi,an,an-.i,---,ai)J 

where for rc > 2 

$%(a1,a2,---,an,a1) ^ 

(«1 \=* («2 N («3 \= (• " K - l |= 

(a„ N «i)) • • •)))); 

$Q2(ai,a2,---,an,a1) ^ 

((«i N 02) h* («3 h (• • -(an-i h 
(«n N «1 ))•••))); 

* 0 „ ( a i ' a 2 , - - ' , a n , a i ) — 

(((• • '((«1 N «2) N "s) • • •) N a n - i ) N 
\ « n ) h * « l ) / 

and adequately 

$ ^ ( a i , a„, a „ _ i , • • •, « i ) ^ 

$ O i ( a i ' Q n ' a n - i ' " " " ' a i ) ^ ^ 

(«1 N* On N On-1 (= (a„_2 |= (• • • («2 
h «i)---))))); 

* 0 2 ( a l ' a " > a n - l ' ' " " » a l ) ^ 

(("1 \= "n) l=* («n- l |= ( a n-2 (= (• • • («2 

N a O •••)))); 

(((• • • (((«1 h a n ) N a n - i ) h «n-2) • • •)) 

V N "2) h* ai) / 
is £/ie ascending and descending (counterascend-
ing) circularly serial seguence of informing in re­
spect to circular subscript 1. D 
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Proof. The cyclicity in respect to entity a is in 
the a i ' s property to be in the position, together 
with other entities or alone, of the informer (left of 
operator |=*) and the observer (right of operator 
(=*), simultaneously. As we see, the cyclicity for 
other entities than a i can not be derived merely 
from the premise $§(0:1,0:2, • • • ,otn,oti). 

The last consequence considers only the as-
cending and descending circular sequences of en­
tities a i , «2, • • -,oin in respect to entity ct\. Enti­
ties $ ^ ( a i , a 2 , - ••,Oin,OL1) and $ 5 ( a „ , a n _ i , • • •, 
oti,ai) are evident consequences of entity 
$[5(0:1,0:2, • • -,an,ai). But, there exists a 
stronger circular and non-circular (linear serial) 
consequence of Definition 5, as presented by the 
next consequence. Q.E.D. 

According to Consequence 8 it is possible to 
deduce a similar consequence concerning the or-
dered cyclical serialism of informational included-
ness, where complex circular informational enti­
ties (operands), considering a,- C otj, 

come to existence. The second formula can be 
viewed as a countercycle of the first formula, that 
is, 

$£„(a,-,ctj,aj-i,• ••,«,) ^ 
$5._.(ai,a,-+i, •••,«;,•,a,-) 

where the difference is in O and 0 subscript op­
erator, respectively. 

Consequence 10 [A General Consequence 
of an Ordered Circular Serialism of Infor­
mational Includedness] The folloming implica-
tion represents the most general system of the or­
dered circular serial includedness: 

$§(0:1 ,0:2 , • • • , a n , a i ) ==> 

L_ 

* O y ( a « ' » a i > a J - i > • " ' " • ' ) ; 
1 < *'; * < j ; j < n; 
i = 1,2, • • • , n - 1; 

\jf = 2,3,--- ,n / 

uihere (t, i + 1, • • •, j , i) and (j, j - 1, • • •, i, j) is 
an ascending and descending circular interval (of 
natural numbers), respectivelv, and considering 
a,- C a j . • 

A Comment. Circularly serial informational in­
cludedness causes an infinite number of possible 
cycles and subcycles of involved entities. This fact 
offers the possibilities of choice in aparticular čase 
and enables the syntactic and semantic diversity 
of arising informational cases. 

4.6 External ism, Internal ism, and 
Phenomena l i sm of Includedness 

Let us interpret additionally the appearance of 
includable externalism, internalism, and phenom­
enalism with the sense of their introduction into 
informational discourse. 

Informational externalism of includedness con­
cerning an entity says that the entity is a subunit 
of as yet undetermined informational unit (a C). 
The question of the subunit embracing unit is left 
open and the identification of an adequate unit 
will appear as the consequence of the happening 
circumstances (e.g., within an arising formula sys-
tem). Usually, on the most general level, we have 
the informational externalism (marked by a \=). 
We arrive to the includable externalism through 
particularization of operator |=, replacing it by 
operator C. But, as we have recognized (Defini­
tion 1), the includedness (characterized by opera­
tor C) is a recursively and complexly determined 
form of informationalism (characterized by oper­
ator |=). 

Informational internalism of includedness con­
cerning an entity is a 'reverse' problem to infor­
mational externalism and says that the entity is 
a unit of as yet undetermined informational sub-
unit(s) (C a). The question of the unit includ-
ing subunit(s) is left open and the identification 
(decomposition) of an adequate subunit will ap­
pear as the consequence of the happening circum­
stances (e.g., within an arising formula system). 
Usually, on the most general level, we have the 
informational internalism (marked by |= a). VVe 
arrive to the includable internalism through par­
ticularization of operator |=, replacing it by oper­
ator C. 

Informational phenomenalism of includedness 
concerning an entity is an informational system of 
includable externalism and internalism and says 
that the entity is simultaneously a subunit of as 
yet undetermined informational unit(s) and a unit 
of as yet undetermined informational subunit(s) 
(a C; C a) . The questions of the subunit em-
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bracing unit(s) and the unit including subunit(s) 
are left open and the identification (composition 
and decomposition) of adequate unit(s) and sub-
unit(s) will come to the surface as a consequence 
of the happening circumstances (e.g., vvithin a 
complexly arising formula system). Usually, on 
the most general level, we have the informational 
complex of externalism and internalism (marked 
by |= a; |= a). We arrive to the includable phe-
nomenalism through particularization of operator 
types |=, replacing them by operator types C. 

4.7 Metaphys ica l i sm of Includedness 

Includable metaphysicalism concerns informa­
tional parallelism and serialism of several distin-
guished entities and is a consequence of the gen­
eral metaphysical structure belonging to an in­
forming entity. To understand the includable 
metaphysicalism, we have to show the circular 
parallel and serial schemes (metaphysical shells, 
structures) of very particular subentities behind 
(within) the informing entity. 

The metaphysical informing of an entity—its 
metaphysicalism—is constituted by its subenti­
ties, which are pragmatically classified as inform­
ing, counterinforming, and informational embed-
ding. It is understood that each of these entities 
has two components: an entity as an informa­
tional operand and its explicitly informing (act-
ing) component. Thus, the entire entity a has its 
speciflc informing component Xa in the sense of 
2 Q C « . Furthermore, informing of entity a infor-
mationally includes the so-called counterinform­
ing of a, marked by Ca. This fact is expressed by 
the includable formula Ca C l a . Counterinform­
ing as an active component produces the counter-
informational entity j a , which is through counter­
informing arisen counterinformation. It has to be 
informationally connected (included) to the frame 
informational entity a through a distinguished 
component of informing, called informational em-
bedding and marked by £a. It is understood that 
this embedding component is a consequence of 
the counterinformational entity ~]a in the sense 
£a C 7a- Informational embedding as an active 
component of a produces the 7Q-connective infor­
mational entity in respect to the frame entity a. 
This component is marked by sa and the corre-
sponding formula of includedness is Ea d OQ(. .Last 
but not least, the embedding informational prod-

uct ea includes a through a C e. By this, the 
includable cycle of a's metaphysical components 
comes into existence. 

Metaphysicalism of includedness pertaining to 
an informing entity can unite the metaphysical 
parallelism and serialism within the entity. This 
metaphysical complexity of includedness ensures 
the most powerful and perplexed informational 
spontaneity (arising) and circularity. By a prag-
matical way of filling the complex metaphysical 
shell, intelligent informational entities can come 
into appearance. 

4.7.1 Metaphysical Parallelism of 
Includedness 

That which we have intuitively described as a ba-
sic metaphysical system of an informing entity is, 
according to Consequence 6, a circular parallelism 
of informational includedness. 

Definition 6 [Metaphysical Parallelism of 
Informational Includedness Pertaining to 
an Entity] Let entities Ja, Ca, j a , £a, and ea 

be metaphysical components of entity a, called ct-
s informing, counterinforming, counterinforma­
tional entitv, informational embedding, and infor­
mational embedding entitv, respectivelv. Then the 
following metaphvsical, that is circular includable 
parallelism of the form 

entity a < 

a C ea; 

Ca (_ -Le*, 

Ia C a 

a's embedding 

a 's counterinforming 

a's informing 

exists. This kind of includedness is called the com-
plete includable parallelism. D 

Consequence 11 [Metaphysical Parallelism 
of Informing Pertaining to an Entity] A con-
seguence of Definition 6 is the folloming: 

(a C ea\ \ 

&a C T«) 
Ta C_ ^ a j 
C a C -i-a\ 

V^a C a / 

(a \= ea; a\= la; \ 
E<y p" ^a i -^a F" ^ a i 

^a F Tai *^a F1 Ta j 

Ta r 3
 ^OT) Ta F C-«! 

^ a r^ -i-ai ^-a F1 £aj 

\la (= a; ea \= a J 
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&01 t_ Tai 

Ta C t^a j 

V Za C O! 

The columns right of =*• are parallel metaphys-
ical cycles and, simultaneously, they constitute a 
so-called double metaphysical cycle ivith its first 
(left column) and second (right column) transi-
tion. These cycles are countercyclical to each 
other. D 

The validity of the last consequence is evident 
and can be derived from Definition 1 and Con-
sequence 3. 

C o n s e q u e n c e 12 [A Weak Metaphys ica l 
Paral le l i sm of Informing Perta in ing t o an 
Ent i ty] For the conseguent of Consequence 11 
even a uieaker (more natural) condition suffices, 
that is, 

(a \= sa; a\=la;\ 

Oa F To;) Lsa F~ Ton 

Te* F1 ^ a ! Ta F " a i 

Let F •1'a'i &a F2 £a'i 

\la (= a; eQ \= a J 
This consequence does not require the ezplicit con­
dition a C £a ivhich closes the includable meta-
physicalism in a circular manner. O 
Proof. Because of the transitivity of informa­
tional includedness (Consequence 3), there is 

t-a v. Tori 

Ta C C a , 
O o; (_ -Loti 

\laCa J 
This consequence yields (Definition 1) 

' ct \= ea\ 
(ea C a) ^ £a\= a; 

^E(ea C a)j 

Thus, the necessary transitions a |= ea and ea |= 
a exist. Q.E.D. 

C o n s e q u e n c e 13 [A Further Metaphys ica l 
Paral le l i sm Perta in ing to an Entity] A furT 

ther useful consequence of the parallel metaphysi-
cal includedness is 

' &ai ^a> Taj ^a-^-ct (- ^ i 

£ a ; ^ a > T a ) ^ a *- -^ai 

£aj£*ajTa —̂ ^a> 

£a> £-a C_ Tat 

\ £ a C Ca j 

(£a C a ) 

Ca C c-ai 
^•a C_ Ta i 

Ta C LQI 

k a (— -^aj 

\iacc« / 

4.7.2 Metaphys ica l Serial ism of 
Inc ludedness 

In parallel to metaphysical parallelism of infor­
mational includedness there exists the metaphys-
ical serialism of informational includedness which 
can offer the cyclically most perplexed, intervvo-
ven, and involved possibilities, by vvhich intelli-
gent, understanding, or cognitive scenarios (pro-
cesses, entities) can be construeted. 

Definit ion 7 [Partial Metaphys i ca l Serial­
i sm of Informational Inc ludedness Perta in­
ing t o an Enti tv] Let entities 

•Lati t/a i Ta j 

£a, and ea be metaphysical components of entity 
a, called a 's informing, counterinforming, coun-
terinformational entity, informational embedding, 
and informational embedding entity, respectively. 
Then, for example, the follovuing metaphysical 
and reverse metaphysical, that is circular includ­
able serialisms of the form 

metaphysical informing of a as a whole 

Ma C la) C Ca) C Ta) C £aJ C ea J C a 

informing c o u n t e r info r m jng-> 
embedding 

and 

reverse metaphvsical informing of a as a whole 

Ma C g„) C £a\ C Ta) C C j C J« J C a 

r—embedding 
r-counterinforming r _ i n f o r m i n g 

vohich follows directly from Conseguence 3. • 

can exist, respectively. This kind of includedness 
is called the partial includable serialism. In the 
second formula, r-embedding, r-counterinforming, 
and r-informing mark reverse embedding, reverse 
counterinforming, and reverse informing, respec-
tively. D 

Definit ion 8 [Multiform Metaphys i ca l Seri­
al ism of Informational Inc ludedness Per ­
taining t o an Enti ty] According to Definition 7 
for two basicforms (ascending, marked by T ^ a ) , 
and descending or reverse includable metaphysical 
cycle, marked by T Q , of an entity a), the mul­
tiform metaphysical serialism is obtained by con-
sidering of ali possible positions of the parenthesis 
pairs, that is, 
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cause impUcations 

Tg(a) ^ 
/ l « C l 0 ) c C a ) C 7 a ) C c*a;\ 

((((a C XQ) C C«) C 7«) C 5«) C* (ea C a ) ; 
(((a C J « ) C C a) C 7a) C* ( £ a C ( e a C a)); 

) C* (7a C (Sa C ( e a C a))); 
( a C Xa) C* (Ca C (ja C (£„ C (ea C a)))); 

V a C* (Xa C (Ca C (7ar C (Sa C (e a C a))))) / 

and 

Tg(a) ** 
/(((((a C e«) C £„) C 7«) C Ca) C I a ) C* a ; \ 

((((a C e a ) C €a) C 7a) C Ca) C* (Ia C a ) ; 
(((a C ea) C £«) C Ta) C* (Ca C ( I a C a)); 
((a C e a ) C £a) C* (7c C (C„ C ( I« C a))); 
( a C e a ) C* (£ a C (7„ C (C„ C (T« C a)))); 

\ a C* (ea C (Sa C (7a C (Ca C ( I a C a))))) / 

5uc/i an includahle system enables that ali possible 
serial metaphysical cycles of both informing (in-
former) and observing (observer) come into exis-
tence. Thus, in the first formula, a is the main 
(operator C*) metaphysical observer, while in the 
last formula it is the main metaphysical informer. 
D 

Which are the consequences of includably em-
bedded entities (operands) in a metaphysical 
čase? The reader can construct the answers 
to this question taking into account the conse-
quences pertaining to circular seriahsm of includ-
edness (Consequence 9 and 10). There are in-
finitely many serial and circular-serial metaphysi-
cal consequences originating in entities Yg(o:) and 
T g ( a ) of the last definition. Let us see only some 
of the most interesting. 

C o n s e q u e n c e 14 [A Short-s ized M e t a p h y s -
ical Serial ism Perta in ing t o an Entity] By 
introspection of Definition 8, one can prove the 
folloming impUcations concerning the short-sized 
forms of inclusiveness and informing in a meta-
physical čase: 

T8(«) •ov 

and 

Tg(a) 

Tg(«) 

and 

Tg(a) 

lla |= a;> 
a \=la; 
a f= ea; 

\ea \= a J 

(£a \= a\\ 
a \= ea 

a\=Xa 

\la (= a / 

The last two consequences of short-sized inform­
ing pertaining to T g ( a ) and T g ( a ) have equal 
conseguents, evidently. O 

Of course, the so-called includahle extensions 
have been not considered. 

Consequence 15 [A M e d i u m - s i z e d M e t a -
physical Serial ism Perta in ing t o an Ent i ty ] 
By introspection of Definition 8, we can prove 
the folloming impUcations concerning the medium-
sized forms of inclusiveness and informing in a 
metaphysical čase: 

Tg(a) 
f(aCla)cCa; 

((a C la) C Ca) C 7a! 
ga C Ia) C Ca) C Ja) C Sa] 
ga C Ja) C Ca) C Ja) C Sa) C £a\ 
Sa C (ea C a); 
la C (Sa C (ea C a)); 
Ca C (7« C (Sa C (ea C a))); 

\3>a C (Ca C (la C (Sa C (fi„ C a))))J 

and 

Tg(a) 
f(aCea)cSa] 

((a C ea) C Sa) C 7«; 
ga C e«) C Sa) C 7«) C Ca\ 
((((« C Ea) C ta) C Ja) C Ca) C Xa; 
Ca C (Ia C a ) ; 
7a C (Ca C (Ja C a)); 
Sa C (7„ C (Ca C (Ia C a))); 

Ve« C (Sa C (7„ C (Ca C ( l a C a)))) / 

cause implication 
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Tg(a),Tg(a)=* 

f(a\=Ia)\=Ca; \ 

((a |= J a ) |= Ca) |= 7„; 
7a 1= (Ca |= (Za \= a)); 
(((a\=la)t=Ca)\=la)\=£a; 
Sa \= (7« N (Ca N (I« N «))); 
((((« f= Za) h Ca) h Ta) \= La) F £ai 
£a N (£» 1= (Ta |= (Ca \= (I« N «))))) 
£a 1= (e« 1= a); 
(a |= ea) |= Sa\ 
Ta |= (£a |= (£a |= «)); 
((a |= Sa) \= Sa) t= Tai 
Ca h (Ta H (S* N (e« 1= «)))? 
(((a |= ea) \= Sa) (= Ta) 1= Ca\ 
za h (Ca \= (Ta |= (£« h (e« h «)))); 

V ((((a |= Sa) |= £*) |= Ta) N C«) (= Za / 
Conseauents of ¥§ («) and Tg(a) coincide, evi-
dently. • 

Consequence 16 [A Long-sized Metaphysi-
cal Serialism Pertaining to an Entity] By 
introspection of Definition 8, we can prove the fol-
louiing implication concerning the long-sized form 
of inclusiveness and informing in a metaphysical 
čase: 
Tg(a),Tg(a)=* 

/(((((a |= la) \= Ca) |= 7a) |= Sa) |= Sa) h* «',\ 
a |=* (£„ |= (£a N (Ta h (Ca |= (Za |= a))))); 
((((a (= Za) h Ca) \= 7a) N £,) (=* (£« N a); 
(a h £„) (=* (£a t= (7a 1= (Ca N (Za h <*)))) 5 
(((a h Za) |= Ca) h Ta) h* (£» N (e« t= a)); 
((a h £a) N £«) h* (Ta |= (Ca h (?a |= a))); 
((a |= la) \= Ca) \=* (7a f= (Sa \= (ea t= «))); 
(((a h £a) N Sa) \= 7a) N* (Ca h (?a h «))', 
(a (= la) \=* (Ca h (Ta |= (Sa N fc« N «)))); 
((((a |= £ a) |= £a) |= Ta) h Ca) f=* (Z« h «)i 
a h* (Za h (Ca h (Ta t= (£« h (e« h «))))); 

\ (((((« N ea) h £ . ) 1= Ta) h Ca) |= Za) h* « / 
For i/ie foied long-sized metaphysical forms of in­
forming only one of entities Tg(a) and Tg(a) 
must be given. • 

4.7.3 A Mixed Parallel-serial 
Metaphysical Čase 

The most complex čase of an entity metaphysi-
calism can be achieved by the mixture of both 

principles, the parallel and the serial one, at any 
point of the metaphysical informing, as a conse-
quence of the parallel, serial, and metaphysical 
informational includedness. Qne can easily and 
in an arbitrary manner construct such cases. 

4.7.4 A Pragmatic Filling of the Parallel 
and Serial Metaphysical Shells 

The basic question is, how can a metaphysical 
shell be fUled to achieve, for example, intelli-
gent functions of an informational entity. Candi-
dates fof- such a filling of the metaphysical shells 
are principles of reasoning and understanding, by 
which reason and meaning are informed, respec-
tively. A mode of reasoning producing reason can 
be seen as a counterinforming component, while a 
mode of understanding producing meaning can be 
seen as an embedding component for that which 
has arisen by reasoning. Thus reason is embedded 
into the existing informational entity by meaning, 
which is the connecting information between the 
arisen reason and the informational content of the 
informational entity. 

Definition 9 [Reasoning and Understand­
ing Components as an Informational Entity 
Includedness] Reasoning IZ and understanding 
U are attributes of an intelligently informing en-
tity i, uihich can demonstrate its reasonable in­
forming through an adequate filling of its meta-
physical shells by intelligently informing, reason­
ing, and understanding components as counter-
parts to informing, counterinforming, and embed­
ding, respectivelg. Let us define the following par­
allel arrays: 

MOA 
KO 

J(0; 

^,;(0/ 
uo 

/z?(0;\ 
z?(0; 

are the parallel arrags of intelligent intelligent en-
tity components tm(£) and its informing compo­
nents of Z" concerning an ezterior or interior 
(also complex) entity, marked by £. A pair of rea­
soning components of the form 

Ktf) 
/rcj(0;\ 
*?(0; ; *(0 

/PK0;\ 
P?(0; 

KPHOJ 
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depicts the reasonably informing components 
7£,(0 together with the reason components p{(£)-
At last, 

w.(0 
^2(0; 

; MČ) 
tf(0; 

are understanding components Mf(£) and mean-
ing components \i\(O concerning entity £. D 

Let us show the filling of metaphysical shells in 
Consequence 16, representing the long-sized, that 
is, serially the most complex loops of informing, 
however expressed in the informationally includ-
able form and, thus, giving the implemented fill­
ing of shells a choice of an infinite number of aH 
possible extensions (symbols of indexed H). 

The filling of the shells can be understood as 
a particularization (decomposition) process by 
which several substitutions of symbols take plače. 
These substitutions are as follows: 

(1) Shell entity a is replaced by intelligent par-
allel array t ( 0 ; 

(2) shelTs informing Ta is replaced by intelligent 
parallel a r r a y l , ( 0 ; 

(3) shelTs counterinforming Ca is replaced by rea­
soning parallel array 7£,(0> 

(4) shell's couhterinformational entity 7„ is re­
placed by reason parallel array pc(£); 

(5) shelTs embedding Sa is replaced by under­
standing parallel array £/,(0; 

(6) shell's embedding informational entity ea is 
replaced by meaning parallel array /i,(Oi and 

(7) shelTs operators (= are replaced by specifi-
cally complex (universal) operators C. 

Consequence 17 [Filling the Shell of a 
Long-sized Metaphysical Includedness] Let 
us have the following metaphvsical shell filling 
when entity i observes entity £: 

/«flci,(f))cK,(0)c f t(0)c\ 
W»(0) C ntf)) C* L(Q; 

i(0 c* (^(0 c (w,(0 c (Pl(t) c 
M c (UO c 4(0B; 

« O C I , ( 0 ) C K , ( 0 ) C M O ) C 
w,(0) c* (MO c c(0); 

(i(0 c MO) c* (w,(f) c (PL(0 c 
(fc.(0 c (1,(0 c t(01; 

(MO c i»(0) c rc,(0) c Pt(0) c* 
(w.(0 c (M,(0 c <0)); 

(«0 c M£)) c w,(0) c* (M0 c 
(fc.(0 c (i,(0 c *(0B; 

(«0 c 1,(0) c rc,(0) c* (P,(0 c 
(w.(0 c (M.(0 c *(0B; 

(((*(0cM0)cw,(0)cp,(0)c* 
W0c(i,(0c*(0));-

(*(0 c i,(0) c* (»,(0 c 0 ,̂(0 c 
(%(0 c M 0 c t(0B; 

<GM0 <= M0) c z/,(0) c p,(0) c 
rc»(0) c* (1,(0 c t(0); 

<0 c* (2.(0 c (w»(0 c (Pi(0 c 
(W0 c (M,(0 C t (0B; 

Wf)CAi.(0)cw,(0)c/»,(0)c 
V w,(0) c 2,(0) c* t(0 

T/je listed long-sized metaphysical forms of in­
telligent informing, reasoning, and understanding 
constitute a parallel system of serial parallel for-
mulas for i 's observing of £. • 

5 Includedness as a Logical 
Contradiction 

The traditional (mathematical, logical) under­
standing of includedness (inclusion, inclusiveness) 
may seriously contradict the understanding of in­
formational includedness (Being-in, involvement, 
interweavement, interrelation, interconnection of 
informational components, e tc) . In the first čase, 
the accent is given to the word in, while in the 
second čase, the word inter (as interiority) is em-
phasized. Informational includedness expresses 
the inner character or the inward nature of infor­
mational something within informational some-
thing. For example, the so-called problem of in­
terna! representation [3, 11] concerns the problem 
of includedness. On the other hand, the philo-
sophical Being-in seems to cover the substantial 
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part of the broadened realm of informational in-
cludedness. Subjectivity and interiority are the 
notions acquired by the human mind (W. James, 
1890 [13]). 

Let us see the controversial notions which may 
substantially touch the first and the second under­
standing of includedness. The difference between 
the traditional and informational understanding 
of includedness comes to the surface in čase 

("C/3) 

where for includable extensions H(a C /3) and 
S(jS C a), there is 

P\=a;\ 
«M; 
5(« C P) 

; (3ca^ 
(<*t=ft ' 

/3 1=0-; 
\Z(PCa 

~(a C /3), S(/3 C a) G V 

\ (/3 h a) C /3,1\ 
(« h /?) c /3 
(/3 )= a) C a, 

t (a |= /3) C a J/ 
and,thus, 

4'> C /J) = 3 « > C a) 
This čase does not deliver a difference between 
includednesses a C /3 and /3 C a and is to this 
extent contradictory. But, the difference becomes 
quite senseful in čase of 

•=P _ /(/3(=«)C/3;> 
^<fflC^U«M)c* 
5S(J3 C a) " l (/3|= a) C a 

where, in the first čase, /3 is the dominant entity 
possessing the informing control over the transi-
tions /3 \= a and a |= /3, while in the second čase 
this role belongs to a. 

The contradictory čase to the traditional un­
derstanding concerns the extensional example 
S«'™(a C /3) since simultaneously the control of 
the dominant, /3, and the inclusively subordinated 
component, a, is requested. But, this contradic-
tion may appear as a (clear) prejudice in the realm 
of informational. 

Similar situation appears at the serially circular 
(e.g., metaphysical) includedness, which enables 
the serially circular informing in onexand the other 
direction (e.g., 

(((((t c it) c nL) c Pl) c uL) c fit) c* i 

as an intelligently, that is reasonedly and under­
standing^ structured informational shell). It is 
clear that in this čase a serially embedded includ­
edness and, at the end, circularly closed includ­
edness must take plače. The traditional doubts 
of this sort show how a spontaneous and circular 
informational phenomenalism can not only sur-
pass but can also make the notional obstacles of 
such kind informationally (intelligently) produc-
tive and senseful. 

6 Includedness and Reasoning 
(Inference) 

Includedness (informational Being-in) and rea­
soning are essentially related informational en-
tities. Reasoning (or inference) is possible only 
within a context of relatedness between a rea-
son (cause, informational motive) and a certain 
informational consequence pertaining to the rea-
son as a legalized fact. Historically, three basic 
ways of inference can be distinguished: deduc-
tion, induction, and abduction. Ali of them are 
philosophically and scientifically vrell-determined 
in respect to their formalistic power and practical 
disadvantages (reductionism, simplification, sci-
entific straightforwardness, e tc) . Within the dis-
cussion, their connectedness with the concept of 
informational includedness, that is, as an includ­
able inference processibility, cannot be denied. 

The includable informational modi presented 
are more concretized formulas of reasoning in one 
or another way (deductively, inductively, and/or 
abductively). For example, modus ponens is 
usually meant as a strict deductive principle, 
while modus tollens inclines to be inductive and 
modus obliquus abductive. Includable informa­
tional modi are typical scenarios (formulas) of in­
formational inferring. 

6.1 Includable Deduct ion 

How does the informational Being-in concern the 
so-called deduction and what does the includable 
deduction mean? Does there exist a substantial 
connection between the Being-in as an informa­
tional phenomenon on one side and the deduction 
as a logical (inferential, derivative, conclusive) 
principle on the other side? Includable deduction 
seems to be our everyday principle of 'common-
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sense' inference of which we are not being always 
sufficiently aware. 

Let us keep in mind the following facts con-
cerning the processes of deduction: deduction 
means inference by reasbning from generals (uni-
versals) to particulars. E.g., particularizing in­
formational operands and especially operators is 
a kind of 'hidden' (unconscious) deduction. De-
ducing (or deriving) theorems (conclusions, con-
sequences, lemmas, etc.) from systems of ax-
ioms (definitions, hypotheses, etc.) is a charac-
teristic deductive procedure in abstract theories 
(systems, mathematics, abstract sciences). De­
duction opposes induction by reduction, if reduc-
tion is meant to be particularization (derivation 
from universals). The principle of conditionaliza-
tion (known as 'deduction theorem') was already 
taken for granted by Aristotle. 

At the beginning, let us list three 'deductive' 
informational operators: 

=>• is the most common deductive operator and 
its meaning is the following: a =>• (3 means 
if entity (operand) a is given (information-
ally existent), then it is permitted to transit 
to entity (operand) /3. 

—• (or D) is a narrower deductive operator and 
its meaning is: a —> f3 (or a D j3) means 
if entity (operand) a, then (3. We rarely use 
this type of deductive operator. 

777 (or -<) denotes a complex and to some ex-
tent informationally predse deductive opera­
tor, which meaning is: % (or a -< (3) means 
from a there follows /3 (or a precedes (3, also 
a implies @.) Entity (operand) a usually de­
notes a complex (parallel) informational sys-
tem. 

In which way do the listed deductive opera­
tors concern informational includedness (informa­
tional operator C)? 

In an experiential situation, deduction does not 
already concern the truth, but proceeds from a hy-
pothetical informational entity (situation) to the 
prognostic informational entity. Also, weaker log-
ical deduction rules can exist, for instance, those 
of the form a =>- (a V (3) or (a, -IQJ) ==> 7, where 
7 is an arbitrary entity (from the false, -ia, an 
arbitrary formula can be logically deduced). 

By Definition 1, the Being-in operator C is de-
fined complexly in regard to the general (yet non-
particularized) operator |= and to the operands a 
and /3. Thus, we have the following consequence 
when particularizing of operator |= to operator 

is taking plače. 

Consequence 18 [Deduction Concerning 
Informational Includedness] According to 
Definition 1, when implicatively particularizing 
operator |=; that is, \=^ is equivalent to =>-, 
there is 

(a C=> (3) ^Def «=>»/?; 

where for the eztensional part E(a C=> fi) of the 
includable deduction a C=$. (3, there is, 

E(a C^/3)eV 

[((3 
(a 
(fi 

. (« 

= ^ 
=> 
=>• 
= $ • 

a)C=> 
/?)c=> 
a) C=> 
fi)c^ 

fi,} 
fi, 
a, 
a . 

The most complez element of this pomer set is de-
noted by 

Cases, vohere H(a C=> fi) ^ 0 and 0 denotes an 
empty entity (informational nothing), are ezcep-
tional (reductionistic). • 

To get even a more transparent impression what is 
going on with the last consequence, we can write 
definiens of definiendum in Consequence 18 by 
sample formulas 

/ /? — a; \ 
a—>/?; and 

l=(«cj)j 

/ fi_. \ 
a 

a 
T 

\=L{aC^{3)) 

We can now discuss the deductive character of the 
operation of informational includedness (operator 
C in a universal or particular form) and vice versa. 
Where lies the deductive point of informational 
includedness? 
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Deduction by itself is nothing else than a kind 
of informational involvement. Otherwise, the con-
cept of deduction (coming from the Latin 'deduc-
ere', the German 'herabfiihren', and the English 
'lead away' or 'trace the course of) would not 
be possible. To deduce something informationallv 
means to extract it informationallv (in German, 
abtrennen) out of something, certainlv not in an 
informationallv total (strictlv including), but also 
in an initializing or initiallv arising (involving) in­
formational way. Includable deduction is an aris­
ing informational phenomenon, emerging out of 
a deductively happening (intentional) situation. 
Within this illumination we have to explain the 
connection existing between the deftnition of in­
formational includedness and the principles of de­
duction, expressed in the form of the so-called 
deductive rules. We should also make a clear dis-
tinction between deductive and inductive nature 
of the inference rules. The deductive always roots 
in previously strict causes and arises as a clear 
and constructively structured consequence. The 
inductive makes an intuitive jump from the par-
ticular to general and aftervvards proceeds deduc­
tive^. The question is if this jump is deductively 
legal. 

Consequence 19 [A Primitive Circular 
Structure of Deduction Concerning Infor­
mational Includedness] Considering the most 
complex extensional element in Consequence 18, 
=J;*(a C ^ P), there is, 

(/?=•<*)<:=>/3,a;\ _ 
(a = » / ? ) (:=>/?,<*; 

/ / 3 = » ( / ? = * a ) ; . 0 9 = > a ) = > / ? ; \ 

a =$> (P = > a) ; (P =>• a) = > a; 

KfeTap => °) C=> a); 
P => (a => p)- (a=*P)=* P; 

a = > (a = > P); (a = » /3) =>• a; 

The most interesting cases of circular implication 
are N 

(/? ==> a) = » P; a = > (/3 = • a); 
P^(a=>P); (a^P)^a 

vohere, in the first čase, P involves a and, then, 
this involvement involves P again, etc. In this 
way the process of involvement (informational in­
cludedness) proceeds (e.g. deductivelv improves in 
an implicative manner) circularlv. O 

6.2 Includable Induct ion 

A strict separation between deduction and induc­
tion seems to be probably impossible. For in­
stance, induction concerns derivation from some­
thing similarly as deduction. Induction does 
not mean bringing something into existence from 
nothing—at least not in the traditional sciences. 
Within informational theory, induction (as well 
as deduction) concerns informational arising, for 
example, counterinforming and informational em-
bedding of the arisen informational entities. 

Our question remains, how does the informa­
tional Being-in concern the so-called induction 
and what does the includable induction mean? 
We have to repeat the following questions: Does 
there exist a substantial connection between the 
Being-in as an informational phenomenon on one 
side and the induction as a logical (intuitive, in-
ferential, derivative, conclusive) principle on the 
other side? Includable induction is a deeply im-
planted everyday intuitive principle of common 
sense and of the informational nature of things 
(discourses, speech acts, behaviors). 

Let us keep in mind the following facts concern­
ing the processes of induction: induction is the 
informational action of introducing and initiating 
in (arising, counterinforming). It is, for example, 
introduction and initiation of knowledge of some­
thing, that which leads to something (new). It is 
the initial step in logical (informational, also intu­
itive) understanding (undertaking). In this sense, 
induction is a process of inferring a general law 
(principles, axioms, hypotheses) from the obser-
vation of particular instances (e.g., s-Ka^u^r) in 
Greek, means a bringing on, an advancing). In­
duction is a wider (transitive) sense of inference. 
If a theorem is true in one čase, it is true in an-
other čase which may be called the next čase. The 
prove is made by trial [13]. 

Induction also means inference by reason-
ing from particulars to generals (universals). 
E.g., universalizing (generalizing) informational 
operands and especially operators is a kind of 
'hidden' (unconscious) induction. Inducing (or in-
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tuitively deriving, introducing) systems of axioms 
(definitions, hypotheses, etc.) with the intention 
to deduce theorems (conclusions, consequences, 
lemmas, etc.) is a characteristic inductive proce­
dure in abstract theories (systems, mathematics, 
abstract sciences). Induction opposes deduction 
by generalization, if generalization is meant to be 
universalization (intuitive derivation from partic-
ulars). 

Thus, three 'deductive' informational opera-
tors, = > , —>, and f̂, can function also induc-
tively because of the informational-arising nature 
of informational entities. Circular and particu-
larly metaphysical scenarios of informing are in­
ductive in the sense of introducing new entities 
into informational cycles and, in parallel, initiat-
ing the interpreting formulas for already existing 
entities. In this sense, induction is a substantial 
phenomenon of informational decomposition and 
composition [9]. 

Informational Being-in offers opportunities 
which can be taken into consideration. These op­
portunities have their roots in the recursive char-
acter of informational includedness and in the ad-
ditional possibilities of pragmatic nature of de­
composition and composition of informational en­
tities and systems (formulas). The concept of 
informational inclusivism conditions the concept 
of inductivism, being an informationally inclu-
sive phenomenon, proceeding, for instance, from 
granted particularities to certain universalities, 
being informationally involved by the first ones. 
A radical initial intuitive step is the introduction 
of the so-called informatio prima (the first of in­
formational axioms) [10]. 

6.3 Includable Abduct ion 

Abduction is a special (in traditional science, ille-
gal) way of deduction which may include elemen-
tary induction too. In the similar way as deduc­
tion and induction, abduction as such concerns 
informational includedness. It means a leading 
away in the informational sense. For instance, 
it can represent a syllogism, of which the ma­
jor premise (antecedent) is certain, and the mi-
nor only probable, so that the conclusion has 
only the probability of the minor [13]. But, this 
view of abduction does not embrace its entire 
informational realm, which can consider an ini­
tial (introductory) entity and then proceed away 

(e.g., counterinformationally) to another possible 
(probable) entity by a degree of similarity, spo-
radicalness, relatedness, etc. This is a character­
istic phenomenon of abduction, a progress from 
one informational situation (attitude) to another, 
when the first being once informationally legal-
ized (demonstrated, approved) and afterwards 
employed to the proving of other situations (atti-
tudes). 

Abduction may represent an indirect proof, like 
the apagoge, which means syllogistic reasoning, 
by which a thing is not directly proved, but shows, 
for example, the absurdity or impossibility of 
denying the thing in a certain, particularly infor­
mational way. Sometimes, it is called reductio ad 
absurdum. A good example of abductive reason­
ing is perhaps the so-called informational modus 
obliquus (see later). 

6.4 Includable MODUS PONENS 

Includable modus ponens is an informational in-
ference rule constructed in the sense as it is known 
in symbolic logic. This rule ušes a true con-
junction of an affirmative (true) statement and a 
true implication of the affirmative and some other 
statement. In this situation the truth can be de-
cided for the other statement. In our čase, instead 
of truth, we have a certain value of including in­
forming, conjunction is replaced by an informa­
tional operator of parallelism (e.g., semicolon ';'j 
symbol ||, or a proper parallel informational op­
erator ||=). We also introduce the informational 
operator of implication = > with the meaning 'im-
plies/imply'. 

Inference Rule 1 [Includable MODUS PO­
NENS] Informational modus ponens can be ex-
pressed in terms of informational ezternalism, in-
ternalism, metaphusicalism, and phenomenalism 
giving 16 basic inference rules concerning an en-
tity a 's includedness. We list only four charac­
teristic cases. 

The rule for an externalistic inference on in­
cluding externalism /3 C from ezternalisms a C 
and P \= is 

a C; ((a C) ==> (/3 \=)) C 

A similar rule for an internalistic inference on in­
cluding internalism C /3 from internalisms C a 
and ==>• /3 is 
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C a; C ((C a) = • ( M ) ) 
C/3 

Trivially seems to be the rule for a metaphysicalis-
tic inference on including metaphysicalism /3 C /3 
from metaphysicalisms a C a and /3 \= (3, uihere 

ta c g; \ 
((« C g) = * (/3 h /*)) C 

^ ( ( a C Q ) = » ^ 4 
/3C/3 

At last we have a čase of the rule for a phe-
nomenalistic inference on including phenomenal-
ism (/3 C; C /?) from phenomenalisms (g C; C g) 
and (/3 |=; |= /3), where 

/ ( g C; C g) ; \ 

/ ( ( aC ;Ca)=>( /3N ;h^ ) ) c ; \ 

^c((aC;Ca)=»(flNM))j 
(/3 C; C/3) 

T7ie last rule means to infer phenomenalistically 
by modus tollens in the sense of includedness upon 
a phenomenalistic čase of informing. • 

The listed informational rules of modus po-
nens are only the most characteristic ones. We 
did not present any of the possible cross-modal 
rules, that is from externalistic-internalistic 
to phenomenalistic-metaphysicalistic ones (addi-
tionally, 12 possible cases). 

The rules of modus ponens belong to the most 
obvious (normal, generally agreed) rules of infer­
ence primarily because of their categorical value. 
However, within the informational logical realm, 
the rule of modus ponens is certainly only one 
of possible rules of inference. Applying only this 
kind of rules would mean to infer in a particularly 
reduetionistic and informationalb/ unidireetional 
way. 

6.5 Includable MODUS TOLLENS 

The informational modus tollens pertaining to 
informational includedness is a good example 
of the difference arising from the positions of 
categorical reasoning on one side and the in-
formationally phenomenological reasoning—for 

example, includably-as-in-the-informationally-in-
volved-way—on the other side. Includedness 
as an informational in-volvement must not be 
comprehended categorically, since reasoning in 
this way would lead to the categorical nonsense, 
traditional-logic controversy, and 'common-sense' 
(say, occurrent, in German, vorhanden) absur-
dity. From another point of view, the informa­
tional Being-in represents the most general term 
concerning the 'In', which at a given situation or 
attitude speaks for a particular situation or atti-
tude. In this sense, informational Being-in is al-
ways particularizes and if not, the empty plače in 
its whole meaning only waits to be complemented. 

Inference Rule 2 [Includable MODUS TOL­
LENS] Some cases of informational modus tollens 
can again be expressed in terms of the pure in­
formational externalism, internalism, metaphysi-
calism, and phenomenalism concerning an entity 
a 's includedness. The modus tollens rule for an 
externalistic inference on non-including ezternal-
ism a <£_ from ezternalisms ((g (=) =>• (/3 |=)) C 
and /3 <f_ is 

((g |=) => (/3 h)) C; /3 <t 

A similar rule for an internalistic inference on 
non-including internalism <f_ a from internalisms 
C ((f= g) = » (|= /3)) and <f_ /3 is 

C ((h <*) = » ( M ) ) i Č l 
(J g 

Trivially seems to be the rule for a metaphysi-
calistic inference on non-including metaphysical-
ism (a (= g) (Ji (a |= a) from metaphysicalisms 
((g |= a) = > (/J |= /3)) C ((g |= a) => (/3 \= /?)) 
and (/3 |= /3) (]L (P \= /3), thus, 

/ f ( a | = a ) = > W ( a | = a ) = A \ 
V {P h 0) j c V (0 N 0) J ' 

\W \=P)tW\=fi) )_ 
(g |= g) (J (g f= g) 

At last we have a čase of the rule for a phenom­
enalistic inference on non-including phenomenal­
ism (g (ji\ <£. a) from phenomenalisms (((a |=; \= 
a) = > (P h ; h /?)) C;C ((g h ; h a) = » (/3 \= 
;|=/3))) and(0fctP),8o, 
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ĉ ((ahl=<0=*(/?hl=/*))/' 

{a<t;<ta) 
The last čase means the inferring by modus tollens 
in the sense of includedness upon a phenomenal-
istic čase of informing. • 

The rule of informational modus tollens shows 
clearly that operators C and <£. must be compre-
hended differently from the adequate categorical 
relational symbols in logic. It is to emphasize 
that if operator C is concretely particularized in 
the upper rules then operator ^ must receive the 
same concrete particularization. It is to say in 
general that operators C and ^ are of the same 
kind (meaning) in the given context. 

Further on, operators C and £ express the ac-
tivity of informational in-volvement and non-in-
volvement (embedding and non-embedding), re-
spectively. In this respect, an informational en-
tity a may particularlv be involved (information-
ally embedded) in itself (a C a) or not (a <{_ a). 
From this non-categorical point of view, informa­
tional operator C, expressing the informational 
Being-in, behaves as a regular informational op­
erator. 

6.6 Includable MODUS RECTTJS 

The intentional of an informational entity is that 
which informs actively and participates in the in­
formational arising and constitution of the entity. 
As soon as we say that informational acts are in­
tentional, the question arises, how the extraction 
(bringing to the surface) of intentional informa-
tion, hidden in the background of an informing 
entity, would be possible. Intention is nothing else 
than an informational phenomenon of informing, 
pertaining to the question "Why does an entity 
inform in just a particular way and does not in-
form in another one?" In this context, intention 
appears as a reason (motive, cause, hidden expla-
nation) of an informing entity. 

Informational modus rectus is a rule for the in­
ference which concerns the intentional informing 
of an informational entity. Includable modus rec­
tus reduces this inference to the includable in­

forming of an entity, which means that infor­
mational involvement, embedding, and connect-
edness pertaining to the intention as a ruling 
(motivating) informational phenomenon is being 
searched. 

Let us construct a čase of includable modus rec­
tus (which predicts the intention of an informing 
entity) as a conclusion of particular conclusions, 
that is, as a modal inference of modal inferences. 

Inference Rule 3 [Includable MODUS REC­
TUS] The basic scheme of the includable modus 
rectus concerning entitv a and its intention ia 
could be the follouiing basic phenomenalistic form: 

Q ; ( q = ^ (q | = t a ; | = t a a)) 
ta C a 

Taking into account the entitv a 's externalism, in-
ternalism, metaphvsicalism, and phenomenalism, 
there is, 

/a |= ;ga|=)=»(a |=J. \ 
(« K.) C (a f=) ' 

Na;((N«)=>(K«)), 
( K a) C (h a) ' 

g\=a; ((q |= q) = > (q |= t a g)) 

(a K« a) C (a |= a) 
(a H |= a); ((a [=; \= a) = > (a \=la; |= ta a)) 

V ( « k i k t t ) c ( a h ; l = " ) / 
ia C a 

This inference rule of includable modus rectus ex-
presses the common phenomenon of intentional 
informing (intention iQ with intentional inform­
ing 3la) of entitv a. Thus, intention ia as a dis-
tinguished entitv informs viithin a as 

in an intentional manner. • 

6.7 Includable MODUS OBLIQUUS 

The Latin obliguus concerns that which is slant-
ing, sideways, oblique, indirect, covert, envious 
[8], or also out-of-the-way. For instance, the ab-
duction [4] as a mode of logical inference could be 
characterized as oblique in comparison to the de-
duction. But, the oblique mode of inference could 
be that which becomes interwoven in the realm of 
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the absurd, unbelievable, unforeseeable, contra-
dictory, obscure, etc. In this respect, oblique con-
clusions may appear as the most surprising (e.g. 
counterinformational) cases of inference. 

Inference Rule 4 [Includable MODUS OBLI­
ČJU u s] Let o mark an oblique informational 
operand (entity) with oblique informing 00 and let 
a be a regular informational entity which informs 
includably, a C, is informed includably, C a, is 
metaphysically includable, a C a, and phenome-
nalistically includable, a C; C ot, in the domain of 
belief /3. Then we can obtain one of several pos-
sible formulas for the includable modus obliquus, 
for example: 

/ ( « H h ; (fc E) =» (o 1=3) c. \ 
(o \=o0) Cp (a \=Ia) 

h»(l=tt); cgE«)=>(h<>P. 
(No0 o) C p (Ka «*) 

a \=p a; (((a & «) = > (o \= o)) c \ 

(o \=o0 o) C/j (a \=Xa a) 
(a \=p; h ? a); (((a \fi;\£ a) => o) C; \ 

C{(afc\ča)=*o))J 
K ( o N o o i N o . o) Cg(tt |=Ta; |=Ta a > 

/(oN)c(aN); (Mc(|=a);\ 
(o f= o) C (a h a); 

\(oN;N«)c(«N;N«) / 
where [=£ and C/j are believable operators. • 

Certainly, we must not forget that the last infer-
ential scheme of modus obliquus is obtained on 
an intuitive basis and that many other senseful, 
obliquely structured inference schemes may exist. 

7 Includedness as a 
Consequence of 
Informational Internalism 

Informational internalism pertaining to an entity 
a was expressed formally by |= a. Operator |= 
was said to be the most general informational op­
erator (an operational joker), which can be partic-
ularized according to the occurring informational 
circumstances. Informational includedness in the 
klternalistic sense is a p,articularization, marked 

by C a. The empty left side of operator C points 
to the openness, to the question: What can in­
formational^ be included in a? OT What is the 
includable internalism of entity a ? 

Includedness is a consequence of the particular-
ization of informational internalism. This partic-
ularization was determined by Definition 1 as a re-
cursive (recursively infinite) scheme with further 
15 possibilities (if we exclude the empty C3iS€? SLS 

the 16th possibility). Thus, the particularization 
from general internalism of the form \= a to the 
includable internalism of the form C a brought 
a complex recursive scheme, in which, the initial 
form |= a there appears as a particular čase. This 
does not mean an informational contradiction but 
circularity. 

Let us show how even the extreme extensional 
čase Hjg'°(a C /3) obtains its full significance in 
the so-called everyday speech [6]. Let the role 
of a be assigned to words and that of (3 to their 
contexts in speech. In [6], the following dictum 
seems to be highly senseful (pp. 80-81): 

— Words and ideas are inseparable. ... Words 
and ideas hold together. ... Every word gets 
its meaning from some kind of contezt and 
we recognize it in that, or similar contezts. 
The context suggests the word, the word sug-
gests the context. The context may be phys-
ical. . . . The contezt may be psychological. 
. . . The contezt may be verbal. Every word 
that you understand when you read or listen 
has meaning in that, and similar verbal con-
texts. The word belongs in the contezt. The 
word lives in the context. The two are insep­
arable. 

We can understand that in the cited čase not only 
a (= j3;f3 \= a holds, but also a C P; P C a is in-
formationally senseful. The last citation helps us 
to understand that in the čase of a C /3; /3 C a 
there is no a problem of contradiction in com-
prehension of the informational Being-in. As it 
was said, the word belongs to the context and 
vice versa, the context is includably impacted by 
the word; This statement holds especially for 
the process of informational arising of context 
(e.g., speech), where words intentionally influence 
the arising of context and context influences the 
choice of the words constitutinjg the arising con-
text. t m 
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Informational includedness of something is a 
consequence of the perceiving abilities of the 
something observing entity. An informational de-
piction of something in the observing entity con-
cerns the problem of informing between entities 
[11], where the depiction of something is called 
the internal representation (or real presence [7]) 
of something. Such representation is always infor-
mationally included in the observing entity, while 
the vice versa čase does not hold at ali (there is, 
for example, no informational influence of the ob­
serving entity on the observed entity). 

8 Being-in and 
Being-in-the-world 

Being-in-the-world is a philosophical term, being 
coined by Heidegger [2]. "It is a general basic 
state of an entity and of informational entity in 
particular (in this čase, /?Being-in-the-world C a, 
where a marks an entity in question). It is 
sketched in terms of an orientation towards Being-
in as such. Being-in-the-world stands for a uni-
tary phenomenon and cannot be broken up into 
contents which may be pieced together. But, it 
has several constitutive items in its structure." 
As we will understand, Being-in-the-world infor-
mationally dwells in Being-in which always per-
tains to an informational entity (as a property, 
involvement, characteristics). 

Being-in-the-world is informationally particu-
larized Being-in, where the vrorld is stili compre-
hended in a universally open way. The world is 
also a specific category of thinking which must not 
be equalized with the physical (space-temporal) 
world in which phenomena appear and disappear. 
An informational entity informs in the world if the 
surrounding world (environment, its exterior) im-
pacts the structure of the entity's informing and 
the entity perceives also the responses to its own 
informing to the vrorld. 

Being-in-the-world is a condition sine qua non 
for the arising of the so-called intelligent in­
forming. Intelligent can mean to inform inven-
tively, ingeniously, creatively also in the sense 
of the chaotic, unforeseeable, with the intention 
to adapt, reach a goal, survive, solve a prob­
lem, etc. Informational Being-in-the-world is 
more concretized informing of something than 
the informational Being-in, which is a general 

framevrork for further informational particular-
ization or certain universalization. If we in-
troduce markers /̂ Being-in and /?BeinS-in-the-world 
then one can express this relation by the operator 
of informational includedness C. At least, there 
m u s t hold /?Being-in-the-world C /?Being-in- Be-
cause of an informational interaction, there can 
also exist /?Being-in C /?Being-in-the-world- E n -
tity a informs as being in the vrorld, that is, 
a C /?Being-in-the-world and arises informationally 
within this circumstances. 

9 Conclusion 

Informational Being-in comes not only very close 
to the philosophical Being-in [2, 1], but can sur-
mount it by theoretical-formal expressions (aris­
ing formulas) of informational language, shovv-
ing the decompositional power of the initially 
set includable problems. Through the discussion 
of informational includedness in this paper we 
have learned its complexity in parallel, serial, and 
parallel-serial structures. We chose (Definition 1) 
an informationally logical and flexible čase of the 
includedness definition. Certainly, other cases of 
even a more complex definition of informational 
includedness are possible. 

The most pretentious čase of an includable 
structure seems the metaphysical čase, where fur­
ther and more detailed decomposition (interpre-
tation) together with introduction of parallel for­
mulas is possible and senseful. The čase of a 
complex parallel structure of serial-parallel and 
parallel-serial formulas can be vievved as the most 
appropriate candidate in conceptualizing an in­
formational system performing as an intelligent 
entity. 

Metaphysical includedness was composed of 
several reasonable chosen informational entities, 
that is components, which have been staying for 
the so-called informing, counterinforming, and in­
formational embedding of the entity in question. 
The informing component seems to be a necessity 
for the explication of the essential and detailed 
characteristics of the informing entity, its own in­
tention (informational perseverance as a conse-
quence of the existing informational structure) in 
spontaneity and circularity. 

The counterinforming component (as a coun-
terpart of informing, e.g. a form of its informa-
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tional 'subconsciousness') was involved in produc-
tion of new, also contradictory, and yet not in-
formationally embedded (connected) information, 
which is nothing else than a kind of 'originally' 
arisen phenomenon. This component (counterin-
forming with counterinformational entity) seems 
to be the most problematic concept in concern to 
its informational implementation, for example, by 
a computer program and, lastly, by an informa­
tional machine as a substantially differently struc-
tured and conceptualized nowadays computer sys-
tem. In general, we have presupposed that in­
formational operators perform in an informa­
tional, counterinformational, and informationally 
embedding manner. 

At last, the arisen and to the informational en-
tity arrived (from its exterior perceived) infor­
mation has to be informationally connected to 
that what already exists, that is, to the informing 
(body) of the entity itself. This phase of meta-
physical phenomenalism we have called informa­
tional embedding. 

An entity's metaphysical shell as described, 
is the most rationally imaginable (minimalist) 
structure of informing. Its particularization 
means the filling and extending (interpreting) of 
the three main components. The metaphysical 
shell conceptualizes unlimited possibilities in the 
informational arising of the entity a. It is the 
way to its concrete and artificial implementation, 
for instance, within an informational machine M. 
Thus, a C M, where M systemically supports 
the informing of a. Counterinforming Ca with 
counterinformational entity ^a supports the aris­
ing of originality o within an entity's counter­
informing, that is, ((o C Ca) C 1a) C a, etc. 
Originality as counterinforming can inform in dif-
ferent ways: every time new value to something 
is given, it can be seen as an original informing; 
familiar entities can be looked in different light; 
bringing together known entities and link them in 
new ways is an original approach. Originality can 
grow out of that which is already known (e.g., pro-
ducing knowledge by knowledge from knowledge 
[12])-

Informational Being-in as developed in this pa-
per is the beginning step in making informational 
theory axiomatic and constructivexand, through 
this, tracing the way to an informational sys-
tem implementation. The problem of knowledge 

as informational entity will show how the for-
malistic (axiomatic and inferring) power of in­
formational theory can lead to new concepts, 
techniques, methods and theoretical approaches, 
which can absorb the today scientific method-
ologies and connect them into an information-
ally arising system. The biggest challenge on this 
way is the so-called informational machine, which 
will perform as a real informational accelerator, 
offering the widest possible framework for infor­
mational experiments and applications. In this 
sense, the future informational machine must be 
capable to mimic the most complex parallel-serial 
systems of informational arising, supporting sys-
temically the informing, counterinforming, and 
embedding of any informational entity. Within 
this perspective, informational Being-in with its 
externalism, internalism, metaphysicalism, and 
phenomenalism seems to be the keystone of the 
arising informational theory and methodology. 

Let us close our theoretical and formalistic dis-
course on informational Being-in with a dictum 
of George Steiner ([7], pp. 174-175), which ap-
proves the potentiality of informational approach 
(the theory in this essay) in its wholeness: 

— Though acts of reception and of understand-
ing are in some measure fictions of ordered 
intuition, myths of reason, this truth does not 
justify the denial of intentional conteit. It is 
an absurd to discard as mendacious, as an-
archically opaque, the bearing of contextual 
probability and suggestion, as it is to invest 
in such probability any blind trust. ... We 
advance step by step toivards a delineation of 
the given space; our perceptions are more and 
more justly incident to the circumference of 
possible intent and meaning. The congruence 
is never complete. It is never uniform with 
its object. If it was, the act of reception would 
be wholly equivalent to that of original enun-
ciation. 
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