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In t h i s part of the essay the following topics of the informational 
logic (IL) are discussed: transformational rules of IL and a surveying 
conclusion concerning the formal IL. Various i n f o r m a t i o n a l modi of 
informat ional t ransformat ion are p r e s e n t e d . This p a r t of the essay 
includes also the concluding remarks which concern IL in i t s en t i r e ty 
(references [15], [16], [17], and t h i s essay) . 

VJithin transformational rules of IL, the following rules and modi 
are determined and examine,d: uniform and non-uniform i n f o r m a t i o n a l 
subs t i tu t ion , informational replacement, and modus informationis with 
the topics as informational implicat ion, informational modus ponens, 
modus t o l l e n s , modus rec tus , modus obliguus, modus procedendi, modus 
operandi, modus p o s s i b i l i t a t i s , modus n e c e s s i t a t i s , and further ru les 
of Informing and the openness of i n t r o d u c i n g new t r a n s f o r m a t i o n a l 
ru l e s . 

INFORMACIJSKA LOGIKA IV. V tem de lu s p i s a se obravnava ta še dve 
naslovni poglavji informacijske logike (IL): transformacijska prav i la 
IL in p r e g l e d s k l e p o v , k i z a d e v a j o IL. P r i k a z a n i h j e n e k a j 
informaci jskih modusov informaci jske t r a n s f o r m a c i j e . Ta de l s p i s a 
vključuje tudi sklepne opombe, ki se nanaSajo na celoten spis o IL 
(na navedbe [15], [16], [17] in na ta s p i s ) . 

V o k v i r u t r a n s f o r m a c i j s k i h p r a v i l IL se o p r e d e l j u j e j o in 
r az i sku je jo t a l e p r a v i l a ; uniformna in neuniformna i n f o r m a c i j s k a 
subs t i t uc i j a , informacijska zamena in modus informationis z naslovi kot 
so informaci j sk i modus ponens, modus t o l l e n s , modus r e c t u s , modus 
obliguus, modus procedendi, modus operandi, modus p o s s i b i l i t a t i s , modus 
n e c e s s i t a t i s in dal je pravi la informiranja in odprtost uvajanja novih 
transformacijskih p r a v i l . 

II.4, TRANSFORMATION RULES OF INFORMATIONAL 
LOGIC II.4.0. Introduction 

Information is the fuel of cognition. At its 
most basic level, Information is a matter of 
structure interacting under laws. The notion 
of Information thus reflects the 
(relational) fact that a structure is 
created by the impact of another structure. 
The impacted structure is an encoding, in-
some concrete form, of the interaction with 
the impacting structure. Information is, 
essentially, the structural trace in some 
system of an interaction with another 
system; it is also, as a conseguence, the 
structural fuel which drives the impacted 
system's subseguent processes and behavior. 
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By transformation rules, informational formulae 
can be transformed into different ones, which 
might have simpler, more complex, and also 
essentially different form and meaning in 
regard to the previous formulae. It is not 
always guite clear if formatting, axiomatizing, 
and transforming approaches can be separated 
from each other in a strictly evident or clear 
way. For instance, operations of informational 
particularization and universalization can have 
formatting as well as axiomatizing and 
transforming nature. Within IL, transformation 
rules transform axioms and already transformed 
formulae (iwffs) in a uniform, non-uniform, and 
modal (conditional, dependent, ontological, 
possible, necessary, true, false, random, etc.) 
way. 



In r e g a r d t o t h e uni form and non -un i fo rm 
subs t i tu t ion there i s nothing e s s e n t i a l l y new 
to saying. A uniform subs t i tu t ion of var iables 
in a formula i s t h e most common mood of 
s u b s t i t u t i o n in mathematical forraulae. With 
uniform subs t i tu t ion a l i var iab les of the same 
type wil l at a time be replaced by a determined 
fo rmula . In t h e ča se of a non -un i fo rm 
subst i tut ion t h i s p r inc ip le can be v io la ted , 
thus, in some occurrences a var iable wi l l be 
replaced by a given formula and some not. In. 
th i s way, non-uniform subs t i tu t ion offers more 
freedom as compared with uniform subs t i t u t ion . 

To short ly summarize the p o s s i b i l i t i e s of iwffs 
transformation we can s t a t e the following: A 
set of informational transformation ru les (ITR) 
l icenses various informational operations on 
informational axioms and a lso on iwffs obtained 
by previous appl icat ion of the ITRs. The iwffs 
obtained by applying of ITRs w i l l be c a l l e d 
informational theorems. An iwff i s e i t he r an 
informational axiom or informational theorem of 
a g iven i n f o r m a t i o n a l s y s t e m . Wi th in t h i s 
system, an iwff i s often ca l led informational 
t h e s i s . 

The next p o s s i b i l i t y of subs t i tu t ion i s the so-
called informational replacement. In t h i s čase, 
a formula in a given formula can be replaced by 
another formula. Such a rep lacement can be 
uniform as well as non-uniform which depends on 
p a r t i c u l a r occurrences of a formula . As we 
s h a l l s e e , the app roach of i n f o r m a t i o n a l 
r ep lacement can l e a d t o a m b i g u i t i e s when 
occurrences of d i s t i n c t formulae overlap each 
o t h e r . In such c a s e s s t r i c t r u l e s of 
subst i tut ion must be determined to enable, for 
i n s t a n c e , s u b s t i t u t i o n s in a p a r a l l e l or 
simultaneous manner. 

The most diverse transformation of forraulae is 
p o s s i b l e by t h e use of t h e s o - c a l l e d 
informational modi. These v a r i o u s k inds of 
transformation, of Information in general and 
of iwffs in p a r t i c u l a r , can be marked simply by 
modus informat ionis (MI). MI be longs to the 
cen t ra l not ions which concern i n f o r m a t i o n a l 
t r a n s f o r m a t i o n r u l e s . MI. i s in f a c t a 
metainformational transformation ru le , which by 
i t se l f as an informational formula (iwff) can 
be, for instance, non-uniformly pa r t i cu l a r i zed , 
universalized, or- informationally modified {by 
formatting, axiomatizing, and trahsforming). 
When pa r t i cu la r i z ing or universa l iz ing the so-
called modus informationis, the following modi 
can be observed: modus ponens, modus t o l l e n s , 
modus rectus , modus obliquus, modus vivendi, 
modus p r o c e d e n d i , modus o p e r a n d i , modus 
p o s s i b i l i t a t i s , modus n e c e s s i t a t i s , e t c . 
Various kinds of informational transformation 
ar ise within Informing of Information with i t s 
a r i s ing , and various transforming pr inc ip les 
are simply adopted with the embedded (incoming) 
Information. Thus, transformational modi can be 
u n d e r s t o o d as e s s e n t i a l , e x i s t e n t i a l , and 
ar is ing phenomena of the en t i r e informational 
realm.. 

The main cha rac t e r i s t i c s of any informational 
modus i s t he s o - c a l l e d - i n f o r m a t i o n a l 
e x t r a c t i o n (coming i n t o e x i s t e n c e ) of an 
ar i s ing informational pa r t , which follows as an 
informat ional consequence from the c u r r e n t 
s t a te of a relevant informational phenomenon. 
This process of extract ion of Information may 
concern very d i f f e r e n t n o t i o n s , such as 
implication in t r a d i t i o n a l log ic , detachment in 
modal logic , modus vivendi under circumstances 
of survival , modus operandi under circumstances 
of a p o s s i b l e s u c c e s s , e t c . P a r t i c u l a r 
i n f o r m a t i o n a l modi a p p e a r t o be on ly 
i n t e n t i o n a l , b e l i e v i n g , t e l e o l o g i c a l , e t c . 
mechanisms of in fo rmat iona l a r i s i n g frora an 
antecedent, condit ioning, bas ic , causal , e t c . 
i n t o a c o n s e q u e n t , r e s u l t a n t , rion-basic, 
seguent ia l , e t c . informational relevance. 

II.4.1. Rules of Uniform and non-Uniform 
Informational Substitution 

II. 4.1.0. Introduction 

Substitution belongs to the most general 
procedures of replacement of variables by 
formulae within symbolic formulae. A variable, 
or generally a symbol, is simply replaced by 
another sequence of symbols (formula) 
throughout a given formula or only some of 
variable occurrences are replaced while others 
are left unchanged. In fact, the process of 
substitution can be strictly determined or can 
be free in regard to the replacements of 
occurrences of a variable. In the first čase we 
have to do with the so-called uniform, and in 
the second čase with the so-called non-uniform 
substitution. 

II.4.1.1. Rules of Uniform Substitution 
• within an IWFF 

For uniform substitution (without 
particularization and universalization) it is 
possible to state the following rule; 

[Transformation Rule]''̂ ''": 
We can adopt the following ITR of the uniform 
informational substitution: the result of a 
uniform replacing of any informational variable 
(the operand as well as the operator one) in an 
informational thesis by any iwff and sub-iwff, 
respectively, is itself an informational 
thesis. This rule can be formalized in the 
following way! let ^S be the operator of 
uniform substitution and 9 an iwff in which 
operand and operator variables 5, r), ... , ^ 
occur, so that it is possible to write the 
functional form 9(5, T), ... , O . Let arbitrary 
iwffs a, p, . . . , Y tie given and let token "|" 
be the delimiter, .which marks the end of 6-
operation. Then the result of the operation of 
uniform substitution is as follows: 

u ® « , (3 T '̂ ^̂ ' ">' ••• ' ^ J ' = , 

9(«- P, .•• , T) 
Instead of this symbolism of substitution we 
can use the informational one, for instance, 

" ' P ' ••• - T Ng ̂ , r), ... , ̂  i^ 
<P(?- r), ... ,?)!=_ 9(«, 3, ... , Y) 



The meaning of this formula is the following: 
«' P/ ••• , T substitute {J=g) I, Ti, . . . , Z, 
uniformly in (1^) the formula 9(5, T), ... , j;) 

resulting in (t=_) the formula cp(a, p, ... , t)-
Uniformly means that informational sets of 
entities a, |3, ... , Y and ̂ , T), ... , t, are in 
the one-to-one correspondence. • 

II.4.1.2. Rules of Non-Uniform Substitution 
within an IWFF 

If the uniform subs t i tu t ion within a formula 
9(^, 1), . . . , ?) always gives a s ingle r e s u l t , 
denoted as a formula 9(a, 3 , . . . , Y) I then the 
non-uni form s u b s t i t u t i o n can g ive many 
different r e s u l t s , which can be denoted by a 
set of formulae {9(^1 a, r), p , . . . , JJ, T)} . 
Thus, we can adopt the following ru le : 

[Transformation Rule] DF2 
We take 6 as the operator of a non-uniform n '̂  
substitution and 9(?, f), ... , ?̂) as an iwff, 
in which ^, r), ... , t, are occurrences of 
informational operand and operator variables. 
Now, let a, p, ... , Y mark arbitrary iwffs and 
sub-iwffs, respectively. Then we have a set {9} 
of results of the non-uniform substitution, 
i.e. , 

n®a, p, ... , T**^' "^ ^^' 

{9(?, a. T), p, ... , X,, Y)} 

where the appearance of informational variables 
^, T), ... , Ž; in particular elements of {9) is 
not necessarily certain. Informationally, we 
can symbolize this formula also by 

a, P. • • • , y ¥(^1, f), • • • ' ? -l-n 

9(?, r), ••• , ^) K 
{9(^, a, n, p, ... , K, T)} • 

I I . 4 . 2. Rules of Informational Replacement 

The rule of replacement i s a genera l iza t ion of 
the rule of subs t i t u t ion , which concerns only 
p a r t i c u l a r v a r i a b l e s l i k e o p e r a n d s and 
operators. Replacement does not search only for 
variables but for symbolic seguences within an 
iwff, which may be p a r t i c u l a r iwffs or sub-
iwffs o c c u r r i n g w i t h i n a s o u r c e iwff . In 
g e n e r a l , by a r e p l a c e m e n t o p e r a t i o n , t h e 
occurring iwffs can be replaced by other iwffs. 
This kind of operation is general ly not uniform 
and cannot be always unigue because of the 
occurring formulae overlapping within an iwff. 
But, i t i s more or less obvious tha t through an 
informational replacement very complex changes 
or e ssen t i a l transformations of exis t ing iwffs 
can be achieved, Informational replacement wi l l 
belong to the l ega l r u l e s of i n f o r m a t i o n a l 
formula transformation. 

Frora t he p h i l o s o p h i c a l p o i n t of v iew, 
informational replacement i s an o p e r a t i o n , 
by which given informational associa t ions are 
r e p l a c e d by o t h e r a s s o c i a t i o n s . He re , an 
a s soc ia t ion can be unders tood as a coraplex, 

actual ized informational e n t i t y , which c a l l s 
fo r an a d e g u a t e i n f o r m a t i o n a l c o m p l e t i o n , 
change , or r e d u c t i o n . In t h i s r e s p e c t , 
i n f o r m a t i o n a l r e p l a c e m e n t i s a l s o a ve ry 
habitual prooess of l iv ing Information. 

Let us determine the r u l e of i n f o r m a t i o n a l 
replacement! The question i s what to do in čase 
of ov«rlapping of the occurring iwffs within a 
g iven iwff . I t i s of c o u r s e p o s s i b l e t o 
p r e sc r ibe p a r t i c u l a r s t r a t e g i e s or r u l e s of 
formula replacements . However, we s h a l l not 
deal with such pa r t i cu la r "algorithms" ye t . VJe 
can simply s t a t e tha t i t wi l l not be prescribed 
in advance hov the replacement process i s to 
happen prec i se ly . So, l e t us have the following 
ru le ; 

DF3 [Transformation Rule] : 
Let K be an x-ized informational operator of 
replacement, where x is a replacement operator 
p a r t i c u l a r i z a t i o n . Let 9 be a given iwff upon 
which the operator Sft wi l l ac t . In general , 
t h i s formula may or may n o t i n c l u d e some 
pa r t i cu la r iwffs, relevant to the replacement, 
which could be replaced by formulae a, P, . . . , 
Y. Let i t be 

9 = 9(Sl, B, . . . , S) 

where y, S, ... , CC mark the occurring or non-
occurring iwffs within 9. Then, 

X a, p. 
CC 9(51, <8, , Ol = 

{9(2:, a, !B, p. , (£, Y)l 
As it is seen from the last expression, the 
operation of replacement results in a set of 
possible iwffs. • 

We can understand how the operator ' = ' in the 
last formula could be replaced also by a 
particularized operator '̂ =', when the meaning 
would be that the operation of replacement on 
the left side of '=' informs the set of 
possible iwffs on the right side of '='. 

II.4.3. Rules of Modus Informationis 

11.4.3.0. Introduction 

Modus informationis will embrace the broadest 
realm of informational inferring or of 
informational syllogism. In this respect, modus 
informationis will be a kind of observational, 
investigational, and comprehensional 
development of Information, by means of which a 
part of arising Information will be extracted 
(recognized, comprehended, and separated) from 
an existing informational entity (unity). Modus 
informationis bas to be understood also as 
special, additional (special) mechanism for the 
development of informational formulae (iwffs), 
of their arising. In real cases, under modus 
informationis it will be possible to comprehend 
any informational arising from an already 
existing arising of Information. 

In this section we shall introduce the notion 
of a suitable class of informational moods or 
modi of Information and its Informing. The goal 
of this determination vili be to get a general, 



p o v e r f u l , and i n d e f i n i t e l y a r i s i n g s e t of 
transformation ru les in the form of iwffs, by 
which o t h e r and a l s o i n f o r m a t i o n a l modi-
concerned iwffs w i l l be transformed from one 
form to a n o t h e r . The s o - c a l l e d modus of 
i n f o r m a t i o n in our čase w i l l be r e g u l a r 
information (a concrete iwff) for transforming 
iwffs. For such a modus we sha l l introduce the 
general name modus informationis (MI). 

As information (a given iwff for transformation 
purposes) an informational modus describes the 
ar is ing of information, which can concern, for 
i n s t a n c e , Be ing , e x i s t e n c e , s t a t e , form, 
p r o c e s s , s t r u c t u r e , o r g a n i z a t i o n , e t c . o f 
information. Modus i s informational property, 
essence, existence of informational ext rac t ion 
through changing, a r i s i n g , and v a n i s h i n g of 
i n f o r m a t i o n , i s i n f o r m a t i o n of e x t r a c t i n g 
phenomenology and is as such the immanent and 
regula r proper ty of i n f o r m a t i o n . A s t e a d y , 
unchangeable modus is s imilar to an a t t r i b u t e 
or i n f o r m a t i o n a l l y t o a da tum. In g e n e r a l 
sense , modus i s informat ion of changing of 
a t t r i b u t e s , which can be u n d e r s t o o d as 
informat ional cons tan t s or i n f o r m a t i o n a l l y 
unchangeab le t y p e s . Modus i s a r e g u l a r 
informat ional process wi th i n t e n t i o n how to 
e x t r a c t and by i t s a p p l i c a t i o n t o change , 
g e n e r a t e , d e v e l o p , or d i s m i s s c e r t a i n 
information on which i t i s a p p l i e d , how t o 
modify information and. enable i t s a r i s ing in to 
new, contrary, r i cher , poorer, or e s s e n t i a l l y 
different information. Informational modus i s a 
general cha rac t e r i s t i c s of information and we 
use th i s term to expl icate i t as a p r inc ip l e , 
which i s r e l e v a n t t o t h e d e v e l o p m e n t , 
deduction, induction, inference, reasoning, or, 
genera l ly , to the a r i s i n g of i n f o r m a t i o n a l 
formulae. 

II.4.3.1. The Rough Structure of 
Modus Informationis 

What is modus informationis? Modus 
informationis (MI) means any informationally 
arising transformation of information. MI is 
information by itseif, is- an arising 
transformational Informing. Let us list some of 
necessary and possible conclusions: 

(1) It is evident that MI as a generalization 
of the known modi has to preserve the so-called 
informational transformation by detachment or 
possibilities of informational extraction of 
subinformation from a broader informational 
realm. Thus, MI includes the informational 
operator of detachment, the most general one, 
which can be marked by |= or ^ or shortly by -» 
or ^, respectively. It is to understand that 
there exists a semantic difference betueen 
in format iona 1 implication (4> and <:) and 
informational extraction, i.e. detachment (-* 
and «-) . 
(2) What do we have on the antecedent (or 
"numerator") side of a detachment formula? 
There are usually several informational 
components, denoted by variables a, (3, ... , f 
and connected by an informational operator of 
the type "fc ", "A", or ",". •'̂  '^comma ' '^ i ^'- i • 

(3) On the consequent (or "denominator") s ide 

of a de t achmen t fo rmula l e t i t be an 
in fo rmat iona l ly simple or complex component 
marked by S. 

(4) According to paragraphs (1) , (2) , and (3) , 
the rough s t ruc tu re of MI has the form 

(« t=̂  P f=̂  NA T) K S 

(5) How i s t h e conseguence S s t r u c t u r a l l y 
dependent on the var iable (a r i s ing) antecedent 
components a , p , . . . , Y? What a r e 
informat ional d i f f e r e n c e s among a n t e c e d e n t 
components? Components a , p , . . . , Y a r e 
m u t u a l l y dependen t and t h u s i n f o r m a t i o n a l 
d i f f e r e n c e s among them can c o n s t i t u t e t h e 
nature of the conseguence 5. 

(6) The g e n e r a l č a s e of MI exposed in 
p a r a g r a p h s (1) t h r o u g h (5) can nov be 
pa r t i cu la r i zed and universal ized to obtain , for 
i n s t ance , the cases of modus ponens , modus 
t o l l e n s , modus rec tus , modus vivendi , e t c . 

I I . 4 . 3 . 2 . Informational Implication 

Informational implication, marked by 
informational operator * and used in several 
previous definitions, might be viewed as the 
most primitive form of MI. If information « 
implies information p, then this fact within IL 
may sound as a rule, that the occurrence of a 
within an iwff can be replaced by p. Of course, 
the notion. of informational implication 
embraces also several forms of the so-called 
mathematical implications, for instance, the 
so-called substantial (material), primitive, 
traditionally logical, effectively logical, 
effectively true, critical, basic implication, 
etc. 

Further, informational implication as an iwff 
of the form a :> p has to be understood as a 
particularization of the most general formula 
of Informing a f= p. However, formula a * p has 
to be understood as universalization of, for 
instance, known mathematical (logical) forms of 
implication. 

II.4.3.3. The Čase of Informational 
Modus Ponens 

Common sense had almost no inkling that 
physical reality is mathematical. Why would 
it be better off when it comes to the formal 
character of cognition? 

Radu J. Bogdan [13] 118 

Modus ponens concerns, for instance, one of the 
very elaborated and practiced rule of formula 
transformation in mathematics. It is the most 
known modus in mathematical theories. In fact, 
it is a modus of limited reasoning or strict 
inference which ušes the so-called disjunctive 
syllogism, where affirming one of given 
possibilities excludes other" possibilities and 
vice versa. In this section we shall determine 
various informational possibilities of the so-
called informational modus ponens. 
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[Transtormation Rules] : 
Let us d e t e r m i n e t h e t r a d i t i o n a l and most 
common rule of modus ponens! Let a and (3 be 
i n f o r m a t i o n a l e n t i t i e s and l e t 4> be t h e 
operator of informational implicat ion. The rule 
i s the following; 

a, a * 3 

To be more precise, this rule can be rewritten 
as 

(a A (a 4> p)) ^̂  (3 
which Gomes closer to the iwff of IL. But i t 
must be kept in mind that the t r a d i t i o n a l logic 
d e a l s wi th t r u t h and f a l s i t y , and so t h e 
t r a d i t i o n a l i n t e r p r e t a t i o n of modus ponens 
within IL would be 

( ( ( ( a NT) A ({a =̂  p) NT) ) I=T ) * (P ^T'>'> t=T 

This formula enables the understanding of the 
so-called detachment of p (or extraction of p 
from the antecedent of modus ponens) as a true 
informational entaty within the informational 
realm of a * p. • 

The meaning of the last formula is that modus 
ponens, in its entirety, infonns true or that 
it is by itself a true proposition. The 
detachment of p means, that p informs true and 
that on account of this truth it can be 
recognized as a valid proposition. However, two 
presumptions must be true, namely, that a 
informs true and that the formula a * p in this 
particular čase informs true (this yields that 
the conjunction of a and a 4> p informs true 
too) . 

Let us now show further possible informational 
universalization of modus ponens in the last 
definition! This could be a regular way how 
from a particular čase (traditional modus 
ponens) a more universal čase can be obtained. 

DF5 [Transformation Rules] : 
Let us revrite the basic formula of modus 
ponens in the following manner: 

(1) (a K(« N^ 15)) N^ P 
This formula has up to now not been essentially 
different from the traditional formula. The 
next step can be its radical universalization 
by replacing ali explicit operators in the 
formula by the most universal operator ^: 

(la) (a t= (a ̂= P)) \= p 

This formula says that a in some way informs 
the process a t= p and that the entire process 
a =̂ (a f= P) finally informs p. It means simply 
that the entire process a t= (a ̂  P) informs one 
of its components, naraely p. This result is a 
pure conseguence of the radical 
universalization of modus ponens. 
Simultaneously, this universalization shows the 
essential point of modus ponens, namely, that 
no other component than p is informed by the 
process a \= {cc \= p) so far. It means that, for 
instance, a must remaln as it is or at least 
must not be informed by a [= (a |= P). This 
universalization shows evidently the problem 

which could appear in čase of a real, living 
Information where the Informing to a has to be 
blocked (inhibited) against the Informing of a 
\= (a t= p ) . This reguest can be expressed 
explicitly by the attributed formula (modus) 

(Ib) (a N (a> p)) 1/ a 
iDF6 [Transformation Rules] 

As a rule, modus ponens informs true in its 
details and in its entirety, as shown in 
[Transformation Rules] . Let us rewrite this 
rule in the following (postfix) manner: 

(2) ( ( ( ( a |=j) ^^ { ( « N^ P) t=^)) \=^) 

N^ (P N j ) ) [=T 

The syTOmetric (prefix) version of (2) would be 

(3) N T ((t=T ((f=T « ) ^A 'l=T (a t=^ p ) ) ) ) 
N^ (NT P)) 

The next step can be a radical universalization 
of formulae (2) and (3) in the following way: 

(2a) ((((a N) N ((« N P) N)) (=) 
N (P N)) )= 

(3a) N ((N ((N a) 1= (t= (« N P)))) 
t= (N P)) 

These formulae teli that Informings of a, where 
a informs (a |=) ^'^'^ is informed (|= «), inform 
the Informing of the process a N P ="̂'̂  that 
entire Informings of processes (a N) N ((« N P) 
N) and (N a) |= (N (a N P))» respectively, 
finally inform Informings of p (p N and \= p, 
respectively). Similarly to (Ib) in the 
previous definition, the folloving two formulae 
can be attributed to (2a) and (3a), 
respectively: 

(2b) (((a N) N ((« t= P) 1=)) t=) N (« ̂ ) 

(3b) (N ((N a) t= (N (a N p)))) N (N «) • 
In some cases i t could be useful to introduce 
t h e s o - c a l l e d e x t r a c t i o n ( s e p a r a t i o n , 
detachment) l i ne to improve the v i s i b i l i t y of 
an informat ional modus. In modus ponens i t 
would be, for ins tance, 

a A (a * p) a A (a * P) 

P P 
instead of the t r a d i t i o n a l expression. 

We see how formulae of informational modi are 
becoming iwffs and can be understood as such. 
We have t o keep in mind t h a t modi a r e 
informat ional ru les for t r a n s f o r m i n g o t h e r 
informat ional formulae. In t h i s r e s p e c t the 
meaning of the extract ion operation ( l ine of 
d e t a c h m e n t ) i s , f o r i n s t a n c e , ' a f f i r r a s ' , 
' a s s e r t s ' , 'ma in ta ins ' , ' pu t s_ou t_ to_ in te re s t ' , 
' c o n s i d e r s ' , e t c . Thus , o p e r a t i o n of 
informational extract ion can be understood as 
an informational p a r t i c u l a r i z a t i o n . 

[Transformation Rules] : 
Within informational logic i t i s possible to 
construct an i n f i n i t e set of informational modi 
ponens. Let us l i s t some c h a r a c t e r i s t i c 
examples! The f i r s t example i s , for instance, 
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the modus ponens of belief, vhere (=_ is the 
informational operator of believing. There is; 

l=B «' \=B (a * P) 

This rule says: if a is believed and if a * p 
is believed, then (3 is believed. To be 
conseguent to resulting from our believing, we 
have to attribute to this formal believing 
implicitly the following; 

l=B (l=B a- l=B (a * P)) 
and 

t=B (t=B (NB «' h (a * p)) / •(!=„ p)) 
We c e r t a i n l y have to b e l i e v e t h e e n t i r e 
antecedent as i t i s composed and we have to 
b e l i e v e in modus ponens (of b e l i e v i n g ) . 
Informational operator ' / ' was introduced to 
replace the usual detachraent operat ion. 

A similar example' can be constructed for the 
čase of knowledge, where 

t=j, a, \=^ (a :> p) 

e t c . However, we can s t i l i put the g u e s t i o n 
what would t h e s o - c a l l e d modus ponens of 
Informing'be. • 

II.4.3.4. The Čase of Informational 
Modus Tollens 

Without a clear teleological hold on distal 
.targecs, and a clarification of what this 
means, we might only get proximal semantics, 
and we do not want that . For if proximal 
semantics makes sense, then my entire 
approach to semantic Information doesn't, 
Hence the urgent need for modus tollens. 

Radu J. Bogdan [13] 100 

In general, the modus tollens invalidates, 
negates, or informationally abolishes a piece 
of complex Information and, in this respect, 
represents an informational transformation 
vhich can be understood as, in some sense, 
opposite to informational transformation by 
modus ponens. Of course, modus tollens can be 
used in traditional theories as a rule of 
negation. In fact it is a modus of limited 
reasoning or strict inference vhich ušes the 
so-called hypothetical syllogism: negating the 
conseguent causes negation of the antecedent. 

[Transformation Rules] : 
First, let us define the traditional modus 
tollens! Let a and p be informational entities, 
:*> the operator of informational implication, 
and -1 the symbol of logical negation. By these 
terms, the rule of traditional modus' tollens is 
the following: 

This rule can be logically rewritten into 

((« * p) A (-1 p)) 4- (n «) 

and represents an iwff of Ih. However, there i s 
a s l i gh t difference when comparing modus ponens 
and modus t o l l e n s , due t h e a p p e a r a n c e of 
o p e r a t o r -\. Thus , i n s t e a d of t h e f i r s t 
i n t e rp re ta t ion of modus t o l l en s by the formula 
of detachment, i t could be a lso 

a ^ p, P -1 

This is due to P 
the following; 

-I «, where the meaning of i is 

-1 =_̂ , ('negates' V ' negate' V 
'is_negated_{by)' V 'are_negated_(by)') 

By modus tollens the conseguent negates the 
antecedent. 

In terms of traditional logic, modus tollens 
has to be understood through categories of 
truth and falsity (at least of some parts of 
the formula). Thus, a traditional 
interpretation of modus tollens becomes 

(((((« * P) J=T) A ((p -.) t=j)) N-r) => 
((-1 «) \=^)) t=T 

This formula gives the detachment (-i «) f=_ out 
of the premise of modus tollens. But, in a 
certain čase, it is possible to explicate the 
non-inforraing nature of components which bear 
the operation of negation -i, for instance 

(((((« * p) 1=̂ ) A (p fei^)) l=j) ^ (1/̂  a)) i=̂  
We have only combined n and \=„ into a universal 
operator ]?;_ which can again be particularized 
for a certain čase. • 

The meaning of the last formula is that modus 
tollens, in its entirety, informs true. The 
detachment of oc |/„ means that a does not inform 
true. Prior to this, two presumptions have to 
be true, namely that a :̂  p informs true and 
that p does not inform true. 

Now, . it is possible to show further 
informational universalization of modus 
tollens. Similar, to the [Transformation 
Rules] DF5 we can construct the following rule: 
[Transformation Rules] : 
Let us rewrite the basic formula of modus 
tollens in the following manner: 

(1) ((oc ̂ ^ p) (=̂  (p i)) ^^ (-1 a) 

a => P, -1 P 

This formula of modus tollens has up to nov not 
been essentially different from the traditional 
formula, The next step of its modification can 
be its radical universalization by the 
replacement of ali particularized explicit 
operators in the formula by the most universal 
operators ^ and [/: 

:ia) ((« N P) ̂  (P \^)y N i]^ oe) 



12 

This formula t e l l s t h a t the p r o c e s s a [= p 
informs, in some way, the process |3 ^ and tha t 
the en t i r e process (a f= 3) f= (p [?;) informs the 
p r o c e s s ^ a which c o n c e r n s one of t h e 
components of the p rocess a =̂ 3 , namely, a . 
This r e s u l t i s a pu re c o n s e q u e n c e of t h e 
radical un iversa l iza t ion of t r a d i t i o n a l modus 
t o l l e n s . Simultaneously, t h i s un iversa l iza t ion 
shows the e s s e n t i a l p o i n t of modus t o l l e n s , 
namely, t h a t no o t h e r component t han t h e 
process |̂  a i s informed by the process (a f= p) 
^ (p 1^). Th i s u n i v e r s a l i z a t i o n shows t h e 
problem which a r i s e s in čase of a r e a l , l iv ing 
information, where the Informing to |3 |?i has to 
be blocked ( inhibi ted) against the Informing of 
the process (a ^ p) ^ (p \^) . This request can 
be e x p r e s s e d e x p l i c i t l y by t h e a t t r i b u t e d 
formula (modus) 

(Ib) ((a t= p) i= (P \^)) lii (p M) • 
DF9 

[Transformation Rules] : 
As a rule, modus tollens informs true in its 
details and in its entirety, as shown in 

DP7 
[Transformation Rules] . This is a fact which 
roots in the usual true-false categorization of 
the traditional logic. Let us rewrite this rule 
in the folloving (postfix) manner: 
(2) (((((a h^ P) ̂ ^) \=^ ((P \=^) ^^)) \=^] 

\=^ ((^^ a) ^^)) ^T 
The symmetric (prefix) version of (2) is 
(3) t=̂  {\=^ ((̂ ẑ  (a \=^ P)) ^^ (̂ ^ (P \=^))) 

The next step can be a radical universalization 
of formulae (2) and (3) in the following way; 
(2a) (((((a J= P) ̂ =) ̂= ((P ̂ ) 1=)) \=) 

\= {i\!^ a) N)) ^ 

(3a) t= (1= ({N ( « > P)) N ((= (P M))) 
\= (1= (1̂  a))) 

These formulae teli that Informings of the 
process a t= p, where « t= p informs ((« t= p) \=) 
and is informed {\= (a |= p ) ) , inform the 
Informing of the process p ^ and that the 
entire Informings of processes (((o( \= p) ^) ^ 
((p \^} \=)) \z and [= ((^ (a |= p)) \= ((= (p fei))), 
respectively, finally inform Informings (̂  a) ^ 
and ^ (̂  a ) , respectively. The first of these 
integral informational entities informs and 
the second is informed. Similarly to (Ib) in 
the previous definition, the fpllowing two 
formulae can be attributed to (2a) and (3a), 
respectively: 

(2b) ((((a 1= p) J=) 1= ((p \^) \=)) t=) ̂  
((a 1= p) 1=) 

(3b) (1= {{\z (a \= P)) ip (1= (P \;i))) Y 
(t= (« N P)) • 

We have to mention again that operators f= and Y 
can be non-uniformly replaced by particularized 
operators and that operators of the type 1;̂  can 
b'e understood as any inf ormational operators of 
particular non-Informing. Thus, \z and ^ are in 
general not operators which exclude exactly 
each other, but have to be understood as 

operational variables belonging to various 
particular classes. 

Instead of the traditional expression of modus 
tollens we can use also expressions 

(a * P ) , P (a * p ) , p 
or 

-1 a -1 a 
Expressions of these klnd expl ica te c lea r ly the 
extract ion or detachment operat ion, which in 
t h e c o n t e x t of modus t o l l e n s can be 
p a r t i c u l a r i z e d ( i n t h e second č a s e ) or 
universal ized (in the f i r s t čase ) . 

[Transformation Rules] : 
Within IL we can construct an i n f i n i t e se t of 
i n f o r m a t i o n a l modi t o l l e n s . F i r s t l y , t h i s 
i n f i n i t e n e s s follows from the u n f o r e s e e a b l e 
p o s s i b i l i t i e s of p a r t i c u l a r i z a t i o n and 
u n i v e r s a l i z a t i o n of appear ing i n f o r m a t i o n a l 
opera to r s in a formula ( iwff) r e p r e s e n t i n g 
modus t o l l e n s . Secondly, as we have l e a rned 
from several previous cases, a d i s t i n c t formula 
of modus t o l l e n s can be d e v e l o p e d t h r o u g h 
consideration (introducing) of various forms of 
Informings of operand var iables and processes . 
This procedure of formula development can lead 
to a more and more complex expression and the 
stopping of complexness can be impacted by 
d i s t i n c t c i r c u m s t a n c e s ( s e m a n t i c s , modus 
vivendi) in the phase of formula development. 
Let us look a t some of these p o s s i b i l i t i e s . 

The f i r s t two examples a re , for ins tance, the 
modi to l l ens of bel ief , where ^_ and fe^- are 
informational operators of bel ieving and non-
bel ieving. There i s ; 

NB (« ^ P ) - NB (^ P) and 1=3 (« * 1^)' ^B ^P ^> 
t=B (-> «) 

or also 

Np (-> «) 

(g » P) ^3, ( i p ) =̂3 ^^^ (o( » P) NB> (P ^) l=B 

(-1 «) |=g (n a) t=3 

The f i r s t rule says: if i t i s believed tha t « 
implies p and if i t i s b e l i e v e d t h a t p i s 
negated, then i t i s believed tha t a i s negated. 
The second rule says: if i t i s believed tha t « 
implies p and if i t i s believed tha t p negates, 
then i t i s b e l i e v e d t h a t a i s n e g a t e d 
{informationally in an impl ic i t manner by p ) . 
The th i rd rule says; if information 'a implies 
P ' b e l i e v e s (o r i s b e l i e v a b l e ) and i f 
i n f o r m a t i o n 'p i s n e g a t e d ' b e l i e v e s ( i s 
be l ievable ) , then information 'a i s negated' 
believes ( i s be l ievab le ) . The fourth rule says: 
if information ' a implies P' bel ieves (or i s 
be l i evab le ) and i f in fo rmat ion 'p n e g a t e s ' 
believes ( i s be l ievable ) , then information '« 
i š negated ' { in fo rmat iona l ly in an i m p l i c i t 
manner by p) believes ( i s be l i evab le ) . 

EX1 
Similarly to [Transformation Rules] i t i s 
p o s s i b l e t o e x p r e s s t h e b e l i e f i n t o modus 
t o l l e n s fo r t h e upper fou r c a s e s in t h e 
following way: 

NB ( ( N B ((I=B (« => p)) A (̂ B (n p ) ) ) ) / 
(NB (-1 a ) ) ) 



13 

t=B ((|=B ((!=B (« * p)) A (f=B (P n)))) / 
(̂ B (na))) 

(((((a * |3) [=B) A ((-I (3) [=3)) (=3) / 
((n «) [=3)) NB 

(((((a * (B) 1=3) A ((p n) ̂ g)) 1=3) / 
((-1 a) t=B))'̂ B 

We certainly have to believe the entire 
antecedents as they are composed (by the 
operators A) and we have to believe the upper 
rules of modus tollens. Informational operator 
'/' replaces the usual operation of detachment. 

In the following examples we shall examine the 
informatlonal connectedness of truth, belief, 
knowledge, awareness, and their counterparts 
(for instance: falsity, doubt, illiteracy, 
unconsciousness). 

[Transformation Rules]^^^: 
In the previous example we could recognize some 
semantic similarity existing among 
informational processes concerning truth, 
belief, knowledge, and awareness, For instance, 
in the čase of the definition bf Information a, 

('a is_information') =_j 
((a f=) v ((= a) V (=i a). V (a =i)) 

EX3 
[Transformation Rules] ; 
The next two examples of modus t o l l e n s we. a r e 
g o i n g t o e x a m i n e c o n c e r n k n o w l e d g e and 
a w a r e n e s s . The t r a d i t i o n a l f o r m of modus 
t o l l e n s of knovledge i s , f o r i n s t a n c e , 

^^ (a :> P ) , t=ĵ  (-1 p) 

This formula has ,the following meaning: if.it 
is known that a implies p and if it is known 
that p is negated, then it is known that a is 
negated. Hovever, we can interpret the operator 
t?j. as ' it_is_not_known' or 'it_does_not know'. 
Thus, the basic formula of modus tollens of 
knowledge can be rewritten into the form 

it is possible, in a concrete čase, to 
particularize this definition in a non-uniform 
manner into 

(« (=j) V (1=3 «) V (=̂ ĵ  oc) V (« =(̂ ) 

or, for instance, expressing it in the form of 
a parallel metaphysical system 

ti INT' lf=B '^' \ ^' '^ '̂A 
This could be a n a t u r a l p a r a l l e l m e t a p h y s i c a l 
p r o c e s s in which i n f o r m a t l o n a l c o o p e r a t i o n of 
t r u t h , b e l i e f , k n o w l e d g e , and a v a r e n e s s i s 
coming i n t o e x i s t e n c e . C e r t a i n l y , t h i s c a n 
o c c u r n o t o n l y i n t h e c a s e s i n w h i c h 
t r a n s f o r m a t i o n s of modus t o l l e n s a r e t a k i n g 
p a r t . 

K (a :̂  P ) , Mv P 

K 

The meaning .of this formula is the following: 
if it is known that a implies p and if p is not 
known, then a is also not known. As ^„ and \}i K K 
can be particularized in a non-uniform way, the 
meaning of the operator variable can cover a 
broad informatlonal realm, which might not have 
any relation to the opposition of a particular 
operator belonging to the type fc„. 

A similar reasoning is possible in čase of the 
so-called awareness (t=,) and unavareness (I?',). 
The traditional form of modus tollens of 
awareness is 

=̂A (« * p)' l=A ("'P' 
^A (- «) 

Let us interpret the meaning of this formula: 
if 'it is aware ' (= 'it is consciously 
evident') that a implies p and if 'it is aware' 
that p is negated, then 'it is aware' that a is 
negated. The awareness of -1 p and -1 a can in a 
particular čase be interpreted as unavareness 
of p and a, respectively. In this čase, from 
the awareness that a implies p and that p is 
unaware follows that a is unavare. Thus, 
formula 

^A (« * P)' ÎA î  

sounds g u i t e r e a s o n a b l y . 

w i t h i n t h e domain of modus t o l l e n s i t was 
p o s s i b l e t o observe o p e r a t i o n a l combina t ions 
( c o n c a t e n a t i o n s ) c o n c e r n i n g o p e r a t o r s of 
Informing and non- In fo rming . We can e x p l a i n t h e 
fo l lowing examples : 

' i t i s informed t r u e ' t h a t a i s 
b e l i e v e d ; 
'it is informed true' that a is 
not believed; 
'it is not informed true' that 
a is believed; 
'it is not informed true' that 
a is not believed; 
it is believed that a J,is 
informed true'; 
it is believed that a i,is not 
informed true'; 
it is not believed that a J,is 
informed true'; 
it is not believed that oc J,is 
not informed true' 

=̂T 

^T 

T 

{Prj\ 

^B 

^B 

^B 

((=3 « ) 

(Î B «^ 

( f = B « ) 

(Î B a ) 

(t=T « ) 

(Î T̂ a ) 

(^T « ) 

¥Q (Î T̂ «) 

Some o p e r a t i o n a l l y s p l i t c a s e s c a n be of 
p a r t i c u l a r i n t e r e s t . For i n s t a n c e , 

(f=T a) t=B 

(^T: «) |?i3 

(I^T « ^ ^=B 

(̂ T a) t^B 

(« =̂B̂  ^T 

(a [=B) t̂ T 

a 'is informed true' informs 
believable; 
a 'is informed true' does not 
inform believable;. , 
a 'is.not informed true' informs 
believable; 
a 'is not informed true' does 
not inform believable; 
cx informs believable informs 
true; 

a informs believable does not 
inform true; 

(°' ¥-Q) ^rn « informs iinbelievable informs 
true; 

http://if.it
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(« [''B) fe^T °' informs unbelievable does 

not inform true 

Etc. We can see how particular cases can be 
operationally reduced. If Information informs 
believable and true, then it can be reduced to 
inform simply true or simply believable. For 
instance, 

N T (t=B « ) ' 1=R (1=T « ) ' ( N T «) N R , (a N R ) Nrn "T "̂"B '' ̂ B ""T ""' "~T 
could be reduced either into 

B' 

N™ a and ^ a or into a NT ^"'^ " N' "B B 

As soon as we have an operator which informs in 
an untrue or unbelievable manner, a combination 
of "concatenated" or s p l i t o p e r a t o r s can be 
reduced t o inform s imp ly u n t r u e or s imp ly 
unbe l ievable . For i n s t a n c e , forraulae of the 
above cases 

NT (Ng " ) ' NT (Ng «), Ng (NT «)- Ng (NT «)' 
(NT a) NB' (NT «) Ng- (« Ng) NT- (« Ng) NT 

could be reduced either into 

Nj a and Ng'« °^ into a NT ̂ "̂ ^ « Ng 
In cases, where operators inform simultaneously 
untrue and unbelievable, i.e.. 

NT (Ng «), Ng (NT «)- (NT «) Ng, (« Ng) NT 
it is not possible to get a senseful 
operational reduction. As we can understand, in 
some particular cases, rules for operational 
reduction can be constructed. • 

EX5 [Transformation Rules] : 
We can show how sequences of informational 
operators can be reduced into a single 
operator. For instance, if Information a is 
informed aware, known, believable, and true, it 
can be reduced in the following way: 

(NA (NK (Ng (NT «)))) * 
(((1=̂  a) v {\=^ a) v (Ng a) V (NT «)) 

truth, belief, knowledge, and awareness. 
informational entities which inform and are 
informed in this sense are 

(« NT) V (NT «) for truth, 
(a p_) V (f=_ a) ror belief, 
(a Nv) V (Nj, a) for knowledge, and 
(a Ni) V (N. «) for awareness 

In a similar way it is possible to introduce 
the contraries of these informational entities, 
denoting them as 

(a NT ) V (NT «) for untruth, 
(a Ng) V (|?ig a) for unbelief, 
(a Njr) ̂  (Nv «) ^o^ ignorance, and 
(a Na) v (Ns «) for unawareness 

How is it possible to determine subclasses to 
these informational entities? Let us introduce 
falsity, doubt, illiteracy, and unconsciousness 
as particular contraries to truth, belief, 
knowledge, and avareness: 

(p Np) v (Np p) for falsity, 
• (p ND) V (ND P) for doubt, 

(p |=j) v (Nj p) for illiteracy, and 
(P Nrj) ̂  (Nn P) ^°^ unconsciousness 

It i s probably possible to construct relation 
of the so-called subinformation (operator C) 
between f a l s i t y and u n t r u t h , doubt and 
u n b e l i e f , i l l i t e r a c y and i g n o r a n c e , and 
unconsciousness and unawareness. Thus, 

(p Nj.) C (a N T ) ' (Np P) C (NT «), 
(p ND) C (« Ng), (ND p) c (Ng «), 
(p Nj) C (« N K ) ' (NI P) c (N^ «), 
(p Nu) C (a N A ) ' (NU (3) C (N^ «) 

This example shows the informational power of 
operator N< which can embrace guite a 
substantial realm of contrary Information. • 

The antecedent part of this formula is to be 
read as follows: it is informed aware that it 
is informed known that it is informed 
believable that a is informed true. The shorter 
meaning would be: a is informed aware, known, 
believable, and true. vjithin this exaraple it is 
possible to recognize the common informational 
circularity of avareness, knowledge, belief, 
and truth. 

A similar informational phenomenon appears also 
when such an operator seguence is split. For 
instance: 

N^ (NT (« Ng)) it is known that it is informed 
true that a informs believable; 

NT ((a Nv) ND) it is informed true that a 
informs known informs 
believable; 

etc. Truth, belief, and knowledge are 
informational entities (processes) which in the 
realm of living belong to the awareness within 
a being's metaphysics. • 

[Transformation Rules] : 
Kow let us examine some contrary operations to 

II.4.3.5. The Čase of Informational 
Modus Rectus 

I wish to examine the concept of a system 
whose behavior can be - at least sometimes -
explained and predicted by relying on 
ascrlptions to the system of beliefs and 
desires (and hopes, fears, intentions, 
hunches, . . . ) . I will call such systems 
intentional systems, and such explanations 
and predictions intentional explanations and 
predictions, in virtue of the intentionality 
of the idioms of belief and desire (and 
hope, fear, intention, hunch, , . . ) . 

Daniel C. Dennett [14] 220 

In Latin, rectus means something erect, right, 
proper, appropriate, suitable, intelligent, 
natural, etc. Informational modus rectus (IMR) 
will concern direct adjustment (setting, 
ruling, intentionality) of some experienced 
(occurred) informational subjectiveness and/or 
objectiveness. Informationally, IMR concerns 
informational forms and processes In the realm 
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of b e l i e f , d e s i r e , i n t e n t i o n , e t c . b e i n g 
embedded into a l iv ing be ing ' s metaphysics and 
within i t informationally impacting a l iv ing 
being 's behavioral information. In shor t , IMR 
concerns bel ief , de s i r e , in ten t ion , e t c . and 
t h e i r informat ional t r a n s f o r m a t i o n w i t h i n 
m e t a p h y s i c a l and e s p e c i a l l y b e h a v i o r a l 
i n f o r m a t i o n . Wi th in t h e s e i n f o r m a t i o n a l 
circumstances i t seems to be worth to examine 
t h e n a t u r e of t h e s o - c a l l e d i n t e n t i o n a l 
information or i n t e n t i o n a l i t y which would be 
t he c e n t r a l n o t i o n in c o n n e c t i o n w i t h t h e 
nature of IMR. 

I n t e n t i o n i s a de t e r m i n a t i o n t o a c t in a 
cer ta in way. Intention i s or iented information 
( i . e . ac t s in a c e r t a i n d i r e c t i o n ) , In t h i s 
sense, information as phenomenology of the 
l iving is in tent ional in general and has i t s 
i n t en t iona l l t y being impacted by the previous 
a r i s i n g of i n f o r m a t i o n as i n f o r m a t i o n 
concerning information. Further , in tent ion of 
information means that ce r ta in informational 
e n t i t i e s within information intend to be more 
important or s i g n i f i c a n t for t he a r i s i n g of 
information than others and tHat they intend to 
have various impact on t h e i r own informational 
a r i s ing . 
Informational i n t e n t i o n a l i t y -means that some 
i n f o r m a t i o n abou.t c e r t a i n . i n f o r m a t i o n i s 
a r i s i n g , t h u s , t h a t t h i s i n t e n t i o n a l i t y 
concerns the s o - c a l l e d about-ness of c e r t a i n 
information. Such an informational aboutness 
can be a kind of observation, inves t iga t ion , 
and comprehension as information of a ce r ta in 
information." Informational i n t e n t i o n a l i t y i s a 
p a r t i c u l a r form or p r o c e s s of c o u n t e r -
information and counter-lnforming, which a r i se 
within information. 

P a r t i c u l a r c a s e s of i n f o r m a t i o n a l 
i n t en t i ona l i t y can be c lea r ly informationally 
dis t inguished. What a re , for ins tance , b e l i e f s , 
h o p e s , c a r e s , h u n c h e s , p l a n s , g o a l s , 
suspicions, kn,owledge, t r u th , e t c . other than 
i n t e n t i o n a l forms of i n f o r m a t i o n ? Do they 
impact a being 's 'metaphysics and i t s behavior? 
The answer to such g u e s t i o n s i s by i t s e l f a 
form of i n t e n t i o n a l i n f o r m a t i o n . This means 
s i m p l y t h a t i n t e n t i o n of in fo rma t ion i s i t s 
a r i s i n g , changing, and v a n i s h i n g du r ing the 
l i f e cycle of information. The informational 
modus rectus takes intent ion as an essen t i a l 
ru le or- ru l ing informat ion , which concerns 
informational transformation not only on the 
level of l iv ing information, but in' the čase of 
i n f o r m a t i o n a l l o g i c a l s o on t h e l e v e l of 
transformation of iwffs. 

[Operands]^^^: 
Let us have the following def in i t ion ; 

( 'a i s_ intent ional_informat ion ' ) =_^ 
((a t=g) V (t=g a)) 

where 3 is in ten t iona l Informing of a (hidden 
in a ) , so that 3 C a. As a i s information, for 
which . -

( ' a is_information ') = , ((a f=) V (f= a)) 

t h e r e i s , in t he ča se of i n t e n t i o n a l 
information, 

((a f= ) C (ct \=)) V ((^„ a) C (f= «)) 

In these formulae 3 is the informing (or 
informationally active) component of 
information a. • 

DFIO 
[Transformation Rules] : 
What could be the transformation formulae of 
modus rectus? One of the poss ible ways i s to 
p r o c e e d from t h e n o t i o n of i n t e n t i o n or 
i n t e n t i o n a l i t y . On t h i s way we have to develop 
an i n i t i a l philosophy. 
Let a be in ten t iona l information which hides 
some i n t e n t i o n 3 as an i n f o r m i n g p a r t of 
information a . I n t e n t i o n 3 i s a p a r t of a ' s 
Informing. Let in ten t iona l information « act 
(inform) upon information (3, so , a :̂„ p . Now, 
modus r e c t u s i s t h e r u l e whičh s e p a r a t e s 
( d e t a c h e s , r e v e a l s ) t h e i n t e n t i o n 3 as 
p a r t i c u l a r i n f o r m a t i o n which in fo rms 
i n t e n t i o n a l l y w i t h i n <x o r i s a form of 
In forming of i n t e n t i o n a l i t y a . Thus , t h e 
t r a d i t i o n a l modus rectus can be expressed. as 

a, a t=„ p 

where a is intentional information and 3 its 
intention (as information). This formula can be 
rewritten in a logical manner as 

. t=T ((« t=g) V (|=g cc)), ̂ T (« |=g p) 
^^ (3. C a, p) 

or in a logically more complete form 

NT ((t=T ((l=T ((« 1=3) ̂  (t=g «))) A 
(1=̂  (a |=g p)))) 

/ (NT (3 C a, p))) 
where ' / ' i s the detachment operat ion. There 
are t races of the in tent ion 3 in a, as well as 
in (3. Information p a r i se s as a conseguence of 
i n t e n t i o n 3 w i t h i n a , which i n t e n t i o n a l l y 
informs j3 . The l a s t two fo rmu lae e n a b l e 
understanding of the so-cal led detachment of 3 
(or e x t r a c t i o n of 3 from t h e a n t e c e d e n t of 
modus rectus) as a t rue informational e n t i t y 
within the informational realm of oc Ng P• • 

I I . 4 .3 .6 . The Čase of Informational 
Modus Obliguus 

In Latin, obliguus means s l an t ing , sideways, 
obligue, i n d i r e c t , covert , and also envious. 
Informational modus obliguus (IMO) wi l l concern 
i n d i r e c t adjustment (a p e c u l i a r or p e r s o n a l 
point of view, a t t i t u d e , or op in ion ) of an 
a b s u r d l y (and i n d i v i d u a l l y ) e x p e r i e n c e d 
i n f o r m a t i o n a l s u b j e c t i v e n e s s a n d / o r 
object iveness. In t h i s respect , within IMO also 
a l ine with a special (obligue) i n t e r e s t wi l l 
be in terpre ted or presented. We can say that 
IMO as an i n f o r m a t i o n a l t r a n s f o r m a t i o n i s 
appl ied from one ( s p e c i f i c ) s i d e , a l s o wi th 
disapproval or d i s t r u s t . Informationally, IMO 
concerns informational forms and processes in 
the realm of unawareness, i l l i t e r a c y , doubt, 
and f a l s i t y , If modus r e c t u s was a 
transformation rule in the sense of d i rec tness 
or i n t e n t i o n a l i t y , then modus obliguus wi l l be 
a t rans format ion ru le in the sense of 
indirectness or absurdity. 
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As a form of i n d i r e c t r u l e , modus ob l iquus 
deviates from a d i r e c t or i n t en t iona l l i ne of 
discourse, performing roundabout or not going 
s t ra igh t to the poin t . As an ind i rec t proof, i t 
involves proof of informational e n t i t i e s tha t 
n e g a t i o n l e a d s t o an a b s u r d i t y or 
c o n t r a d i c t i o n . In t h i s manner iMO-revea l s 
Information which i s not openly shown or i s to 
some degree sec re t . 

DFll 
[Transformation Rules] : 
Let a be an absurd or contradictory Information 
defined as 

('a is_absurd_information') =_j 
"a ((« Nj,) v (Kr «)) 

where 21 is absurdity as Information or 
Informing of Information as absurdity. Let T be 
information for which it is believed that it 
informs true ([=„ (T ̂ =m))- Then, the rough or 
traditional form of modus obliguus could be 

T, [-1 t) ^ a. 

or, more prec ise ly , 

We see hov/ in t h i s čase i t i s meaningful to 
expl icate the bel ief of the t rue Informing of T 
at the beginning of the procesa of IMO. The 
l a s t formula of IMO is read in the following 
way; if i t i s bel ieved t h a t i n fo rma t ion T 
informs true and if the negation of information 
T implies an absurd i n f o r m a t i o n a l e n t i t y a , 
then T does not inform t rue . In t h i s čase, the 
i m p l i c a t i o n of a b s u r d i t y by n e g a t i o n of T 
causes an untrue Informing of T . The l a s t 
formula can be r e v r i t t e n in a l o g i c a l l y 
complete iv/ff; 

^T (NT ((NT ((NB (((T N) V (N T ) ) N^)))) A 
T) * ((a Njj) v (1=5( «))))) 

/ (NT (((^ ̂ ) v (N T))))) 
(NT ((• 

v/here '/'is the operator of detachment. 

II. 4. 3. 7. The Čase of Informational 
Modus Procedendi 

Informational modus p rocedend i i s a mood of 
i n f o r m a t i o n a l de t achmen t by which a g o a l 
i n f o r m a t i o n i s coming i n t o t h e p r o c e s s of 
Informing. The Latin procedo has the meaning of 
to go forth or before, advance, make progress; 
t o c o n t i n u e , r ema in ; and t o go on. When 
informationally proceeding, the process has to 
go forvard by showing the goal in advance. As 
an informational process, modus procedendi runs 
on according to a goal information, where th i s 
goa l i n f o r m a t i o n i n f o r m s , f o r i n s t a n c e , a 
motor , b e h a v i o r a l , or s imply an a c t i n g 
information and, f i n a l l y , when the goal i s 
exhausted, e lapses . 

There exis t an i n f i n i t e number of p o s s i b i l i t i e s 
hov; to s t r u c t u r e and o rgan ize g o a l - d i r e c t e d 
informat ional systems, The t a s k of a modus 

p r o c e d e n d i cou ld b e , f o r i n s t a n c e , how t o 
ex t rac t a goal s t ruc tu re and organizat ion from 
a complex l iv ing or a r t i f i c i a l informational 
sy s t em, t o b r i n g t h i s g o a l i n f o r m a t i o n a l 
s t ruc ture and organization to the surfaoe, for 
ins tance to the l o g i c a l or oonsc ious l e v e l . 
This could be a senseful informational process 
of hidden informational goals Iden t i f i ca t ion 
and t h e i r use in various l i f e and technological 
s t r a t e g i e s . 

DF12 
[Transformation Rules] : 
Let •( h& a goal information, where N(r is its 
goal Informing. Nov, let us have the following 
definition of a goal operand variable; 

('Y is_goal-expressing_information') =jj£ 
((Yt=^) v (N^ T)) 

Let a be information (for instance, motor or 
behavioral operand variable) v?hich must 
approach or at least consider the goal 
information, or, as we usually say, must be 
informed by Y- We can conclude that in some 
informational elements a has to become 
informationally similar to Y, thus, a iV If-
This expression is read as f ollov/s: a becomes 
goal-similar to ^. Under this oircumstances « 
is information approaching to the goal and y is 
information v̂ hich informs a. We can nov«? express 
informational modus procedendi (IMPr) in the 
following, traditional form: 

(£, r Ng; « 
a .'tj I 

Let us analyze this informational modus! The 
essential informational entity of the 
conseguent is the operator ; •£• This operator 
has to ansv;er the g u e s t i o n , hov much has a 
a l r e a d y app roached -f. In t h i s way, modus 
p r o c e d e n d i has e x t r a c t e d t h e r e l a t i o n of 
informational s im i l a r i t y betv/een « and y. In 
the antecedent, f does not a r b i t r a r i l y inform 
a, but i t has to inform a p a r t i c u l a r l y by the 
s t r u c t u r e and o r g a n i z a t i o n of (£. In t h i s 
respect modus procedendi seems to be much more 
complex than the previous modi have been. I t 
evidently concerns some par ts of Informing of Y 
(the antecedent of IMPr) as v e l i as of a (the 
consequent of IMPr). 

11.4.3,8. The Čase of Informational 
Modus Operandi 

The reason such an internal selectivity is a 
major condition on semantic information is 
that a tokened information structure counts 
as semantic only if its shape and function 
in a system can be explained, under 
appropriate types of regularities, relative 
to some distal properties, The information 
structure must therefore be shaped inside 
the system, by its architecture and modus 
operandi, in vays vhich can be explained 
only by appeal to semantic considerations. 

Radu J. Bogdan [13] 98 

In .Latin, modus operandi means a method of 
operating or proceeding. This meaning comes 
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near to the concept of algorithm, which is a 
method of procedure. Evidently, the 
informational modus operandi (IMOp) has to 
answer the guestion what is the aim or essence 
of informational operation within an 
informational complex or what is the subject of 
operation. Thus, IMOp has to extract the 
operational information, and in regard to this 
it has to explicate the Informing of 
information which, in general, informs and is 
informed. Informational modus operandi reveals 
the nature of Informing of information. By this 
explication it becomes informationally known 
how a certain information informs and is 
informed. IMOp discovers the informing of 
information and, in this respect, it is an 
informational tool for the Identification of 
Informing. 

How does an information function? How does it 
produce informational effects on itself and on 
informationally involved information? How does 
it arise and how does it cause arising of other 
information? How are this informational effects 
particularized? Informational modus operandi 
delivers answers to this guestions in the form 
of its conseguent. The task of IMOp is, for 
instance, to discover the algorithm of data 
processing. Houever, information cannot be 
reduced to data, which are static informational 
entities, which are a collection of operative 
and informative data. The guestion is what puts 
and keeps information in its operation. What 
are operational operators as concerned their 
informational structure and organization? 

DF13 
[Transformation Rules] ; 
What i s Informing 3"(or 3 ) of information a? 
Informing 3 i s n o t h i n g e l s e but an 
informational funct ional i ty g of a, thus , 

3 = S(a) 

In this sense, Informing 3 is an implicit 
informational operator of a which is a product 
of a and which as an active part of information 
produces a. In this respect, the basic 
definition of information a can be expressed 
also as 

('a is_information') =_, 

This would have the meaning that a informs and 
is informed in virtue of its own functionality. 

«, a t=g a 
C, e C 3 

The cyclic complexity of «'s cyclic parallel 
Informing 3, considering its counter-Informing 
£ and informational embedding C, can be chosen 
as follows: 

a Ih« 3, a, 3 |hg 3, <x, a, 3 ||-g CE, 

« h ̂' a, 3, Y 11-̂  e. Y Ih, (E 
IMOp has to explore this cyclic informational 
domain since 3 can be identified considering 
also its instantaneous components E and 06. • 

[Transformation Rules] : 
The next cases, which are much more complex 
than the previous one, concern the guestion how 
does information a inform other information p, 
i.e. , a t= p and, in general, af=^, i), ... , j;. 
If the previous rules concerned self-Informing, 
the subseguent ones will concern one-way inter-
Informing of information. Let us introduce the 
following tokens: 

3 or 3(a) will mark the Informing of 
information «; 

(Z or (£(«) will mark the counter-Informing of 
information a; and 

(g or (£(«) will mark the informational 
embedding of information a 

In t h e č a s e of t h e one-way I n f o r m i n g of 
information a to information p , the following 
ru le of informat ional modus ope rand i can be 
constructed; 

a, P; a h • 3 ( a ) 

^ ' ® « ^ 3 « ' '^P' ®p ^% 
This form of IMOp has to consider the following 
complexities; the cycl ic complexity of « ' s 
cyclic p a r a l l e l Informing 3 (coming in to 
existence in v i r tue of a (= a ) , considering the 
c o u n t e r - I n f o r m i n g £ and i n f o r m a t i o n a l 
embedding £ ; the one-way complexity of a ' s 
( l inear ) p a r a l l e l Informing of p (coming in to 
existence in v i r tue of a t= p ) ; and the cycl ic 
complexity of p ' s cycl ic p a r a l l e l Informing S« 
(coming into existence in v i r tue of p ^ p ) , 
c o n s i d e r i n g t h e c o u n t e r - I n f o r m i n g Ca and 
informational embedding £„. This complexity can 
be expressed by the folloving p a r a l l e l system: 

Informing 3 of i n f o r m a t i o n a means t h a t 
information a counter-informs i t s e l f and that 
i t embeds the produced c o u n t e r - i n f o r m a t i o n . 
This is the known pr inc ip le of informational 
c y c l i c i t y . Within t h i s p h i l o s o p h y , c o u n t e r -
In forming of <x, deno ted ' as £ = (£ (a ) , and 
i n f o r m a t i o n a l embedding ig = (2 (a) of t h e 
counter-informed counter-information Y are sub-
Informings of 3, thus, 

£ , (£ C 3 

When discovering 3, informational modus 
operandi has to reveal components C and (g of 
Informing 3 to answer the guestion about the 
nature of a's Informing. In this procedure IMOp 
asks for the cyclic structure and organization 
of information a. The most simple form of IMOp 
in the čase of a's self-Informing is 

a Iĥ  5 (a ) ; «- 3(a) |hg(^) 3 (a ) , cx; 

« ^(£(a) ^« ' « ' 3(«^' '^ccK '^^« ' ' ^ - 1̂1 
'3(a) 

a "^e(a) a ; 

a ¥„ 3 ( p ) ; «, 3(a) l^g^^, 3 ( p ) , p; 

«it=K:f.l T«; «, 3 ( « ) , Y„ |b (g(p); Y,, lh 

a, 3(«) i^g(^) e;(p); 

'"£(«) 'p « '^•(g(a) ^' 

P Ihp 3 {p ) ; p, 3(p) |hg(|3) 3 ( p ) , P; 

P, 3(P) Ihg(p) «:(P); 
P lh(£(p) Tp; p, 3 (P) , Yp Ihp <g(P); Yp Ihg(p) p 

In t h i s sy s t em, two e s s e n t i a l l y d i f f e r e n t 
p a r a l l e l i n f o r m a t i o n a l o p e r a t o . r s a p p e a r , 
namely, \\- for cycl ic and |̂  for general p a r a l l e l 
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Informing. I t i s ce r t a in ly possible that also 
i n t e r - i n f o r m a t i o n a l p a r a l l e l Informing can 
become c y c l i c , when a c i r c u l a r In fo rming 
between two i n f o r m a t i o n a l e n t i t i e s i s 
i n t r o d u c e d . In t h i s č a se we can say t h a t 
s imultaneously a ^ p and p [= a are t a k i n g 
plače, This can be our next čase of IMOp. • 

DF15 [Transformation Rules] ; 
In the čase of the two-way or i n t e r c y c l i c 
Informing betveen informational e n t i t i e s a and 
p , t h e f o l l o w i n g r u l e of IMOp can be 
constructed: 

(a, p ) , (a [=g(c<) P, a 4 "igcp) P) 

This form of IMOp has to consider the following 
complexities: the cycl ic complexity of a ' s 
cyclic p a r a l l e l Informing 3 (coming into 
existence in v i r tue of a ^ a ) , considering the 
counte r - I n f orming (£. and inf ormat i o n a l 
embedding (£ ; the one-way complexity of a ' s 
( a p p a r e n t l y l i n e a r , bu t in f a c t i n t e r -
inf ormationally c i rcu la r ) p a r a l l e l Informing of 
P (coming into existence in v i r tue of a \= p ) ; 
the one-way c o m p l e x i t y of p ' s ( a p p a r e n t l y 
l i n e a r , b u t . in f a c t c i r c u l a r ) p a r a l l e l 
Informing of a (coming into existence in v i r tue 
of P t= a ) ; and the cycl ic complexity of 
P ' s cyclic p a r a l l e l Informing S« (coming into 
existence in v i r tue of p ^ p ) , considering the 
c o u n t e r - I n f orming (£„ and inf o r m a t i o n a l 
embedding (£„. This complexity can be expressed 
by the following parallel system: 

a 11-̂  5 (a ) ; a, 3(a) Ih^^^^j Sl(a), « ; 

a IK 
«, 3(a) lhg(„) <£(«). 

(£(«) ^a ' « ' ^<«>' ^ a l ^ ® ( « ^ ' ^ a ^ e ( a ) « ' 

a \h^ 3 (p ) ; a, 3(a) If-g(^) g ( p ) , p; 

«l^-(£(a) ^P' « ' 3 ( « ' ' T e c ^ ® ( P ) ; T«lh,g(„) P; 

3(a) Mp p; 3 ( a ) , a =\^^^^ p, 3 (P) ; 

<£(a) =i3(p) P, 3 ( p ) ; 

^a =^(P) |2'' '^'"> ^ P' 5(P^ ' V " "^(P) ^(5' 

p Ihp 5(P); P, 3(P) Ihg(p) 3 (P) , P; 
3, 3(p) Ihg(p) s:(p); 

3 IH(s;(p) Tp; p, 3 (P) , Yp1l-p e (P ) ; Yp IFg(p) p 

In this system parallel cyclic operators \\- and 
=j can be introduced since « and p are 
cyclically interwoven in an informational 
manner. Maybe the last example seems clumsy, 
but it shows a rich complexity in the čase of 
inter-informational activity. This kind of 
complexity must certainly be considered in a 
čase of informational reality. • 

It is evident that informational complexity for 
a general čase a, p, . . . , Y î ̂ , T), . . . , ^ 
and a, p , ... , y =\ I, T) , ... , ^ can 
enormously grow. Identification of appearing 
inter-informational forms of Informing calls 
for particu.lar rules of inf ormational modus 
operandi. 

II.4.3.9. The Čase of Informational 
Modus Vivendi 

How could the vital goal of staying alive or 
that of enjoying oneself shape any sort of 
Information? Vital goals are satisfied only 
when active, specific goals are. 

Radu J. Bogdan [13] 92 

I n f o r m a t i o n a l modus v i v e n d i c o n c e r n s 
I n f o r m a t i o n of l i f e in e n v i r o n m e n t a l , 
i n d i v i d u a l , p o p u l a t i o n a l , and s o c i a l 
circumstances. Several levels and so r t s of l i f e 
Information can ce r t a in ly be d is t inguished. The 
bas ic l i v i n g Information p r e s e n t everywhere 
where t he l i v i n g a r i s e s may be marked as 
autopoiet ic Information a. This Information may 
be compared to bas i c i n f o r m a t i o n a l f ue l of 
which any higher l iv ing informational forms and 
processes are composed and a g g r e g a t e d . This 
informational fuel includes the most elementary 
and p r i m i t i v e i n f o r m a t i o n a l lumps , l i v i n g 
informationally re la ted and unrelated in t h e i r 
b iological environment and out of which, during 
a l i f e c y c l e , h i g h e r and more complex 
informational forms and processes would come 
in to exis tence. 

We can imagine, for ins tance, hov/ in a l iv ing 
being i t s t o t a l Information ca l led metaphysics 
(A is permanentlv a r i s ing out of informational 
lumps v/ithin i t s autopoie t ic syBcera, wnere a i s 
coming into exis tence, changing, and vanishing. 
This metaphysics ^ represents a l i f e re la ted 
informational form and process of autopoie t ic 
I n f o r m a t i o n a . In t h e s e c i r c u m s t a n c e s , a 
together with stimulus or sensory Information o-
e n a b l e s t h e coming of m e t a p h y s i c s \i. i n t o 
e x i s t e n c e . Through l i f e p r o c e s s e s , a and a 
s t r u c t u r e and organize jji, t h u s , as v/e say , 
inform \x. In general , 

a, a ^ H 

At f i r s t , t h i s process could be seen as an 
i n i t i a l process of metaphysical development of 
a l iv ing un i t . As soon as ^ begins to develop, 
i t b e g i n s t o impact a b e i n g ' s a u t o p o i e t i c 
system, i . e . , i t s autopoiet ic Information a, 
and i t b e g i n s t o f i l t e r and modu la t e 
metaphysically the sensory Information <7. So, 
to the i n i t i a l process, the process 

IX t= a, (7 

can be attributed. 

Further, an essential part of metaphysics (A is 
the so-called behavloral or motor Information 
p, by v/hich a being performs its acting 
(intelligent deciding) within its autopoietic 
system and in its environment. In processes of 
life ali informational occurrences of a living 
being interact, so, a general living system can 
be demonstrated informationally in the form 

a, (7, IX, p t= a, o-, IX, p 

This informat ional system can be decomposed 
into basic in te rac t ing p a r a l l e l processes, for 
instance. 
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<x \\^ a., a If: <T, « 11= M-/ « I M ' 
o- If: a, a If: (T, o- IJ: iJ i , a |t= (3 / 
li î  a, ^ 11= (T, t i |)= n , tx I M -
MN a, p 1̂  a, M ^ M-, M M 

Tbis system says tha t not only inf ormational 
e n t i t i e s a, a, tx, and p i n t e r a c t , but that a lso 
t he i r Informings 3 , 5", 3 , and 3^ i n t e r ac t ^ a a ti p 
within the informat ional p a r a l l e l i s m of the 
b a s i c p r o c e s s e s a [[= a , a |̂  cr, . . . , p 11= n , (3 ||= 
(3. 

The b a s i c s y s t e m b e i n g d e s c r i b e d c a n be 
broadened i n t o the form 

a I M / 3^; a ¥ <r, %; a IN V-, \ } a I M , 3^; 

<̂  Ir «/ 5^; ^ \f 0-, 5^; o- iN tji, 3^; a |N |3, 5^ ; 

M. IN cx, 3^; l i IN a, 5^; M- IN \^, \ , ^ IN P, 3^; 

p IN a, 3^; p IN a, 3^; p |N ^, 3^; p |N P, 3^ 

where 3^, ? e {a, a, tx, p} is Informing of 
i n f o r m a t i o n in g u e s t i o n . Th i s p a r a l l e l 
informational system can further be decomposed 
(par t icular ized) into more and ,more d e t a i l s . 

I t has to be s t ressed again tha t autopoie t ic 
information a i s a kind of basic a r c h i t e c t u r a l , 
m o l e c u l a r l y s t r u c t u r e d and by m o l e c u l a r 
processing organized information of a l iv ing 
being - also of a l iv ing c e l i , Information a i s 
a matter of molecular processes within complex 
molecules of l i f e , microtubules, c e l i lumps and 
genera l ly subuni ts of the c e l i as e n t i r e t y , 
e tc . 

In constructing various kinds of informational 
modi vivendi, l iv ing informational components 
a, a, \i., and p can be cons ide red as b a s i c 
elements or a background of s p e c i a l i z e d and 
dedicated l iv ing in fo rma t iona l e n t i t i e s . On 
h i g h e r l e v e l s of l i v i n g s t r u c t u r e and 
o rgan iza t ion , e . g . , on the l e v e l of h ighe r 
co r t i ca l processes, modus vivendi embraces a l i 
of the imaginable modi informationis whereeach 
special modus can be a par t or a function of 
modus vivendi. The information, which l iv ing 
beings are capable to produce, i s in p r inc ip le 
only autopoie t ic , thus i t s a r i s ing is under the 
impact of such or another modus vivendi in a 
pa r t i cu la r tirne s l i c e (step of development) and 
within a pa r t i cu la r environment. What a l iv ing 
being t h i n k s , hypo thes i ze s , does , pe r fo rms , 
informationally adopts, e t c , can a r i se only 
w i t h i n the realm of i t s a u t o p o i e t i č a l l y 
informational. 

In t h i s sec t ion we s h a l l not d i s c u s s o t h e r 
specif ic modi informationis (ponens, t o l l e n s , 
r e c t u s , e t c . ) , but w i l l c o n c e n t r a t e to 
revea l ing some s p e c i f i c and e lementa ry l i f e 
p r o c e s s e s , which o r i g i n a t e , p r e s e r v e , and 
d e s t r u c t l i f e , i . e . , the r e a l and e s s e n t i a l 
forms of modus vivendi. 

As a modus informationis we have determined an 
iwff which ušes t h e s o - c a l l e d f r a c t i o n a l 
(detachment) or ex t rac t ive l ine operat ion. Now, 
cases of modus vivendi have to be constructed 
in th i s standard way. 

[Transformation Rules] ; 
Let a, a, \x, and p be a u t o p o i e t i c , s enso ry 

( s t i t t iu lus ) > m e t a p h y s i c a l , and b e h a v i o r a l 
(motor) informat ion, r e s p e c t i v e l y . I t i s t o 
u n d e r s t a n d t h a t a f t e r i t s c o n c e p t i o n 
metaphy,s ics \i. i s c e r t a i n l y b e i n g 
i n f o r r a a t i o n a l l y embedded in a u t o p o i e t i c 
i n f o r m a t i o n a . I n t h e v e r y b e g i n n i n g of a 
being 's conception, when only i t s au topoie t ic 
information a r i s e s , i t s beginning metaphysics 
i s coming i n t o e x i s t e n c e . This f a c t can be 
expressed by the modus 

(1) (X, a ^ [X 

M-

The meaning of this modus is the following: if 
there exists autopoietic information a and if a 
informs metaphysics [x, then there exists ^. 
This modus has to be conjoined with the axiom 

(la) ((cc 1=) V (1= a)) ̂  (a L \x) 

which governs the conception of metaphysics (x 
and says the fo l lowing: i f a i s a u t o p o i e t i c 
information (if i t informs and i s informed), 
then a causes the appearance of [x or , cuases ij, 
to come in to existence by Informing of a. This 
p r o p e r t y of a u t o p o i e t i c i n f o r m a t i o n , t o 
conceive i t s metaphys ics , e x i s t s as i t s own 
i n t e n t i o n and i s a way of i t s Informing and 
informational development. 

At the conception of a be ing ' s metaphysics ^ 
also Informing of autopoie t ic information a and 
In fo rming of a r i s i n g m e t a p h y s i c s n can be 
considered in the operat ional ly e x p l i c i t way,, 
by the following modus: 

(2) a \=, ( g 1= tJL) 1= 

The meaning of this formula is as follows: if a 
informs (arises) and if the process a N= t̂-
informs (arises), then n informs (arises) as 
well. This conclusion is important because p. ^ 
does not follow explicitly from the antecedent 
of the last modus. In fact, to this modus the 
following axiora can be conjoined: 

(2a) (((« i=) t=) V (f= (a \=)) V 
(([= «) 1=) V (̂= (h a))) 

* (((a N) V {)= «)) L ((iJL \=) V (1= (A))) 

Although the conseguence of the last 
implication is not essentially different from 
the conseguence of (la), it can be read 
differently, namely, that complex Informing of 
a causes the appearance of complex Informing of 
\x. However, complex Informing of information is 
nothing else but information itself. 

As in an environment autopoietic information a 
and metaphysičs \i. conceived by it are always 
arising, the impact of sensory information on 
metaphysics is taking plače; 

(3) (a, 0-), (a, o- ̂  tx) 
V-

If a u t o p o i e t i c i n f o r m a t i o n « and s e n s o r y 
i n f o r m a t i o n (r e x i s t and i f t h e y inform 
metaphysics n, then metaphys ics \). e x i s t s or 
performs as information impacted by « and a. 
This modus can be conjoined by the axiom 
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(3a) { ( « )=) V (^ «) V (cr ^) V (1= a ) ) 
* ( a , o- L tJi) 

This axiom seems to be i n f o r m a t i o n a l l y more 
accurate than axiom ( l a ) , however, we have to 
consider that axiom ( la) was the very beginning 
of the conception of m e t a p h y s i c s . In f a c t , 
axiom (3a) i s an iwff d e s c r i b i n g t h e 
c o n t i n u a t i o n of c o n c e p t i o n a l f o r m a t i o n of 
metaphysics and has the following meaning; if a 
i s autopoiet ic information which has already 
conceived i t s metaphysics n, then in further 
process of conception, a together with sensory 
i n f o r m a t i o n a i n f o r m a t i o n a l l y impac t s 
metaphysics p.. In t h i s respect (3a) i s a sequel 
of ( l a ) . On the other hand, (3a) can be seen as 
a p a r t i c u l a r i z a t i o n of (1) where « was 
subs t i tu ted by a, a. Thus, modus (3) has the 
semantic value because i t shows the impact of o 
as well as a on extract ion of [x. 

S i r a i l a r l y t o modus (2) i t i s p o s s i b l e t o 
b roaden modus (3) t o t h e I n f o r m i n g s of 
i m p a c t i n g and impac ted i n f o r m a t i o n a l 
components . Thus, t h e f o l l o v i n g modus i s 
obtained: 

(4) 

This formula is a particularization of modus 
(2), where a ^ was substituted by a )=, cr t= ^nd 
a by a, a. This modus has the semantic value in 
showing the impact of antecedent Informings on 
conseguent Informing of n. As in previous 
cases, this modus can be conjoined with the 
axiom 

(4a) (((a 1=) \=) V (̂= (a |=)) V 
((t= a) ̂ ) V (t= (1= a)] v 
((a \=) J=) V i\= (a N)) V 
((t= a) ̂ ) V {\= {^ a))) 

4. (((a ^) V (!= a) V (a \=) v (̂= a)) 
L ((M. 1=) V (t= M.))) 

As the c o n c e p t i o n of ^ i s p r o g r e s s i n g i t 
becomes more and more c l e a r t h a t p a r t i c u l a r 
modi vivendi must sa t i s fy the basic expression 
of the l iv ing , namely, 

a , <T, p., p 1= a , a , p., p • 

DF17 [Transformation Rules] : 
Let us list several other modi vivendi 
explicating Informings of vital informational 
components. For autopoietic information a there 
is the basic modus 

It means that autopoietic information a informs 
(generates, observes, also autopoietically 
limits) its own Informing 3 . This modus is 
informationally regular, for Informing 3 is an 
implicit component of living information, This 
is the known principle of Informing of 
information [4, 11]. The last modus is 
informationally regular, for Informing 3 is 
only an implicit operational component of «, 
hidden in a (in the antecedent- of the last 
formula). Thus, this modus means explication or 

extraction of the component hidden in a. This 
concealment could be considered, for instance, 
by the formula 

a = »(S^j) 

Similarly as in previous transformation rule, 
now it is possible to reveal modi concerning 
Informings of autopoietic and metaphysical 
information. Thus, 

a t= 3«/ a t= tJ-

In course of conception of m e t a p h y s i c s , by 
m e t a p h y s i c s , i t s In fo rming i s coming i n t o 
e x i s t e n c e , and t h e f o l l o v i n g modus can be 
observed: 

(a, o-), (a, (7 =̂ (i) 
t x L 3 ^ 

Finally, within autopoietic information a, and 
metaphysics n embedded in it, as well as a 
conseguence of appearing sensory information a, 
information of a being's behavior (3 is coming 
into existence as a reaction to ali of these 
informational circumstances. We suppose that 
the conception of p begins by JA and we can 
adopt the following axiom: 

(a, 0-, ;A 1= IA) * (lA L P) 
Aftervards , we can i n t r o d u c e the fo l lowing 
modus: 

(ot, 0-, n ) , ( a , <7, n t= P) 

This modus assures the existence of behavioral 
information p. It becomes evident that after 
this discussion different informational axioms 
arise concerning information of the living. For 
instance, 

(cc h) * (L V-) 
(IX N) * (L P) 

((a (=) V ((T )=)) * ((L ^1.) V (L p)) 

etc. 
Examples of d i f ferent modi vivendi have shown 
tha t modus vivendi above a l i presents a čase 
being semantically bound to l iv ing being. The 
exposed cases of modus v i v e n d i r e t a i n t h e i r 
meaning also in a more general informational 
sense, for a r i s ing of information i s a l iv ing 
as well as cosmic and a r t i f i c i a l phenomenon. 

In t h i s sec t ion we have d i s c u s s e d only very 
general forms of modus v i v e n d i . We did not 
examine c o n c r e t e modi , c o n c e r n i n g h i g h e r 
i n t e l l e c t u a l funct ions and h ighe r forms of 
l i f e . Modus v i v e n d i c o n c e r n s any rea lm of 
l i v i n g a c t i v i t y and can c e r t a i n l y be 
concre t ized for any f i e l d , form, or p roces s 
referr ing to a l iv ing being. 
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II. 4.3.10. The Čase of Informational 

Modus Possibilitatis 

Possibility is a modal determination whlch 
opposes reality {essential, existential) and 
necessity. Modality by itself is a mood of 
revealing of Being, occurrence, or thinking; it 
is a mood of conditionality. In logic, modality 
of proposi tions ' means the degree of 
trustability of propositionš in regard to 
possibility (e.g., a problematic proposition is 
a t p or a = S with the meaning a can be p), 
existence (e.g., an asserting proposition is a 
= p with the meaning a is (3), and to necessity 
(e.g., an apodictic proposition is a Nm„st be P 
with the meaning a must_be [3 ) . According to 
Kant, categories of modality are 
possibility/inipossibility, existence/non-
existence, and necessity/chance. In psychology, 
modality is a common domain of quantitatively 
related sensations, conditioned by functions of 
certain organs, for instance, sensations of 
sight, hearing, etc. 

In formal-informational sense, possibility 
means that something, which is informational, 
can always be informed or can come into 
existence as a new informational subject and 
object, irrespective to its particular nature 
of counter-Informing and informational 
embedding. A cognitive-theoretical or material-
objective possibility is only a particular 
Information which can arise irrespectively to a 
concrete metaphysical experience which might be 
or might not be a reference versus arising 
possibility. Metaphysics as a total Information 
of a being certainly conditions the possibility 
of informational arising according to the 
autopoietic informational nature of a being. As 
Information possibility is a potential dynamics 
of Information to arise into a new, 
unforeseeable and foreseeable informational 
phenomenon. 

[Transformation rules] : 
The basic guestion of informational possibility 
is the folloving: if a is Information, how can 
it arise. In fact, informational possibility 
and informational arising concern a common and 
essential guestion of Information. Information 
can arise in various ways. The possibility of 
this arising is impacted by Informing of a by 
itself and by Informing of other Information j3 
which can possibly impact a. If a, j3 ̂  a, then 
a can arise into any particular Information, 
Information y, for instance; thus 

a, (5 ̂  a t=jj T 

The possibility of Informing of a is hidden 
within the informational process a ^ y , where 
Y is the possible information. Informational 
modus possibilitatis has to detach possible 
information. If f unites possible information, 
then it marks an informational set of possible 
informational entities, for instance, y.i Y2' 
... , Y , which are samples of possible 

entities. These entities can be informationally 
conjoined or interwoven. Thus, possibility Y 
hides possibilities y., y^, .,,,.. , Yn • 

An example of informational modus 
possibilitatis can be the followlng: 

oc, |3; a, p f= a t=̂  Y 

Y N^ Yi f Y2' • • • ' TJ, 

Informational modus possibilitatis answers the 
guestion what is informationally possible. 
According to philosophy of informational logic, 
any (also unforeseeable) informational arising 
is possible, it means, any arising, whichleads 
to the appearance of counter-informational, 
contrary, absurd information, etc. Further, 
possible information is probable as well as 
improbable information,' whose informational 
frameworX can be sensed or felt or can stand 
outside of a metaphysical imagination, which 
may happen and which is unforeseeable, 
informationally not yet revealed. • 

II.4.3.11. The Čase of Informational 
Modus Necessitatis 

The 'must' is compelled by necessity. Necessity 
as information is a pressure of informational 
circumstances, is informational impossibility 
(also incapability) of a contrary information. 
It is an urgent informational need and desire, 
in such a way, that it cannot be otherwise. 
Necessity can be comprehended as an inevitable 
informational conseguence. 

Informationally, necessity is a mood of 
revealing and functioning of reality, Being, 
essentialness, etc. It is a mood of principles 
and informationally constructed legality of 
various informational systeras imagined as they 
function orderly in reality. Necessity can be, 
for instance, a form of fatalism, a 
deterministic conception, by which existence 
and arising of information are understood as a 
necessary (predetermined) phenomenology which 
informs as such in the past, present and 
future. These concepts of necessity can reject 
chance and also possibility as categories of 
objectiveness. Dialectically, necessity is 
comprehended to relate chance and possibility 
according to reality of life where a living 
being can estimate various possibilities and 
can make determined decisions. Further, 
necessity can also be conceived as a form of 
informational repression. 

DF19 
[Transformation Rules] •: 
Let us introduce the following definition: 

('v is_information_of_necessity' ) =.Q^ 

((v NN) "^ (KI ̂ ) 
where N i s t h e I n f o r m i n g of n e c e s s i t y as 
information within v. Now, l e t information a be 
informed by v, thus , v [=„ a. We say tha t in 
t h i s čase a i s N - d e t e r m i n i s t i c ( n e c e s s i t y -
determinis t ic) . Certa inly, i t i s poss ible to 
construct various ru les of modus n e c e s s i t a t i s . 
Let us take the following example; 

v, v t=ĵ  a 

a "N ^ 
If v i s information of n e c e s s i t y {necessary 
information) and if t h i s information informs, 
by neces s i ty N, another In fo rma t ion a , then 
information a i s informationally compatible in 
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regard to Information v. In t h i s čase, i t i s 
said that v and a support informationally the 
so-called informational kernel of necess i ty . • 

Witnin a formal theory , i t i s n e c e s s a r y to 
follow i t s axioms and rules of transformation, 
othervise the theory can expose inadmissible 
c o n t r a d i c t i o n s . VJithin an i d e o l o g y , i t i s 
n e c e s s a r y t o d e v e l o p o n l y i d e o l o g i c a l l y 
permissible information which i s informed by 
vir tue of ideological kernel . 

I I . 4 . 3 . 1 2 . Cases of Informational 
Modus Informationis 

Cases of d i f f e r e n t e l e m e n t a r y modi 
informat ionis have been p r e s e n t e d , from the 
informational modus ponens to the informational 
modus n e c e s s i t a t i s . From these elementary modi 
i t i s p o s s i b l e t o c o n s t r u c t mixed modi 
informat ionis (for i n s t a n c e , modus ponendo 
ponens, modus ponendo t o l l e n s , modus tol lendo 
to l l ens , modus tol lendo ponens, modus ponendo 
rec tus , e t c . ) and compose them to more and more 
s o p h i s t i c a t e d i n fo rma t iona l r u l e s for iwff 
transformation. 

On the other s ide , we have to keep in mind tha t 
information by i t s e l f i s a t r a n s f o r m a t i o n a l 
e n t l t y which , b e s i d e s of t h e p r e v i o u s l y 
e x p l i c a t e d c a s e s of modus i n f o r m a t i o n i s , 
develops i t s e l f and i s deve lop ing o t h e r and 
developed by o ther i n f o r m a t i o n a l e n t i t i e s . 
Modus i n f o r m a t i o n i s i s j u s t a n o t h e r 
constructive look a t the same problem, namely, 
a t i n f o r m a t i o n a l a r i s i n g . However, in a 
c o n c r e t e č a s e , modus i n f o r m a t i o n i s i s a 
transforming system in Informing of iwffs in 
the framework of the concrete čase. Certainly, 
there exis t an indef in i te number of cases of 
modus informationis where t h e i r antecedent and 
consequent par ts are thrown in to spontaneous 
and c i rcu lar Informing with an instantaneous 
i n t e n t i o n a l i t y of l i v i n g or a r t i f i c i a l 
i n f o r m a t i o n . B e s i d e s of t r a n s f o r m a t i o n a l 
a r i s ing of informational par t s v i t h in a ce r ta in 
i n f o r m a t i o n , t h e g e n e r a l and p a r t i c u l a r 
i n f o r m a t i o n a l e n t i t i e s can a lways be 
addi t ional ly pa r t i cu la r i zed and universal ized 
in a new way. Th i s p r i n c i p l e of 
pa r t i cu l a r i z a t i on and universa l iza t ion may come 
close to the intent ion of designing l iv ing and 
p a r t i c u l a r l y a r t i f i c i a l information. 

II. 4. 3.13. Conclusion Concerning 
Modus Informationis 

Through the transformation principle of modus 
informationis we have opened the real abyss of 
developmentally extracting possibilities, vhere 
information is extracted from information by 
the way of informational arising. In this 
regard modus informationis is another essential 
principle of informational arising for it 
seizes into the elementary philosophy of 
informational phenomenology. In fact, it helps 
to reveal concepts of a discrete Informing of 
informational entities which informationally 
develop in themselves. In "this manner, modus 
informationis contributes also to explanation 
of the concept of informational arising. It is 
possible to say that modus informationis is a 

part of explanation vhich concerns the most 
general informational metaoperator [=. 

II.4.4. Rules of Informing 

Rules of Informing as introduced in the form of 
informational axioms and transformation rules 
of IL concern a specific, theoretically and 
symbolically logical nature of Informing of 
information. These rules remain open to the 
processes of their further informational 
development (arising) and, certainly, of their 
particularization and universalization. In 
fact, any process of Informing is performed as 
an informational rule upon informational units 
vithin an informational domain. Thus, Informing 
by itself can be understood as an instantaneous 
rule applied spontaneously and circularly upon 
instantaneous informational entities. 

II. 4.4.1. Openness of Introducing New 
Transformation Rules 

The t ransformat ion r u l e s de te rmined in t he 
previous paragraphs show the p o s s i b i l i t i e s of 
t h e i r indef in i te continuation of development. 
Bes ide of t h e e x i s t i n g c a s e s of 
t r ans fo rmat iona l d e t a c h a b i l i t y new and much 
more complex informational transformations are 
poss ib le . I t i s , of course, a lso possible to 
add new transformational types to the detaching 
ones . Modus i n f o r m a t i o n i s as a g e n e r a l 
pr inc ip le of Informing can embrace variously 
imaginable rules for transformational a r i s ing 
of i n f o r m a t i o n . The consequence of t h e s e 
p o s s i b i l i t i e s i s tha t a transformational system 
remains open fo r new t r a n s f o r m a t i o n a l 
determinations. On t h i s basis i t i s possible to 
conclude that informational transformation, as 
presented in the previous cases, i r respec t ive 
of the informat ional sYStero ( t h e o r y , mind, 
behavior, e t c . ) involved, remains open in the 
i n f o r m a t i o n a l s e n s e . Th i s i n f o r m a t i o n a l 
phenomenon e n a b l e s t o open new p r i n c i p l e d 
ques t ions concerning the n a t u r e of p o s s i b l e 
informational transformation. 

The basis of informational transformation of IL 
remains developmental ly open. P r i n c i p l e s of 
i n f o r m a t i o n a l p a r t i c u l a r i z a t i o n and 
u n i v e r s a l i z a t i o n conce rn i n f o r m a t i o n a l 
transformation rules in the same sense as they 
concern i n f o r m a t i o n and i t s I n fo rming in 
genera l . They are a c o n s t r u c t i v e l y s e n s e f u l 
component of keeping the transformation bas is 
open . Thus , t h e exposed i n f o r m a t i o n a l 
t r a n s f o r m a t i o n r u l e s pe r fo rm as r e g u l a r 
information. They are informational. 

II. 4.4.2. Transformation Rules and 
Metaphysical Beliefs 

Certainly, the l i s t e d transformational cases 
a r i s e from a p a r t i c u l a r m e t a p h y s i c a l 
d isposi t ion from which they are thrown as cases 
of modus i n f o r m a t i o n i s i n t o a b r o a d e r 
s c i e n t i f i c , p r o f e s s i o n a l , and p h i l o s o p h i c a l 
d i s c o u r s e . Vihere a r e t h e l i m i t s of 
i n f o r m a t i o n a l a r i s i n g of d i s c u s s e d 
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transformation rules? The answer is that only 
in the metaphysics which dwells and develops on 
its autopoietic foundation. Beliefs, 
intentions, and desires cause their creation. 
Some principles of their creation seem to be 
evident, at least some very primitive ones. In 
this sense, informational transformation rules 
can preserve their developmental and arising 
power, of course, being impacted by their 
cultural environment. 

We have recognized how informational modi can 
be develpped from some ancient and also modern, 
for instance, mathematical principles of 
inference, proof theory," and common sense. In 
each čase, these modi have been informationally 
(conceptually) broadened, and did not stay only 
on their t radi tionally philosophical and 
mathematical foundations. The traditional 
meaning of these modi was preserved in their 
most primitive forms, but they could be 
developed in a more general way and preserving 
not only traditional logical relations. It is 
relevant to stress that modi informationis 
became a regular arising of Information. 

II. 5. A SURVEVING CONCLUSION CONCEKNING 
THE FORMAL INFORMATIONAL LOGIC 

The informational logic presented in this essay 
has not always been placed inside of the strict 
traditional rationalism and has not built any 
protective ditch against the' possibilities of 
its further development, arising, and 
theoretical improvement. In this respect it vas 
in no way closed as a sulky routine of logical 
positivism being characteristic for some 
Western posts of the angry common sense. This 
means that IL stands on a broadened theoretical 
ground of a sound reasoning. The most relevant 
theoretical origin of IL was the construction 
of its axiomatizational and transformational 
possibilities of informational entities which 
root in the phenomenology of the entire 
Information of a being, in the so-called 
being's metaphysics. By such a way of 
formalization, to IL vas given the semantic 
nature of informational arising on the level of 
informational operands as well as on the level 
of informational operators. The most general 
operational variable of informational arising 
was the operator \z which became also an inward 
property of operand Information a as an arising 
entity. To stress clearly, this vas the most 
relevant innovation. to the formalistic 
conception of Information a,nd Informing of 
Information, vhere f= as operational variable 
obtained the possibility to be particularized 
and universalized. 
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