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Informational Being-of is another fundamental informational concept of functionality 
in comparison with the informational includedness studied in [9]. It has its formal-
theoretical informational structure which is recursive, circular and spontaneous. In­
formational Being-of can be studied in many aspects from which we chose basic axioms 
concerning informational functionality, informational interpretations of formula <p |=0f a, 
and phenomena of serial, parallel, circular informational functionality. Some advanced 
problems of decomposition (destruction) and composition (construction) concerning in­
formational functionality are treated. At the end, informational functionality of' meta-
physical cycles impacted by an exterior entity is studied and the so-called metaphysical, 
gestalts concerning the informational Being-of are introduced. Informational gestalts re-
veal several problems of informational formula structuring, functional interdependence 
and the like. 

1 Introduction 

Informational Being-of is the original term coined 
in this paper1. In the common speech we say 
that something is of something or is something's 
something, for example, also in the context, to be 
a property (a definite something) of something, 
an information of information, in general, etc. 
Further meaning can be deduced from that which 
is comprehended as formal functionality (being a 
function of something), where the function of the 
function's argument is coming into presence. 

Informational Being-of concerns the so-called 
functionality of informational entities, that is ex-
plicit and implicit formulas of the kind y(a) 
and (p |=0f OL, respectively, being informational 
operands within the informational theory [4]. In­
formational function is the basic and one of the 
most powerful informational concepts which en-
ables the active informational role of an entity 

1This paper is a private author's work and no part of 
it may be used, reproduced or translated in any manner 
whatsoever without written permission except in the čase 
of brief quotations embodied in critical articles. 

upon another (passive or active) entity. In this 
respect, formula <p(ot) has to be informationally 
determined in an informationally recursive and 
arising manner, as a regularly informing operand. 
Expression <p(a) symbolizes a system of informa­
tional formulas in which several operands can de-
pend on argument a, for instance in the filled 
metaphysical shell belonging to an entity. Defi-
nition 1 is the basic concept determining the in­
formational function as a fundamental item of the 
informational theory. In the last consequence (in 
a concrete situation), formulas depending on a are 
explained (informationally interpreted) by formu­
las, in which a appears explicitly as an operand 
and not in the functional form (operand-operator-
parenthesis formula). 

Informational Being-of is in several informa-
tional-theoretical aspects a parallel and comple-
mentary construction to informational Being-in 
[9]. It can in several respects be more com-
plex than informational Being-in. Both give to 
the informational theory the power of extremely 
complex functionality where active, passive, and 
active-passive entities can be distinguished in a 
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transparent way. The question is, for example, 
what kind of functionality does the informational 
includedness (which is a synonym for informa­
tional Being-in) perform. Thus, informational in­
cludedness can also be studied from this point of 
view, that is, to be understood as a particular 
čase of the informational Being-of. We will show 
how such a view is righteous and has its roots in 
the basic philosophy of an arising informational 
theory. 

2 An Initial Philosophy of 
Informational Being-of 

To be something of something pertains to the 
meaning of the of as described, for example, in 
[10], where it is written, among other meanings, 
that from its original sense, of was used in the ex-
pression of the notions of removal, separation, pri-
vation, derivation, origin, starting-point, springof 
action, cause, agent, instrument, material, and 
other senses, which involve the notion of talk-
ing, coming, arising, or resulting from. Of means 
from, away from; also down of, up of, and off of 
when following an adverb, with which it is some-
times closely connected. Of indicates a point of 
tirne from which something begins or proceeds, 
the emergence out of which something is formed. 
Of is used in certain phrases, which particularize 
the meaning, as within of, wide of, back of, back-
wards of, etc. It expresses a property, possession 
or appurtenance. 

As an informational operator, the Of is con­
nected with verbs (operational compositions, see 
[7]), e.g., to recover, deliver, empty, free, rid of, 
etc. The Of introduces that (</? as a function) 
which is removed (deduced, inferred) from some­
thing (a as a functional argument). There are 
functional relations (informational transitions) 
between the maker (argument a and the impact-
ing environment), its making (informing) and the 
made (function <p as v?(Q!))- The Of expresses 
racial or local origin, descent, etc. after the verbs 
arise, be, come, descend, spring, be born, bred, 
propagated, and the like. In informational lan-
guage, we already use informational arising of, 
being of something and, further, coming into exis-
tence of and from, etc. The Of connects notions of 
origin (cause, maker, generator) and consequence 
(the made, result), where (p is a consequence of a 

(and, possiblv, other entities) in ip(oc). 
Metaphysical sense of the Of concerns oneself, 

something informing by one's own impetus or mo-
tion, that is, spontaneously, without instigation 
or aid of another or together with another entity 
(this is the so-called metaphysical environment of 
an informational entity). The Of indicates the 
cause, reason (in reasoning), or ground (in un-
derstanding) of an intelligently acting, occurring, 
informing, sensing entity, etc. It points to the in­
formational agent or doer (e.g. the sub jective gen-
itive is a form <p(a) with the direct speech equiv-
alent a's (p, that is (p of a) . 

The Of has a significant role in interpreta-
tion when a transformation is expressed from a 
former (origin) situation into a new interpreta-
tion (cause-consequence). There are numerous 
phrases in which the Of is figuring as a func­
tional transition between entities, where it indi­
cates the subject-matter of thought, attitude, or 
action. Thus, it figures in the sense: concerning, 
about, with regard to, in reference to, etc. 

In regard to an informing entity a, a's inform­
ing Xa is nothing else than a function of a, that 
is, 2(a). In this sense we use Xa to enable a di­
rect expression of the X„'s functionality, for ex-
ample, Ta(P), in which la is a function of (3. A 
direct functional expression in this čase would be 
I(o:)(/?). Thus, we must remind that the paren-
thetical sequence ')( ' in a formula is nothing other 
than afunctional connection (akind of functional 
product, marked by ')*(', for example). Instead 
of Xa(P), one could also take the so-called lin-
ear functional expression l(a,fl), where inform­
ing I is a function of both a and (3. In this 
manner, a functional informational entity (p can 
depend on several informational arguments, e.g. 
« i , «2, •••,<*„, that is (p(a-i,a-i,---,an). 

The notion of mathematical function belongs 
to the most essential constructs in mathematics. 
If a function gets its argument of the appropriate 
type then, by means of its own functionality (e.g. 
algorithm, procedure, program), it produces the 
'regular' (legitimate, well-defined) result. This 
view (and technique) may be understood to be 
the most naive one, that is the most simple, re-
ductionistic, and idealistic. Informational func-
tions (Being-ofs) will be determined within the 
broadest informational realm, including the naive 
(logical, calculational) formal constructions. 
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3 Basic Axioms and Definition 
of Informational Being-of 

In this section we have to study axiomatic prop-
erties of informational externalism, internalism, 
metaphysicalism, and phenomenalism, pertaining 
to the informational Being-of. We will also use 
the term informational function of something in-
stead of informational Being-of. 

Definit ion 1 [Functional Notat ions] We in-
troduce the folloming informational implications 
which concern the informational Being-of: 

ip(a) =$> O |=of a; a \= <p) or 

<pa => (v |=of « ; " h <P)
 o r 

(<p)(a) = » (ip\=ofa;a\=ip) 

uihere <p is the functional informational entity and 
a is the functional argument (variable). Infor­
mational function <p(a) will be recursively defined 
by Definition 2. Informational operator |=0f is 
a functionally particularized operator \= with the 
meaning "informs to be dependent on" or "in­
forms to be a function of". • 

Implication formulas in the last definition are read 
as follows: 

— <p(a): tp as a function of a implies that <p in­
forms to be a function of a or that ip informs 
to be an entity arising by the impact of a. 

— <pa: <p subscript a implies tha t (p informs to 
be a function of a or tha t (p informs to be an 
entity arising by the impact of a. 

— (<p)(a): <p as a complex entity depends on a 
as a complex entity implies tha t <p informs to 
be a function of a or that (p informs to be an 
entity arising by the impact of a. 

Definition 1 is informationally recursive in the 
sense tha t the implicative property of functional-
ity can be nested (derived sequentially, serialized) 
to an arbitrary depth. 

A x i o m 1 [Functional External ism] A func­
tion of the form <p(a), as determined by Defini­
tion 1, informs externalistically in a regular way 
[7], that is, 

<p(a) = • (<p(a) |=) 

vohere the right side of operator 
structed in a parallel manner, 

(*>(«) H 
/VKf; 

a |=; 

(<p |=of a) C; 

V ( a | = ¥ > ) C o f / 

can be decon-

Function <p(at) informs by ali its components, <p, 

&, <P (=of o and a\= <p. O 

Functional externalism says: 

— that in a part of externalism, ip \=0{, entity 
(p can become a function of any (other) argu­
ment, e.g. <p |=0f P (externalistic functional 
openness); 

— that functional argument a informs, tha t is 
a \=, in a general manner (externalistic ar-
gumentative openness); 

— that the functional transition (p \=0{ a in­
forms includably in a general informational 
way (externalistic includable openness of 
functional transition); and 

— tha t the argumentative transition a f= 
>p informs in an of-includable (particularly 
includable) way (externalistic of-includable 
openness of argumentative transition). 

As shown in [7], the next basic axioms are in fact 
axiomatic consequences of Axiom 1. Let us see 
these axioms! 

A x i o m 2 [Functional Internal ism] A func­
tion of the form (p(a), as determined by Defini­
tion 1, informs internalistically in a regular way 
[7], that is, 

V(«) = * (N V(«)) 

where the right side of operator =3 
structed in a parallel manner, 

(h ¥>(«)) C (<p (=of a ) ; 
V Cof (<*\=(p)J 

can be decon-

All components of function y ( a ) , that is, a, (p, 
(p \=0{ a and a \= <p, are specifically informed 
(operators (=0f, f=, C, and Coi)- O 
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We can observe a phenomenal informational sym-
metry between functional externalism and func­
tional internalism. Functional internalism says: 

- tha t in a part of internalism, |=Df ct, entity 
a can become an argument of any (other) 
function, e.g. ip |=0f a (internalistic argu-
mentative openness); 

- tha t functional entity tp is informed, that is 
|= tp, in a general manner (internalistic func­
tional openness); 

— tha t functional transition (p (=0f a is includ-
ably informed in a general informational way 
(internalistic includable openness of func­
tional transition); and 

— tha t argumentative transition a \= tp is of-
includably (particularly includable) informed 
(internalistic of-includable openness of argu­
mentative transition). 

A x i o m 3 [Functional Metaphys ica l i sm] A 
function of the form tp(a), as determined by Defi-
nition 1, informs metaphysically in a regular way 
[7], that is, 

<p(a) ==> (tp(a) |= tp(a)) 

where the right side of operator 
structed in a parallel manner, 

(tp(a) |= tp(a)) 

can be decon-

a \= a; 
(ep \=of a) C {<p \=ot a); 

\ (a \= (p) Cof (a |= (p) j 

Function tp(a) informs metaphysically by ali its 
components, <p, a, <p |=Df a and a \= (p. D 

Functional metaphysicalism is a significant prop-
erty of informational Being-of, since it enables 
the metaphysical, tha t is, self-produetive informa­
tional arising of the function. Functional meta-
physicalism says: 

— tha t function tp can become a function of it-
self, tha t is ip |=0f <p (metaphysical functional 
closeness or circularity); 

— tha t functional argument a informs meta-
physically, tha t is a (= a, in a general man­
ner (metaphysical argumentative closeness or 
circularity); 

— that the functional transition (p |=0f o in­
forms metaphysical-includably in a general 
informational way (metaphysical-includable 
closeness or circularity of functional transi­
tion); and 

— tha t the argumentative transition a \= tp 
informs metaphysically in an of-includable 
(particularly includable) way (externalistic 
of-includable closeness or circularity of argu­
mentative transition). 

A x i o m 4 [Functional P h e n o m e n a l i s m ] A 
function of the form ip(a), as determined by Defi-
nition 1, informs phenomenalistically in a regular 
way [7], that is, 

tp(a) 
<p(a) |=; 

where the right side of operator 
structed in a parallel manner, 

can be decon-

Nof«; 
1= v; 

\=tp(a) J "" (tp\=oi a) C; 
C (tp |=of a); 
(a \= tp) Cofi 

V Cof ( a N <p) J 

Function tp(a) informs phenomenalistically by ali 
its components, tp, a, tp J=0f a and a (= tp. • 

By functional phenomenalism, the parallelism of 
functional externalism and functional internalism 
(including functional metaphysicalism in an im-
plicit manner) is explicitly introduced into the 
functional game. Functional phenomenalism says: 

- tha t functional phenomenalism informs and 
is informed in a functional externalistic and 
functional internalistic form which means: 

- that in a part of externalism, tp |= o f , entity 
tp can become a function of any (other) argu­
ment, e.g. tp )=0f P (externalistic functional 
openness); 

- that in a part of internalism, |=0f a , entity 
a can become an argument of any (other) 
function, e.g. tp |=0f a (internalistic argu­
mentative openness); 
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— that functional argument a informs, that is 
a \=, in a general manner (externalistic ar-
gumentative openness); 

— tha t functional entity (p is informed, that is 
|= (p, in a general manner (internalistic func­
tional openness); 

— tha t the functional transition <p K f a in­
forms includably in a general informational 
way (externalistic includable openness of 
functional transition); 

— tha t functional transition ip K f oc is includ-
ably informed in a general informational way 
(internalistic includable openness of func­
tional transition); 

— tha t the argumentative transition a \= 
ip informs in an of-includable (particularly 
includable) way (externalistic of-includable 
openness of argumentative transition); and 

— that argumentative transition a \= ip is of-
includably (particularly includable) informed 
(internalistic of-includable openness of argu­
mentative transition). 

Definit ion 2 [Informational Function] Let 
entity ip be an informational function of entity 
a, that is, ip(a). This expression reads: (p is a 
function of a. Let the following parallel system of 
informational function (Being-of) be defined re-
cursively: 

(<P K f a; \ 
a\=tp\ 

(ip (=of a) C (p; 

V (a \= ¥>) Cof <pj 

mhere, for the first informational includedness of 
the formula, aceording to [9], there is 

(<p \= (<p \=oi a); \ 

(ip K f a ) (= <p; 

O h (<P Kf ot)) C (p; 
V((vNof«) N ) c <p/ 

and, for the second informational includedness, 
aceording to [9], 

(<P K f ( a [=¥>); \ 
( a |= <p) |=of <p; 

(<P K f ( a |= ¥>)) Cof <P\ 
\ i a h v) Kf v) Cof (p J 

<p(a) 

((ip K f « ) C (p) 

((a |= ip) Cof v) 

This definition recursively determines the paral­
lel informational mechanisms of the informational 
Being-of, irrespective of the functional-nesting 
depth. 

Consequence 1 [Nes ted Informational 
Functional Form ip(a(fl))] By means of Defi­
nition 2 for an informational function, it is pos-
sible to deduce formula systems for arbitrarily 
deeply nested informational functional forms. For 
ip(a((3)), with the nesting depth dnest = 2, there is 

(<p hof a(/3); \ 
a((3) \= V, 

(ip K f «(/?)) C ^, 

\W) \= <P) C* <P J 

ip(a((3)) 

((<p\=ota(/3))C<p)^ 

/V 1= (v Kf «.(0)); \ 
(<p (=of a(/?)) |= <p; 

(<p \= (<p K f «(/?))) c (p\ 

\&tp \=of a(/3))\=<p)c <p/ 

(K/3) \= <p) Cof ip) ^ • 

/V h* W) 1= v); \ 
(a(/?) (= <p) f=of v?; 
(y> K f («(/3) h v)) Cof y; 

V (K/3) Nv) hof v) Cof v j 
and within these formulas, for the nested func­
tional component a(/3), there is, 

/«Kfč; \ 
P\=a; 
O Kf P) C a; 

\ ( / ? f=a ) C o f « / 

a(/3) 

where 

((« Kf / ? ) C « ) -

/ a ( = ( a K f / ? ) ; \ 
(a Kf /?) h «; 
(a h (« Kf /3)) C a; 

\((«K/5)N«)c«/ 
and 

D' 

((/? h " ) Cof a) ^ 

/ a > 0 f ( / ? h « ) ; \ 
(/? \= a ) |=of « ; 
(a K f (/? (= «)) Cof a; 

V((/?ha) Kf «) C0f a J 
Formulas with operators C and Cof can i/ien 6e 
derived aceording to Definition 1 in [9]. • 
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4 Informational (Verbal) 
Interpretations of Formula 

In this section we have to clarify the reading, 
meaning, and possibilities of formula <p |=0f a. 
We have already listed the possible meanings of 
the word 'of. DifFerent 'equivalents' to opera­
tor |=of are possible, where the orientation of the 
equivalent operator may be reversed in respect to 
operands tp and a. 

Formula <p |=0f a is a rudimentary informa­
tional formula, where operator |=0f connects the 
left operand <p with the right operand a. This op­
erator is nothing else than a particularization of 
the informational operational metaphor (= which 
represents an operational joker (a plače for the 
possible particular operational possibility). So, 
let us introduce a predse, manifold, and parallel 
structured definition of the čase (p \=0{ a. 

Definition 3 [Reading Formula <p |=of &] In­
formational formula of the form 

<P (=of « 

is read in the folloming possible manners: 

1. Operand entity (p informs to be information-
ally dependent on operand entity a. 

2. Operand (p is an informational function of 
operand a. 

3. Operand a is informed that operand ip infor-
mationally depends on a itself [(a (= ip) |= 
a] (and, as a conseguence of informational 
openness of formulas, on other operand enti-
ties). 

4. Operand a is informed that operand (p is an in­
formational function of a (itself) [<p(ct) f=0f 
a]. 

5. Operand a is informed that operand ep is 
caused by a itself (and possibly by other 
operands). 

6. Operand a dependently (functionally) informs 
operand <p [a (=dePend <p]-

7. Operand a is a constructor (co-constructor) of 
operand <p. 

8. (p \=a{ a is an informational funetional princi-
ple, vohich causes some other consequent in­
formational formulas to come into existence. 
E.g., ((p (=0f ot) =*> (" |= f)- And so forth. 

These cases do not exhaust other possible inter­
pretations of reading of formula ip |=0f a. • 

Additional interpretations of formula <p |=0f a 
come to the surface when considering meanings, 
which pertain to the meaning of the word 'of. 

Consequence 2 [A Possible Parallel Infor­
mational Interpretation of Formula tp (=0f a] 
Considering the language concepts pertaining to 
the word 'of [10], there is, 

(,(P hbe-a_function_£>f <*] \ 

y r=be_dependent.jon Ot] 

*P Rbe-ajderivation-of Ot] 

V |=be-a_consequencej3f Ot 

<P N b e_an_instrument_of Ot. 

V p c o m e j r o m Ot] 

V f^&riseJrom Ot] 

V F r e s u l t J r o m Ot] 

*P Fbe - r emovedJ rom Ot] 

P K r o m Ot] 

f t=within^of OL] 

V f=b e_delivered-by Ot] 

*P l=be_generatedJby 01] 

Ot p^cause *P'i 

Ot |=deliver <P] 

\ a l^generate V / 

(v Nof ot) 

Operator =£• marks that on its right side only 
some of the knoum parallel alternatives concerning 
its left side are listed. • 

Formula <p |=0f ot is understood to mean the listed 
possibilities in a parallel manner, and also other 
possibilities which may arise in an informational 
situation. 

5 A Notion of the 
Informational Frame 

Notion of an informational frame is in no connec-
tion with the frame in psychology. Here, a frame 
is simply another word for a formation of elements 
(operands, operators, and/or parentheses) which 
appear in informational formulas. Informational 
frame is an arbitrary serried (compact) section 
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of a well-formed informational formula. We are 
forced to introduce this strange (irregular) struc-
ture, called frame, to master some problems of 
various possibilities of informational formula aris-
ing. 

In this section we have to define the notion 
of an informational frame in a formal manner. 
We begin with the statement that each informa­
tional formula, which is a well-formed structure of 
operands, operators, and parentheses, is a frame. 
Such a frame is viewed as a well-structured and 
well-organized informational whole. But, if we 
are breaking-down a formula introspectively into 
its arbitrary structured components, we do in no 
way discard the original formula as a whole. The 
breaking-down has the role of additional interpre-
tation possibilities of the original formula and, as 
we will see, an identification of frames within a 
frame in the sense of simple inclusion. 

We distinguish several kinds of informational 
frames: operand or formula frames are called har-
monious frames. On the other hand, operator 
frames or any other non-well-formed arrays of 
informational components (operands, operators, 
parentheses) are called disharmonious frames. 

Definition 4 [Harmonious Informational 
Frames] Harmonious informational frames are 
enframed, well-formed informational formulas 
or well-formed parts of formulas (subformulas), 
built-up according to the informational formula 
syntax. Thus, 

(a) , a \= , (a (=) , |= a , a \= (3 

(( (a \= /3) h 7 ) h S) \= s 

etc. are ezamples of harmonious informational 
frames. • 

Harmonious frames arise together with the arising 
of informational formulas. 

Definition 5 [Disharmonious Informational 
Frames] Disharmonious informational frames 
are enframed, syntactically non-well-formed parts 
of informational formulas. Thus, 

[(]«), (a\j\, ^ ) , (g],-\££\) , (a g) 
a ^ P, ((a (= /3 ) |=7)|= 

etc. are ezamples of disharmonious informational 
frames. D 

Disharmonious frames arise together with the 
arising of informational formulas. 

Definition 6 [Embedded Harmonious and 
Disharmonious Informational Frames] 
Harmonious and disharmonious informational 
frames can be embedded in other informational 
frames to any possible depth and form. For ex-
ample, 

( S ) ( * ) 

(H> P) t 

i a\\= 

( «N 

) a h / ? 

/5) h 7 

etc. are examples of embedded harmonious and 
disharmonious informational frames. • 

We see how an informational formula can be sys-
tematically enframed by frames, so that the result 
is a complete enframing and frames "connection". 

Definition 7 [Well-enframed Formulas] An 
informational formula or a frame in or of a for­
mula is well-enframed or frame-formed, if ali for­
mula components concerning it are enframed in 
the following way: 

1. A vaell-formedformula is enframed, e.g. \a\. 

2. Two adjacent frames, harmonious and 
disharmonious, or disharmonious and har­
monious, or disharmonious and disharmo-
nious can be concatenated, e.g. (a ) 

3. Within a formula frame, there are concate­

nated frames, e.g. (a h P) 

4- If a formula frame is completely filled 
with concatenated frames, harmonious and 
disharmonious ones, it is called the well-
enframed formula. 

The procedure of enframing of formula parts starts 
from the formula as a whole. • 

Definition 8 [Parenthesis Frames] Two pa-
renthesis frames are distinguished: the left paren­
thesis frame, $?, uihere n = 0,1,2, •••, marking 

a seguence of n left parentheses, e.g. $^ (((( 
and the right parenthesis frame, $?, where n 
0,1,2, •••, marking a seguence of n right paren­
theses, e.g. $? T= 
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Parenthesis frames $( and $) mark a frame of 
an adeguate number of the left and the right paren-
theses, respectively. O 

Definition 9 [Subscript Embedded Harmo-
nious and Disharmonious Informational 
Frames] Embedded harmonious and disharmo­
nious informational frames can be subscribed 
with the aim to distinguish them for the pur-
pose of their teztual description and further in­
formational interpretation. A subscribed frame is 
marked by the subscribed $, which is the marker 
for the enframed informational frame. For ezam-
ple, 

etc. D 

(SO ( a) $3 
$ 4 

0*5N 

E*7N /3 (S$10 h P) 

( a h 
$ 1 3 

/5) \=J 
$14 

etc. are ezamples of embedded harmonious and 
disharmonious informational frames. • 

Subscribing informational frames, we can dis-
cuss them concretely. For instance, frames $ i , 
$5, $7, and $io mark equivalent harmonious 
frames, which are well-formed formulas marked by 
operand a. Examples of disharmonious informa­
tional frames are $3, $ n , and $15, representing 
non-well-formed formulas (non-well-formed parts 
of well-formed formulas). 

Definition 10 [Disharmonious Information­
al Frames Concerning Informational Oper-
ators] Operator frames are not arbitrarilv dishar­
monious; they must satisfy the condition to be se-
auences of operands, operators, and parentheses 
set betuieen two operands. Within this rough de-
termination, they can be split in two parts and 
united through the unique frame subscript Wn. 
Particular ezamples of operator frames are: 

a 0/3, -EEEL^IIk' 

d a 1= £a) \= £a) \= a, 

LUtf a 
|= Za) \= (Ca \= (To 

1= {£<* |= (ea \= a )))) 

In the first examp 
tor |=, that is, |= 

le, operator frame is opera-
In the second čase, oper­

ator frame $1 is split in two parts, that is, in 
\\=(P\=\ and [J In the third example, we 
have a metaphysical operator frame ^2 between 
operands a and a, that is, the enframed part 
|= la) f= Ca) \= ja) \= £a) \= ea) |= and, before 

this enframed part (before a), the split part of 
that is, ( f which equals $ 5 

C These two 
frames (the left and the right frame $2) constitute 
an informational operator between two operands 
a, that is ^ o ^ c * ? which may result as a de­
composition (destruction) of the initial metaphys-
ical situation a (= a. In the fourth example, we 
have a metaphysical operator frame $3 between 
operands a and a, that is, the enframed part 
|= 1a) \= (Ca [= (Ta 1= (£a \= (^a \= and, before 

this enframed part (before a), the split part of 
$3, that is, ( which equals $ / . After the mid-
dle enframed part, there is the right split part of 
$3, that is )))) , which equals ^Sy 
frames (the 

* 3 

These three 
eft, middle and the right frame $3) 

constitute an informational operator between two 
operands a, that is \ t30^30^3, which may re­
sult as a decomposition (destruction) of the initial 
metaphysical situation a\= a. 

The concept of informational frame becomes 
very helpful in studying of possibilities of the so-
called informational gestalts pertaining to serial 
and metaphysical functionality. 

6 Serial Informational 
Functionality 

Serial informational functionality offers several 
possibilities of its understanding and to this un-
derstanding adequate notation. At the beginning, 
we consider the most conventional form of func-
tionality, which has its roots in the mathematical 
tradition. 

Consequence 3 [Implicative Serial Func-
tional Forms] According to Definition 2, for the 
functionally nested ezpressions the folloming in­
formational implications are evident: 
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¥ > W ( 7 ) ) ) 

(<p\=ot(a \=o{ /?);\ . 

^ N « ) N ^ ) ' 
lip |=of ( a (=of \ 

(0 t=of7)) ; 

\ ((7 M ) !=«) !=¥>/ 

To make the main function distinguishable from 
the argument function, we can introduce the sep-
aration marker * between them, tha t is, between 
the consequent parentheses ' ) ' and ' ( ' . Thus, the 
last sequence of functional markers becomes 

(oii) *(a2(a3(- • • («„_! (a n ) ) • • •))); 

cp(a(P(---iP(u)...)))=> 

( ^ ^ ( • • • ( ^ K f 

« . . > | = ^ ) | = . . . / 3 ) | = 
V «) N v / 

These cases of informational functionality we call 
natural serial functional forms. • 

C o n s e q u e n c e 4 [Natural Serial Functional 
Forms] Let 2 • (n — 1) serial forms of entities 

«i> «25 • ' * 5 an> that is, 

«1 Nof ( a 2 |=of ( " 3 |=of (• • ' ( « n - l |=of 

« n ) • • •))); 

(((• • ' K N « n - i ) • • •) N «3) N «2) f=* «1; 

( a i |=0f a 2 ) |=of ( a 3 (=of (• • • K - i Nof 

« n ) • • •)); 

((• • • ( « n 1= a n - i ) • • •) h= «3) h * («2 h « i ) ; 

((«1 |=of «2 ) (=of «3) Nof (" " ( a " - l Nof 

« n ) • • •); 
(•••(an |= a n _ i ) •••)}=* (a3 \= (a2 h «1)); 

((• • ' ( («1 Nof «2 ) |=of " 3 ) • • ') (=of « n - l ) 

Fof a"> 
a„ h * («n - l N (' • • («3 |= («2 N "l)) • • O) 

be given. According to Definition 2, these serial 
forms can evidently be implied by the correspond-
ing functional forms 

a1(a2(a3(- • • (a„_ 1 (a„)) • • •))); 

ai(a2)(a3(- • - ( a n _ i ( a n ) ) •••)); 

a1(a2(a3))(- • • ( a„_ i ( a n ) ) • • •); 

a 1 (a 2 (a 3 ( - . - • («„_!) • • -)))(an) 

respectively. Operators |=*f anc? |=* mark the 
main operators of particular seauences (the dis-
tinguishing operational points between the main 
informer and observer entities). • 

«1(0:2). *(«3(- • • ( a n - i ( a „ ) ) • • •)); 

«1 («2(0:3)) * ( - - - ( « n - l ( « n ) ) • • • ) ; 

« l ( « 2 ( a 3 ( - - - ( « n - l ) •••))) * ( « n ) 

In the first čase, we put ct\ between parenthe­
ses. Each line of the last functional array can 
be further decomposed, keeping the sequence of 
operands a-i, a2, • • •, an preserved and only mu-
tating the parenthesis pairs. This decomposition 
procedure delivers new functional forms exhaust-
ing at the end ali possibilities of the upper n — 1 
functions (lines). Thus, for instance, the first 
function decomposes into 

( « l ) *( ( « 2 ) * ( « 3 ( 0 4 ( - - - ( « 7 i - l ( « n ) ) • •• ) ) ) ; 

( « i ) | *( | « 2 ( « 3 ) | * ( « 4 ( - • • ( a n _ i ( a n ) ) • • •))); 

( « l ) *( «2(«3(«4)) *(«s( - • • ( « „ - l ( a n ) ) •••))); 

( « l ) *( « 2 ( « 3 ( - - - ( a n - 2 ( 0 ! n - l ))•••)) *(an)) 

with two starš in each line, e t c , recursively, then 
with three starš, etc. In each line, two frames 
show the function-of-function situation in an evi-
dent manner. 

7 Parallel Informational 
Punctionality 

Parallel informational functionality can be con-
ceptualized in different ways. We will deal only 
with some of the most evident cases. 

Definit ion 11 [A Form of Parallel Well-
connected Informational Functional i ty] Let 
«i )«2>" ' " )«n &e operand entities. An informa­
tional system aW(cti,a2, • • -,an) is called a well-
connected, functionally parallel system, if 
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a"(ai> "2, o3 , • • •, a„_2, a n - i , on) 

/ 0 1 ( 0 2 ) ; \ 
"2(0:3); 

O n _ 2 ( o n _ l ) 

\ a n _i (a n ) / 

This is, in fact, a serially connected parallel sys-
tem. • 

Which could be a senseful (adequate) con-
sequence of the introduced parallel system 
all(ai, a2 , o3 , • • •, an_2 , o n_i , an)? 

Consequence 5 [A Form of Substitution 
of Parallel Informational Functions] Let 
01,0L2, • • •, otn be operand entities belonging to the 
system in Definition 11. By the operation of sub-
stitutional implication, there is, evidentlyn 

/ 0 1 ( 0 2 ) ; \ 

0 2 ( 0 3 ) ; 

''substitute 

O n - 2 ( O n - l ) 

/ a i ( a 2 ( a 3 ( - ••(ttn .2(aB_i(an))) • • -)));\ 
02(o3(- • •(an_2(an_i(an))) • • •)); 

\ o n - 2 ( o 7 i - i ( o n ) ) / 

Certainly, also 'shorter' functional formulas are 
possible. • 

A parallel array of shorter formulas instead of 
the first formula on the right side of operator 
=>substitute would be 

Oi(a2(o3(- • •(an_2(an_i)) • • •))); 
Oi(a2(o3(---(on_2) •••))); 

Oi(a2(a3)) 

Consequence 6 [A Parallel Functional De-
pendence] A function a can simultaneously 
(in parallel) depend on more than only one 
operand. This parallelism of dependence on sev­
erni operands can be ezpressed as 

/ « ( « i ) ; \ 
0(0:2); 

o ( a i , Q ! 2 , - - - ) O n ) 

that is, 

o ( a i , a 2 , - - - , o n ) 
o (=of on,a2,---,an^ 
o i , a 2 , - - - , o n |= a j 

which proves the adequacy of the introduced par­
allel functional ezpression. • 

Informational parallelism and informational func-
tionality are informationally dependent phe-
nomena, which interfere with each other. 
Functions oJI(a:i,0:2,0:3,•• • , a n _ 2 , o n _x ,a n ) and 
a (a i , t t 2 , - - , , a n ) (Definition 11 and Conse-
quence 6, respectively) are essentially different 
functional structures (functionalities). 

Consequence 7 [Informational Parallelism 
and Functionality] The beginning question is, 
vohat is the difference betiveen the regular func­
tional ezpression 0(0:1,0:2, • • •, an) and ezpres­
sion a(oti] ct2\ • • •; an) where commas have been 
replaced by semicolons. The comma system 
(01,0:2, •• - ,o n ) is a system of separated entities 
di,OL2,- •• ,an which may or may not cooperate 
(inform among each other). The semicolon sys-
tem ( a i ; a 2 ; • • SOn) is a characteristic parallel 
system in ivhich semicolons are nothing else than 
parallel informational operators (e.g., H=j. The 
meaning is 

'ai\\=af, > 
( a i ; a 2 ; - - - ; o n ) ^ | i / j ; 

i,j = 1,2,---.n/ 

Operator ||= has the meaning "informs in par­
allel with". "In parallel" means simultaneously, 
dependently or independently, spontaneously, cir-
cularly, particularly, etc. For instance, for the 
meaning of the last formula there are the follow-
ing three alternatives: 
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oti ||= a j] 

i,j= 1,2, 

((V 1= (¥> Nof «)) C <p) 

,n 

(loti \£ a J; 

i^r, Iv 
\i,j = l , 2 , - - - , n 

O j ^ " . ) ; 
»^ i; 

\i,j = 1,2, • • • , n / 

oii \= a J; * 

*?* i; 

v 

parallel 
independence 

partly 
parallel 
dependence/ 
independence 

a complete 
parallel 
dependence 

T\ 

/ 

ivhere operator V replaces the usual semicolon and 
means 'or' (informational 'or', that is an infor­
mational alternative). • 

Informational operator ||= enables an explicit 
studying of informational parallelism, especially 
in a functional environment. 

8 Circular Informational 
Functionality 

Circular informational function as an informa­
tional function belongs to the phenomenon of cir­
cular serial phenomenality. An adequate func­
tional parallelism would mean simply an occur-
rence of adequate functions in parallel, which 
build an cyclically structured system of simpler 
informational functions. In this section, we have 
to study a sufficiently general concept of circular 
informational function by means of informational 
frames. 

Definition 2 guarantees some basic forms of in­
formational functionauty which can be developed 
(decomposed, deconstructed) to complex circu-
larly functional schemes. 

C o n s e q u e n c e 8 [Some Bas ic Forms of Cir-
cularity Per ta in ing to Informational Func­
tion] According to Definition 2, the follouiing im-
plications can be deduced: 

(( <p \= W Nof PO 

functional 
transition 

)\=V>)i 

(((V Nof a)\=<p)C (p) 

(vN( (V f=of ot)\=<p 

functional 
transition 

)); 

(((¥> (=of (a t= <p)) Cof (p) 

(( <P Nof ( a \= <p) 

argument ative 
transition 

) Nof <p); 

(((" 1= V) l=of <p) Cof <p) 

(?> t=of ( ( a |= <p) (=of <p 

argumentative 
transition 

)) 

The marked functional transition appears tvithin 
the general informing <p-cycles uihile the marked 
argumentative transition is a part of particularly 
informing (of-informing) (p-cycles. D 

Definit ion 12 [General Circular Informa­
tional Function] A general circular informa­
tional function, (p^(a), is a functional informa­
tional system, that is, 

<pQ(a) ^ ($( (p(a) <J> ip(a) $) ) 

or, ezpressed in a functionally detailed form, 

<p°{a)*(ai,a2,- • • ,an) ^ 

($(<p(a)$(a1,a2,---,<xn)<p((x)$)) 

ivhere the interior (circular, loop) operands a\, 
a2i - • •> an may arbitrarily depend on the exte-
rior operand a, that is, a\(a), 012(0.), • • -, an(a). 
An inverse general circular informational func­
tion, ip^(a), is a functional informational system, 
that is, 

<p°(a) r=± ($( <p(a) $ - 1 (p(a) $ ) ) 

or, in a functionally detailed form, 

<p°(a)*(ai,a2,- • • ,an) ^ 

($( <p(a) $ _ 1 ( a i , a 2 , • • •, an) <p(a) $ ) ) 

Informational frames $ / , $ \ , $ , and $ _ 1 are de-
fined in the follotuing way: 
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$/ is a left-parenthesis frame, ivhich can also 
be empty (an empty plače, marked by A). In­
stead of it, we introduce a significant marker, 
<s. Thus, 

$ <§; 

A, if empty plače; 

-times 

- $\ is a right-parenthesis frame, which can 
also be empty (an empty plače, marked by 
A). Instead of it, we introduce a significant 
marker, 3). Thus, 

$ ) - § > ; 

=> 
A, if empty plače; 

t—times 

- $ or §{a.\,a2, • • - , a n ) is o, general frame, 
uihich is a disharmonious frame of a formula, 
called the right-frame. Instead of it, we intro­
duce a significant marker, ^ . Thus, 

$ ^ ^ or 
$(a-l,a2, • • • , « „ ) >(ai,a2,-- -,an) 

$-1 or $_1(a!i, «2) •"" ) an) is a general in-
verted frame, which is a disharmonious frame 
of a formula; it is called the left-frame. In­
stead of it, we introduce a significant marker, 
<£=. Thus, 

$ - i 
or 

$ 1(ai,a2,---, ctn) ^ ^ ( « i , «2, • • • > "n) 

General informational function is said to be right-
circular mhereas inverse general informational 
function is said to be left-circular. • 

Deflnition 13 [Particular Circular Informa­
tional Function] A particular circular informa­
tional function, ¥ ,part(a), is a functional informa­
tional system, that is, 

VpartO) - (*( V(°0 V r t <P(*) *)) OT 

($( (p(a) $Part(ai(a),a2(a), •••, 

a„)) </>(") $)) 

An inverse particular circular informational func­
tion, v^partC0)) ?s a functional informational sys-
tem, that is, 

¥&rt(a) ^ ($( V(°0 V r t ¥>(«) *)) °r 

¥ ' p a r t ( Q ! ) * ( a l ( Q ; ) > « 2 ( a ) , • • • , « n ( a ) ) — 

(*( y>(a) *^ t (o : i ( a ) , a 2 (a) , • • •, 

an(a)) ip(a) $}) 

Subscript 'part' marks a particular čase of frame 
$part or ^part, fe.gr., numerical index, seman-
tic designator, particular symbol, etc.) in which 
operands a\(a), ot2(a), •••, an(a) occur in the 
seguence mritten. • 

Consequence 9 [Circular Informational 
Shell and Function] According to the previous 
definition, a right-circular and left-circular func­
tional shells ip® and <p^ are 

respectively. For a function <p(a), the circular 
forms are 

<p°(a) ^ <š<p(a) =^(Qr) <f(a)3>; 
(f°(a) ^ <š<p(a) <*=v(a) (fi(a)3> 

where ^v(a) and ^=<p(a) are concrete informa­
tional frames depending on operand a, for exam-
ple, general or basic metaphysical frames of entity 
a. O 

Definition 14 [Inverse Informational Frame 
^ in Regard to Informational Frame ^ ] An 
inverse informational frame <!= ( $ _ 1 ) to the infor­
mational frame ^ ($) is obtained'by the folloiuing 
procedure: 

— In right-frame ^ ($) ; ali informational oper-
ators \= (left-to-right operators) are replaced 
by the alternative informational operators =|. 

— The left parentheses become the meaning of 
the right ones and vice versa. 

— If in this manner modified frame is read from 
the right side to the left side, the resulting 
frame is the inverse informational frame, <£ 
C*-1). 

http://fe.gr
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— Now, the modified frame can be typograph-
ically inverted, so that the right end comes 
to the lep, beginning and the left beginning to 
the right end. The result is the inverted graph 
with informational operators \=. 

E x a m p l e 1 [A Frame and Its Inversion] 
Considering the frames, marked by $2 m Defi-
nition 10 and the formula as a whole, there is, 

((((( 
* 2 

a 
h I«) h Ca) \= la) 

|= Ca) \= Sa) \= . a: 

a 
(= (ea h (£a h 

{la \= (Ca (= (2a (= a ))))) 

The second formula is obtained from the first for­
mula by the replacement of operators |= by oper­
ators =|, reading the formula from the left to the 
right, reading the right frame from the bottom to 
the top, and understanding left-parenthesis frame 
as the right-parentheses one. That is, 

((((( a 
H la) =j Ca) =| 7«) 

H Ca) =\ Car) H a 

The reader can observe the inverted formulas in 
the first and the second čase. But, the shortened 
forms of the original and inverted formula would 
be 

<ša^aa; 

It is to stress that <š in the first formula can be au-
tomatically identified from frame ^ a , where the 
right parentheses are counted. The same can be 
considered for §> in the second formula. Q 

9 Decomposition 
(Deconstruction) of 
Informational Functionality 

Decomposition or deconstruction2 of an informa­
tional situation and at t i tude is nothing else than a 
process of interpretation in which serial, parallel, 

2 Deconstruction (we use the general term 'decomposi­
tion') means, for instance, a strategy of critical analysis 
(Jacques Derrida, 1930) directed towards exposing unques-
tioned metaphysical assumptions and internal contradic-
tions in philosophical and literary language [10]. 

circular or otherwise mixed ways of deconstruc­
tion can come into existence. A functional ex-
pression as a beginning situation (concept, idea) 
must be deconstructed in concrete details, by 
which both functional and argument components 
become informationally determined. Deconstruc­
tion means that different functional (and other) 
markers come to the surface, where they play sig-
nificant roles in further (especially metaphysical) 
way of decomposition. To different functional 
markers, different functional systems (concepts) 
can be associated. 

A complex functional form can always be de­
constructed in more primitive forms which consti-
tute the complex formula. This is a very natural 
way of parallel decomposition which reveals the 
structure of a formula, tha t is, its informationally 
distinguished components. 

Consequence 10 [A Parallel Funct ional D e ­
compos i t ion of a-i(a2(a3(-.• • (an-i(an))•••)))] 
Let us introduce the implicative decomposi­
tion (operator =^decompose which reads "in-
forms decomposinghj") of the nested functional 
form ai(a2(a3(- • • (a n _ 1 (a„) ) • • •))) in the folloui-
ing way: 

a-[(a2(a3(- • • ( a „ _ l ( a n ) ) •' • •))) =>decompose 

/ a i ; « 2 ; a 3 ; - - - ; a n _ i ; a r i ; \ 
« n - i ( a n ) ; 

a 3 ( - - - (o : n _i (a n ) - - - ) ; 
a 2 (a 3 ( - • • ( a n _ i ( a n ) • • •)); 

\a1(a2{a3(- ••(a I ,_i(a„)) • • •)))/ 

According to Definition 2, this decomposition 
causes another decomposition, that is, 

a>i(a2(a3(- • • ( a n _ i ( a n ) ) • • •))) =^decomPose 

/ « n - l hof Cin] \ 
C*n \= Ctn-l J 

«3 hof (• • • (««-1 hof «„) • • •); 
( • • • (a n (= a n _ i ) - - - ) |= a 3 ; 
a2 hof («3 hof (• • ' ( " n - i hof ocn) • • •)); 
( ( • • • K h a n - i ) - - - ) h «3) h «2; 
«i hof ("2 hof («3 hof (• " K - i hof 

°») •••))); 
V(((---(«n h a„_i)---) h «3) h «2) h ai/ 
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The first and the second informational system 
concerning decomposition in this consequence re-
veal together the informational complexity being 
hidden in the consequently serially embedded func-
tional form cti(a2(a3(- • • (an-i(an)) • • •))). D 

Consequence 11 [A Decomposition of Lin-
ear Informational Function] Let an ordered 
set of informational items a,-, where i = 
1,2, • • •, n, be denoted by 

A^ = { « 1 -< Oii -< • • • -< an} 

tvhere operator symbol -< has the role of an order-
ing comma. Let hold the following: 

ordered indexing: 
(o,- < <xj) = } • ( * < j); 

transitivity of ordering: 
(a,- -< ctj; OLJ < a t ) = > (a,- -< a^); 

subscript-entity difference: 

(* Ž J) =>• («i Ž aj) 

Then, for a function <p(ai, a2, • • •, oti), where i > 
1 and i < n, the following implication is deter-
mined: 

\i > 1; i < n ) = > d e c o m P ° s e 

V(6,6); \ 
6 -< 6; ; 

v f i ,6eA7 

j,k e {i,2,-••,i} 

This scheme of decomposition delivers ali pos-
sible linear functions of lengths i = 1 to £ = 
i, according to the ordered set Af of operands 
a i , a 2 , •••,«»•• O 

Proof. This kind of informational decomposi­
tion is customary in cases of metaphysical in-
terpretation of phenomena, that is, in linear-
decomposition scenarios belonging to metaphys-
ically circular schemes and also elsewhere. The 
proof proceeds from the informational fact which, 

at least in the framework of a language, says the 
following: if a function depends on several infor­
mational entities, then it depends also on each 
of its arguments. Recursively, if a function de­
pends on i arguments, then it can depend on ali 
possible combinations, within an ordered set of 
arguments, say Af, on i — 1 arguments. Such a 
relativity of decomposition is a consequence of an 
interpretational freedom, that is, possibility in an 
occurring situation (a part of the unforeseeable 
informational arising). D 

10 Composition (Construction) 
of Informational 
Functionality 

Composition or construction3 can be understood 
as a reverse process to decomposition (deconstruc-
tion). If decomposition proceeds into details of 
a roughly determined informational situation by 
a process of interpretation, composition builds 
systems from the existing informational lumps 
(subsystems) and connects them informationally. 
Then, the result of this form of construction be-
comes a new entity carrying a new (characteristic) 
interpretation. 

We can understand how decomposition and 
composition condition each other and, in some 
situations, it becomes impossible to distinguish 
which way represents the reason and which the 
consequence. There exists an informational game 
concerning both of them (deconstruction and con­
struction) when entities (operands, formulas, for­
mula systems) arise, emerge, or come into exis-
tence. 

Interpretation (together with induction, evo-
lution of entities, etc.) as a complex informa­
tional mechanism can include several known and 
unknown procedures e.g., substitution, insertion 
of a new or additional (parallel or serial) 'in­
terpretation', introduction of circularity in re-
gard to functions or functional arguments, spon-
taneity as a supplement of an unforeseeable en-
tity to the existing informational situation, etc. 
Such views of decomposition and composition of 

3Construction (we use the general term 'composition') 
means, for instance, a strategy of critical informational 
synthesis directed towards integrating unquestioned meta-
physical assumptions and internal contradictions in any in­
formational language. 
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informational systems concern their understand-
ing. Several reasons for decomposition and com-
position interferences can exist in the form of 
informational-system-interior and informational-
system-exterior entities. We must not forget that 
any informational system has the system concern-
ing environment and it depends not only upon 
its own metaphysicalism, but also on system-
disturbing external entities. 

Consequence 12 [A Čase of Parallel-serial 
Functional Composition] From a well-con-
nected parallel functional form 

at\\(a>i,a2,---,an) 

in Definition 11, the following implicative com­
position from primitive parallel functions into se-
guential serial functions seems to be reasonable: 

(<X\{a2); 
«2(0:3); 

\ 

compose 
an-2 («n- l ) ; 

( a1(a2(a3)); 
<*i («2(03(04))) ; 

ai(a2(- • • (an_2(an_!)) • • •); 
\ai(a2(- • •(an_2(a7l_i(an))) • • •)/ 

As we can see, the last composition mas imple-
mented by means of substitution. • 

11 Informational Functionality 
of Metaphysical Cycles 
Impacted by an Exterior 
Entity a 

In this section we turn our attention to the func-
tionality which concerns metaphysical phenomena 
as functions of observing an external set of enti­
ties. An intelligent entity is, for example, meta-
physical in observing its environment. The meta-
physical is a regular property of any informational 
entity, regardless of its structure and organiza-
tion. It has something in common with the entity 
existence. Existing means to be metaphysical in 
the sense to preserve (memorize, maintain, sup-
port) a certain structure and organization of the 

entity's intentionality, its informational function-
ing in the world. In this manner, the metaphysical 
of an entity is a standard property for which one 
can put the question: in which way is it standard? 

In some previous papers [6, 7], one of the possi-
ble standards was proposed. This standard roots 
in a logical consideration which is closely con-
nected with the nature of an informational en-
tity. Such an entity is subjected to informational 
arising, which in a trivial čase approaches to the 
state of an absolute stability of the entity's struc­
ture and organization. OtherWise the entity is 
arising together with its vanishing, which is only 
a particular čase of the arising phenomenality. 

As the reader may state, we distinguish three 
substantial phases (processes) of an entity's in­
formational arising. This arising is not only 
a change, in the sense of modification, but 
also the coming of new information into exis-
tence. Changed and emerged informational pieces 
(lumps) have to be informationally connected to 
the existing body of the informing entity. We say, 
that the arisen items have to be informationally 
embedded and that through the process of embed-
ding, in fact, informational entity has emerged 
to a different state in comparison to the previ­
ous one. This process of three subsequent phases 
is circularly (hermeneutically, viciously, investiga-
tional) closed, so the process of arising is reaching 
a satisfactory state by cycling, from informing, 
counterinforming, and embedding—and again in 
this way to a possible satisfaction. 

What is the functionality of the metaphysi-
cal phenomenon belonging to an informing entity, 
which is informationally impacted by an exterior 
entity or set of entities? The impactedness may 
mean nothing else than the observing and vice 
versa. An entity 1 is impacted by an outside en-
tity a in the framework of i's metaphvsicalism. 
Roughly, a \= t, where i has to be metaphysi-
cally decomposed (deconstructed) in a serial cir-
cular way, to satisfy the possibilities of informa­
tional adequateness (equilibrium, satisfaction, se-
mantics, e tc) . 

Let us take only one possible form of metaphys-
ical cycle, which belongs to entity i observing en-
tity a. As we shall see later, one such form is 
sufficient for generating ali possible metaphysical 
forms, that is, the so-called metaphysical gestalt 
belonging to i observing a. So, let us set an ini-
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tial form of possible standard metaphysical strac-
tures, in which components of informing, counter-
informing and informational embedding appear in 
an cyclic serial form. 

Definit ion 15 [A Standard Metaphys ica l 
Form and Its Funct ional ism] Let the meaning 
of informational operands (entities) be the follovo-
ing: 

1. Operand i is an entity, which has to be cycli-
cally decomposed as a metaphysical structure 
of informing, counterinforming, and infor­
mational embedding when observing a. This 
dependence can roughly be denoted by the 
functional form t ( a ) . Thus, in a metaphysi-
cal situation, 

(«1=0 t (a ) 

Operand a marks an exterior entity or a set 
of entities (impacting environment) in regard 
to i. It functions as an independent informa­
tional variable of function i. Thus, 

& C £environment(,'y 

Environment £environment(0 is the environ­
ment which can impact t and is the only one 
vohich can be sensed (observed) by i. For i, 
other environment does not exist. 

Operand t informs and is informed means 
that there ezists the so-called informing com-
ponent of i being marked by Zh. It is to un-
derstand that XL means a function 1(L) simul-
taneously. Being informationally involved in 
t, a conseguence of functionality t ( a ) is 

t(a) 
\I(a,i) 

The first form depends solely on a. The sec-
ond čase is a nested functional dependence of 
rank 2. The third function linearly depends 
on both a and t, ivhere 

l(a,i) Mecompose 
I ( a ) ; Z ( 0 0 
J ( o , t ) j 

Operand i informs and is informed means 
that there does not only ezist the informing 
component Xt, but also the counterinforming 
component Ct. It is to understand that Ct 

means a function C (T (tj) simultaneously. Be­
ing informationally involved in i and I i ; o 
conseguence of functionalities i(a) and I t ( a ) 
is 

« a ) |= U<*)) 
/ C 4 ( a ) ; 

C ( J W a ) ) ) ; 
\C(a,i,l)metaj 

The first čase is a function, depending on 
a only. The second form is a nested func­
tional čase of rank 3. The third form is a lin-
ear function depending on three arguments, 
mhich can be decomposed according to Con­
seguence 11, ivhere 

C(a,t,l) 
^decompose 

(C(a)-C(t);C(iy\ 
C(a,i);C(a,iy, 

\C(a,t,I) ) 

5. Operand i informs and is informed means 
that there does not only exist the inform­
ing component I t and the counterinforming 
component C,., but also the counterinforma-
tional component j , . . It is to understand 
that 7 t means a function 7(C(2"(t))) simulta-
neously. Being informationally involved in 
t, l t andCt, a conseguence of functionalities 
t ( a ) , Xi,(oi), and C0(a) is 

( ( W « ) H l 4 ( a ) ) h C ( ( a ) ) h 7 , H ^ 

"T ( (X ] * 

7 ( C ( i ( t ( a l ; 
^(a,i,l,C) 

The first formula is a function of the ezterior 
entity a. The second form is a nested func-
tionality of rank 4- The third form is a linear 
functional čase of four arguments for which 
a decomposition according to Conseguence 11 
can be realized, that is, 

7^CHj i ,X ,LJ ^decompose 

/ 7 ( « ) ; T ( 0 ; 7 ( Z ) ; 7 ( C ) ; \ 

7 ( a , O ; 7 ( a , 2 0 ; 7 ( a , C ) ; 7 ( i , 2 : ) ; 
7 ( i ,C ) ;7 (X ,C) ; 

7 ( a , i, I ) ; j(a, I, C); 7 ( 4 , 1 , C); 
\j(a,i,I,C) J 
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6. Operand t informs and is informed means 
that there does not only ezist the informing 
component Ib, the counterinforming compo-
nent Cc, and the counterinformational com­
ponent j t , but also the embedding component 
£t. It is to understand that £t means a func­
tion £t(7(C(2"(t)))) simultaneouslv. Being in-
formationally involved in t,, l l t Ct, and 7,,, 
a consequence of functionalities i(ct), XL{a), 
CL(a) and j t is 

(((t(a) |= £(«)) (= Ct(a)) |= 7 l(a))\ 

£(«); \ 
f(7(C(J(t(a))))); 
£(a,i,I,C,j) J 

The first formula is a function of the ezterior 
entity a. The second form is a nested func-
tionality of rank 5. The third form is a linear 
functional čase of five arguments for vihich a 
decomposition according to Conseauence 11 
can be realized in the form 

Q:,i , X , L , 7 J ^decompose 

£(<*, 0; £{<x,Z); £(a,C); £(a,7); 
£(i,iy£(i,cy,£(L,1y,£(i,cy 
£{l,l)\£{C,l)\ 

£(a, i, J ) ; £(a, t, C); £ (a, t, 7) ; 
£(a,I,Cy,£(a,I,-y);£(a,C,'yy, 
£(L,i,cy,£(t,,i,iy,£(i,c,jy, 

\£(a,i,I,C,i) J 

7. Operand t informs and is informed means 
that there does not only exist the inform­
ing component Zlf the counterinforming com­
ponent CL, the counterinformational compo­
nent 7 t , and the informing embedding com­
ponent £t, but also the informational embed­
ding component eL. It is to understand that 
eb means a function e{£{^(C{I{bfj^) simulta-
neously. Being informationally involved in 1, 
2t> Ci> 7i, and s,,, a consequence of function­
alities i-(a), Tb(a), Ct,(a), gamma^a), and 
£,(a) is 

(((W«) h ^ ) ) h Ct(a)) h 7 ^ . 
\= £v{a)) \= e.(a) j = " 

£ t ( a ) ; \ 
£ ( f ( T (C(l ( t («l ) ; 
e(a,t,,X,C,y,£) J 

The first formula is a function of the ezterior 
entity a. The second form is a nested func-
tionality of rank 6. The third form is a linear 
functional čase of six arguments for which a 
decomposition according to Consequence 11 
can be realized in the form 

£(Ct, i , -L, O , 7 ) £• J ^decompose 

/ e (a ) ;e ( t ) ;£ ( : r ) ;e (C) ;£(7) ;e (£) ; \ 

e(a,ty,£(a,iy,e(a,Cy,e(a,jy 
£ ( a , ^ ) ; £ ( t , I ) ; e ( t , C ) ; e ( t , 7 ) ; 
£( t ) £ ) ; £ ( ! , C); £(2 ,7) ; £ ( ! , £ ) ; 

£ ( C , 7 ) ; £ ( C , 0 ; £ ( T , 0 ; 
e(a,L,iy,e(a,i,Cy,e(a,i,j); 

e(a,i,£y,e(a,l,C);e(a,l,jy, 
e(a,I,£y,e(a,C,jy,e(a,C,£y 
£(a,f,£y,£(b,i,cy,e(t,i,jy, 
e ( t , I , f ) ; e ( t ,C ) 7) ; e (4 ,C ,£ : ) ; 
e{i,'y,£ye{l,C,'<iyE{l,C,£y 
e ( I , 7 , 5 ) ; e ( C , 7 , £ ) ; 

e(a, t, 1, C); e(a, t,l, 7); e(a, t, I , £); 
e(a,L,C,-yye(a,t,C,£y,e(a,t,'y,£y, 
£( t ,2" ,C ,7 ) ;£ ( t ,2 : ,C ,£ ) ;£ ( t , I ,7 ,£ ) ; 
e(i,Cr,£y 

\e(a,t,l,C,ir,£) J 

8. Function i(a) informs and is informed means 
that there does not only exist the informing 
component 1L, the counterinforming compo­
nent CL, the counterinformational component 
7 t , the informing embedding component £,,, 
and the informational embedding component 
£t, but also that function i(a) is, through 
these components, circularly and specifically 
closed into itself (informational metaphysi-
calism). It is to understand that i ( a ) means a 
function i(£(£(7(C(J(i(a:))))))) simultaneously. 
Being informationally involved in 1, I t ; Ct, 
jL, and £t> a conseauence of functionalities 
t(a), lt(a), CL{a), gamma^a), £t(a), and 
£,.(&) is 
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(i(a) \= Ua)) |= Ct(a)) |= 7 t ( o ^ 
h £(a)) t= £4(a)) h *(<*) j 

t ( e ( f (7 (C( I ( t ( a l | i 

where 

'-metal") =*° 

tO(a)*(Z t(a), C t(a), 7 , ( a ) , £ ( a ) , £*(«)); 

^ ( 7 ( C ( I W a ] l = • 

tO(a)*(£t(a)(^(a)(7t(a)(C t(a)(I t(a)))))); 

and tf/ie linear circular decomposition is 

LyCt, t , J., C , 7 , c., £) ' 'decompose 

/ t ° ( a ) ; t 0 ( I ) ; t 0 ( C ) ; t 0 ( 7 ) ; t 0 ( f ) ; ^ 

*°(e); 
t O(a,I ) ; t O(a > C); t O(a ) 7 ) ; 

t«(a,5); t°(a ,£) ; t°(2: ,C); 
^ ( X , 7 ) ; i O ( j ^ ) ; t O ( J ) £ ) ; 

^ ( C , 7 ) ; ^ ( C , £ ) ; ^ ( C , £ ) ; 

*°(7,O;'°(7,0;'°(^0; 
^ ( a , J , C ) ; ^ ( a ) J , 7 ) ; i C ( a ) J ) ( f ) . 

0 (a , I , e ) ; t O(a ,C,7) ;^ (a ,C,£ : ) ; 

0 ( a ,C , e ) ; t O(a ,7 ,0 ; t ° (« ,7 , e ) ; 

tf(z,c,£);4tf(:z;,7,£);tO(i>7>e); 

tO( I , f > e ) ; t O( C ) 7 ) £: ) ; t O( C j 7 > e ) ; 

t O(C,f > e ) ; t O( 7 ) f ) e ) ; 

t « ( a , I , C , 7 ) ; t ° ( a , I , C , 5 ) ; 
tO(a , I ,C ) e ) i tO(a ) I ,7 ,Oi 
i ° ( a , 2 : , 7 , £ ) ; t 0 ( a , I , £ , e ) ; 
^ ( I , C , 7 , f ) ; t O ( I , C , 7 , £ ) ; 
tO(C,7,f,e); 

^ ( a , I , C , 7 , £ ) ; ^ ( a , : Z : , C , 7 , £ ) ; 

V^(a,I,C,7,£,£) / 

By items 1-8, the metaphysical scenario of an en-
tity i, being informed by an ezterior entity a, is 
implicatively standardized. Thus, further meta-
physical interpretations of discussed functions are 
possible. • 

Consequence 13 [A Standard, Functional, 
and Circular Metaphysical Hierarchy of an 

Informational Entity] As a consequence ofDef-
inition 15, the parallel functions 

t(a); 
l(c(a)); 
C(l(o(a))); 
7(C(I(,(a)))); 
£(7(C(X«a))))); 
e(£(7(C(I(t(a 
i(e(E(7(C(l(L(a 

form a functional hierarchy in the folloiving sense: 

— Entity i(a) as such is a function of ezterior 
entity a. 

— Informing I(t(o;)) which depicts the inten-
tional character of entity t, depends on a and 
preserves the informational contents of u. 

— Counterinforming C(X(i(a]j) arises as the in­
forming within the informing 2(i(a)) in a 
spontaneous manner, producing entity 7 . 

— Counterinformational entity 7(C(I(t(a)))) is 
a free, informationally unconnected product 
o/C(X(t(o:))) and will become an object of the 
so-called embedding in the frameuiork of en-
tity t(a). 

— Embedding £(7(C(J(i(a))))) spontaneously ob-
serves the counterinformational (arisen, un­
connected) entity 7(C(I(t(a)))) uiith the aim 
to produce an adeauate embedding (connect-
ing) informational entity s, by which 7 will 
become an informational part of entity L(OC). 

— By the embedding produced embedding infor­
mational entity £(£(7(C(I(t(a)))))) is a free 
informational product of £(7(C(J(t(o:))))) by 
vihich the arisen counterinformational entity 
7(C(I(i(a)))) is appropriately embedded into 
t(a). Through this informational connection, 
to entity 7(C(J(t(a)))) a sense or meaning 
within t(a) is granted. 

— The described hierarchy of entities i, Z, C, 7 , 
£., and £ is called a standard functional and 
circular metaphysical hierarchy within entity 
i. This hierarchy is circular in the functional 
sense of 

(e(f (7(C(I( 0 t(a) 
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where 

i £l(e,£,f,C,X) i{a) Q,y, 

(e(f(7(C(I( 

and Ct is the general marker for the so-called 
functional frame (a framed functional part 
in contrary to the framed informing part, 
marked by $ and ^). 

Embedding masters ali the components of the 
metaphysical cycle and counterinforming emerges 
from the present state of the circularly arising en-
tity t(a). • 

12 Some Metaphysical Gestalts 
Concerning the 
Informational Being-of 

A gestah is an informational whole belonging to a 
particular informational entity. In this sense, an 
informational entity is an informational part of 
the whole (arising system, unity, entirety), which 
is called the entity's gestalt. Gestalt is in no 
way a final result (like category) and arises to-
gether with the involved informational entity. A 
gestalt of an entity means that the appearance 
of the entity pulls to the gestalt belonging other 
entities into existence (e.g. possible and various 
forms of a metaphysical cycle). These entities can 
be understood as visible and invisible possibili-
ties of informing of the original entity and they 
can be identified, for instance, solely by syntactic 
modifications of formulas in which the sequence 
of the occurring operands and operators remains 
unchanged and only parentheses in formulas are 
differently and adequately replaced in ali possible 
ways. In other cases, to a gestalt of an infor­
mational formula, modifled formulas can belong, 
in which the operand/operator sequence is pre-
served, but some of the operands and with them 
connected operators can be let out. Such cases 
can become senseful especially in the framework 
of metaphysically (circularly) structured informa­
tional systems. 

On the other hand, the informational gestalt 
can as well concern the so-called semantic prob-
lems, in which the so-called interpretative de-

composition and composition of a formula or for­
mula system come into question. In the sequel, 
some metaphysical cases of gestalts will be pre-
sented. A metaphysical gestalt is particularly 
structured (e.g. standardized, characterized) and 
can be easily recognized even when its compo­
nents are altered and structurally differently con­
nected and when standard metaphysical compo­
nents (informing, counterinforming, and embed­
ding) occur in multiple variations. These varia-
tions follow an informational intention within a 
dynamic (changing, emerging) existence of an in­
forming entity. A general theory of informational 
gestalt will be the subject of a separate study. 

Definition 16 [Two Kinds of Metaphysi-
cally Informing Gestalts of an Informa­
tional Entity] In comparison to an informa­
tional frame, the informing gestalt T(_ is a higher 
informational structure ivhich, to some extent, de-
termines possible frames mithin an informational 
formula. In čase a \= i, the gestalt of the meta-
physically informing entity i observing a is 

(T^iQ(a)*(Ua) < Ch(a) < 7 t ( a ) <\ _ 
l £t(a) -< £t(a))) j ^ 

\ r $ ( I t ( a ) ^ C t ( a ) ^ 7 t ( a ) ^ 
^ £t(a) -< e4(a)) J ^ 

/ $ ( I t ( a ) ^ C t ( a ) ^ 7 t ( a ) ^ 
^ £,{a)<sb{*)) 

\ \ K«) §• // 

Operator |=v reads 'inform(s) for ali' and op­
erator -< as 'precede(s)'. Expression J0(a) -< 
Cu(a) -< 7 t(a) -< £t(a) -< e t(a) ivithin the func­
tional and set notation is used instead of a se-
ries l^a) •< Ct{a); Ct(a) -< 7 t(a) ; J^a) -< £0{a); 
£ t(a) -< e,.(a), where -< is understood to be a tran-
sitive operator, that is, TL(a) -< 7 t (a) ; J t (a ) -< 
£t(a); Ct(a) -< £ t(a); etc. 

If we introduce, according to Consequence 11, 
the linearly ordered metaphysical set of compo­
nents, 

Mt = {I t(a) •< Ct(a) -< 7 t ( a ) -< £t(a) -< e0(a)}~ 

then ali possible frames including 1, 2, 3, 4> and 
5 metaphysical components and ali possible com-
binations of the parenthesis pairs '(' and ')' are 
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determined, in the sense of Consequence 11, by 
the scheme (scenario) of the implicative decom-
position, which is 

$ ( J t ( a ) -< C,(a) •< 7 t ( a ) V 
£i(ot) -< e t(a)) ; 

/($(0; f e Atf); 

= * • « * ecompose 

\ 

/$(6,6); \ 
6 •< 6; ; 

^ 6 , 6 e . A < / 
$(6,6,6); \ 
6 -< 6 < 6; ; 
6 ,6 ,6 e Msy 

/$(6 ,6 ,6 ,6) ; 
6 < 6 -< 6 -< 6; 

\6,6,6,6-G-^? 
\ $ ( X t ( a ) < Ch{a) < 7 t ( a ) -< £4(a) -< e4(a)X/ 

T/ie inverse gestalt of the metaphysically inform­
ing entity i, which observes a, is 

(TUfi(a) * (Z4(a) -< Ct(a) -< 7 t ( a ) -<\ _ 
£ 4(a) -< e,(a)) 

/ / $ ( e 4 ( a ) - ! £ : t ( a ) - ! 7 t ( a ) ^ Nv \ 

V 

C4(a) -< Z4(a)) 

/ i i ( a ) \ 
/ $ ( £ 4 ( a ) - < £ 4 ( a ) - < 7 4 ( a ) x 
^ C 4(a)-{ I 4(a)) 

If we introduce, according to Consequence 11, the 
inverse, linearly ordered metaphysical set of com-
ponents in comparison to A4^, that is the inverse 
set 

Mf1 = {£*(<*) < €,{a) •< 74(a) -< 
Ct(a) -< I 4 ( a ) } 

i/ien ali possible inverted frames (in fact, $ - 1 ^ 
including 1, 2, 3, 4> and 5 metaphysical compo-
nents (in the reverse order) and ali possible com-
binations of the parenthesis pairs '(' and ')' are 
determined, in the sense of Conseguence 11, by 
the scheme (scenario) of the inverse implicative 
decomposition, which is 

' $ ( e t ( a ) -< £4(a)-< 74(a) -T 
CL{a) < J4(a)) 

(m)\UMD 
Mecompose 

/$(6,6); \ 
6 < 6; 

'$(6,6,6); 
6 ^ 6 ^ 6; 

,6 ,6 ,6 eMf 
\ 

i 

$(6,6,6,6); 
6 -< 6 •< 6 -< 6; 

,6 ,6 ,6 ,6 e Mt 
\ * ( £ 4 ( a ) -< £4(a) -< 74(a) -< C t(a) -< J 4 ( a ) ) / 

We see that 

*(Z 4(a) -< C4(a) -< 7 4 ( a ) -< £4(a) •< e4(a)) = 

* " 1 ( e 4 ( a ) -< £4(a) -< 7 t ( a ) -< C4(a) -< J t ( a ) ) 

and mce uersa is the correspondence betvoeen 
the original and inverted čase of informational 
frames. • 

Consequence 14 [In a Standard W a y In­
forming Metaphys ica l Gesta l t of an Infor­
mational Entity] The appearance of a standard 
metaphysical form, voith components of inform­
ing, counterinforming and informational embed-
ding, implies the occurrence of ali possible ordered 
cycles (operator -<,) in one and the other direction, 
that is, from informing to embedding and also vice 
versa. There is, 

/ « a ) |= Uc® \= C+a)) \= l,(a)j\ 
[ M,(aO> |= £,(«» M a ) J 
/7<M«) \N 

(§{li{a)<CL(a)<ll(a)< 
\ £t{a) < e4(a)) 

f<št(a) \ 
/ $ (£» (« ) ^ £ 4 ( a ) - < 7 t ( a ) - < 
\ C4(o) •< I 4 (a)) 

/ 

/ 

T7ie informing entity after (under) the implication 
operator =>• is a pari o/f/ie so called metaphysical 
gestalt of informing of entity (operand) t(a). D 
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C o n s e q u e n c e 15 [A Funct ional Metaphys i -
cal Gesta l t of an Informational Entity] The 
next question concerns the so-called functional 
metaphysical gestalt of an informing entity. If, 
in general; ip*£ marks the traditional functional 
notation <p(£;), then, considering Consequence 13, 
the possible functions, within a metaphysical func­
tional gestalt, are 

C*I( t(a)) ; C(I )* t (a) ; 
C(I(t))*a; . 

7*C(I(t(a))); 7(C)*I( t(a)); 
7 ( C ( I ) M a ) ; 7(C(I(0))*a); 

£*7(C(2(,(a)))); £(7)*C(J( t(a))); 
5(7(C))*J( t(a)); 5(7(C(I)))* t(«); 
5(7(C(J(0)))*a; 

£*£(7(C(zWo01; ^)Mč(2W«)))); 
£ ( f (7))*C(J( t (a)) ) ; £ ( f (7(C)))*r( t (a)) ; 
£ ( f ( 7 ( C ( Z l * t ( a ) ; e ( 5 ( 7 ( C ( I ( t l ) * « ; 

i * £ (£ (7(C(J ( t (a ) ) ) ) ) ) ; , ( £ )^ (7(C(J«a) ) ) ) ) ; 
, ( £ (£ : ) )* 7 (C(J ( i (a ) ) ) ) ; , ( £ ( f (7 ) rC( lWa)) ) ; 
,(£(£:(7(C))))*I(,(a));,(£(^(7(C(Z)))))M«); 
t ( £ ( f ( 7 ( C ( J ( t l D * a 

For f/ie inverse metaphysical functional gestalt, 
the inverse functions, as 

re{t{a))- 5(e)*t(a); 

7*£(e(L(a))); 7 ( £ ) M ' ( « ) ) ; 
7(5(£)*t(a); 7(^(£(0))*«); 

C*7(f«t(a)))); C(7)^(£Wa))); 
C(7(f))*e( t(a)) ; C(7(£(£)))*i(<*); 
C(7(C(£(0)))*a; 

I*C(7(^(£( t(a))))) ;J(C)*7(^(£( i(a)))) ; 
J(C(7))^(£(.(a))); I(C(7(f )J)M'(«»; 

j(c(7(f(£))))M«);2:(C(7(^(e(0))))*«; 

t ( i ( c r 7 ( W * ( « l ; <i(C(7F^('(«)9; 
t ( I ( C ( # | M t ( a | i « 7 ( W » ( a ) ; 
<j(c(7(^(£(0)))F« 

can come mto consideration. • 

13 Conclusion 

Informational Being-of is only one of the key-
stones within the arising informational theory. 
Such a keystone is also the informational Being-
in [9]. What might be important in the context 
of the differently appearing informational Being-
possibilities, is the comparison between mod­
ernistk and postmodernistic understanding of in­
forming of entities. 

The informational formulas in this' essay are 
not consequently (rigorously) informationally de-
duced, induced, and abduced. The presented the-
ory of informational Being-of and it concerning in­
formational processes is only at the beginning of 
a complete and elaborated theory. The presented 
context of the essay shows tha t what is already 
theoretically grasped in the sense of informational 
Being-of, but has to be developed into emerging 
possibilities. 

Each open, postmodernistically structured the-
ory is not only phenomenological (e.g. in the sense 
of the philosophy pertaining to Husserl and Hei-
degger), but phenomenalistic (e.g. in the sense 
of informational phenomenalism). Phenomenol-
ogy does not create nor presuppose logic construc-
tions, theories or systems. It does not deduce 
from axioms nor induce on the basis of observed 
and noted facts. Its method roots in an exemplary 
intuition, tha t is, investigating particular cases 
qua cases, which represent essences and types in 
the realm of consciousness [2]. 

Phenomenalistic theory is not only algorithmic 
and does not search for a principle of principles. It 
is aware tha t some initial principles are connected 
with informational principles of inference (reason-
ing, conclusion) which have to be seen as initial 
principles too (e.g., informational modus ponens, 
tollens, rectus, obliquus, operandi, vivendi, etc.) 
Principles of informing (understanding, interpret-
ing, reasoning, coming into existence) are dy-
namic and they change and arise according to the 
emerging situations and att i tudes. Such an infor­
mational theory can be understood as a predeces-
sor of the informational machine which seems as a 
successor of the today computer. It becomes more 
and more evident that processes presented in this 
essay could be programmed on the most power-
ful (parallel, fast, and data-voluminous) computer 
systems. One of the most significant informa­
tional system will become the so-called knowledge 
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machine, being a natural, a logical, and a possi-
ble consequence of the today computer technology 
and informational philosophy. 

MODERNISM 

mathematization; 
algorithmization 

algorithmism; 
preceduralness 
recursiveness 
mathematical 

formula system; 
computer program 

mathematical 
function 

mathematical 
inclusion 

mathematical 
formalism; 

philosophical 
phenomenology 

algorithmic 
processing 
algorithmic 

cycling; 
programmed 

recursion 
computer system 

expert system; 
knowledge base 

artificial 
intelligence 

methodologies 
theory of chance, 
chaos, probability, 

fuzziness, etc. 
deduction, 
induction, 
abduction, 

modus ponens 
determinacy, 

predictability, 
closeness 

POSTMODERNISM 

informational philoso-
phy and formalization 

informationalism; 
inform. spontaneity 
inform. circularity 

informational formula; 
informational formula 

system (gestaltism) 
informational Being-of; 
inform. functionalism 

informational Being-in; 
inform. inclusivism 
informational exter-
nalism, internalism, 

metaphysicalism, 
and phenomenalism 

informational 
arising (= informing) 

metaphysical cycle 
with informing, 

counterinforming, and 
embedding 

informational machine 
knowledge machine; 
knowledge archives 

metaphysicahsm with 
informing, counterin­

forming and embedding 
counterinforming and 

informational 
embedding 

inform. decomposition, 
hermeneutics, interpre-
tation, deconstruction, 

modi informationis 
indeterminacy, 

unpredictability, 
inform. openness 

Table 1. Modernistic and postmodernistic terms 

Table 1 (see [1, 8]) shows some essential differ-
ences between modernistic and postmodernistic 
orientation regarding traditional (mathematical, 

algorithmic) approaches and informational sense. 
This table might be helpful for a deeper under-
standing of informational phenomenalism as ex-
posed in this essay in the form of informational 
Being-of. It is to stress that modernistic items 
can certainly be included into the conceptualism 
of postmodernistic means: such aposition offers a 
substantial advantage on the way to informational 
methodology, formalism and machine. 
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