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Abstract: Image segmentation is an important step in image processing and recognition. Processing in real time introduces additional demands, which
constrain our ability to choose between segmentation techniques and hardware architectures. The existing literature only describes very specialized
image segmentation solutions. This paper introduces a systematic approach to processing block design, which facilitates the selection of a suitable
segmentation technique and its adaptation to an FPGA implementation. Research into the published segmentation techniques and existing FPGA solu-
tions enabled us to propose a system architecture suitable for effective implementation of most segmentation techniques. We also present a methodology
to search an optimal technique for real time segmentation. The proposed approach has the advantage that it is not constrained to a specific image
segmentation area. This wide design space enables us to use the methodology to find an optimal solution for each specific implementation example.

Sistematicni pristop k segmentaciji slike v realnem ¢asu z
vezji FPGA

Kjuéne besede: obdelava slik, segmentacija slike, FPGA

I1zviedek: Segmentacija slike je pomemben korak pri postopkih avtomatske obdelave in razpoznavanja slike. Pri obdelavi slik v realnem &asu imamo
dodatne zahteve, ki mo¢no zozijo izbor pomembnih tehnik segmentacije in strojne arhitekture. V obstojedi literaturi najdemo resitve za segmentacijo slike
v realnem &asu za ozko dolocena podrodja uporabe. V &lanku je predstavijen sistemati¢en pristop k nacrtovanju procesnih blokov, ki olajsuje izbiro
segmentacijske tehnike in njeno prilagajanje implementaciji z FPGA vezji. Na osnovi pregleda segmentacijskih tehnik in obstojecih resitev v FPGA vezjih
smo dolodili arhitekturo sistema, ki omogoca udinkovito implementacijo vedine segmentacijskih tehnik. Predstavijena je metodologija iskanja optimalne
tehnike za izvedbo segmentacije v realnem Casu. Prednost prikazanega pristopa je v tem, da ni omejen na specifi¢no podrocje uporabe segmentacije.
Ker imamo Sirok nacrtovalski prostor, lahko z uporabo metodologije iskanja pridemo do optimalne resitve za vsak konkreten primer uporabe.

mentation of a particular image segmentation technique
as a tailored part of the system (e.g. autonomous robot),
and only relatively simple segmentation techniques are
used (see /4/, /5/, /6/). Furthermore, these implemen-
tations usually aren’t reusable. We therefore propose a sys-
tematic approach which represents a framework for future
implementations and takes into account existing approach-
es and hardware/software co-design methodologies.

1 Introduction

Image segmentation has been around for about 40 years
and can be considered a relatively mature part of the com-
puter vision. A multitude of segmentation techniques ex-
ists, suitable for everything from handwriting recognition
to automated vehicle guidance. But there is a rift between
research and practical use: the more sophisticated tech-
nigues seem to be rarely used in real life /1/. This results
in very strict requirements for the imaging part of compu- 2
ter vision systems and limits introduction of computer vi-

sion to everyday life.

Classification of image
segmentation techniques

While several problems are to blame for this situation, one 2.1 General overview

seems to be crucial: advanced image segmentation tech-
niques require impractical amounts of conventional com-
puting power to produce results on traditional CPUs in real
time - they have reached the limits of the Von Neumann
bottleneck /2/. Designing in the domain of FPGA circuits
provides a way to break this barrier /3/: most segmenta-
tion techniques can effectively be parallelized in hardware.

A systematic approach to implementation of the image
segmentation techniques on FPGA systems does not yet
exist. The majority of existing papers only deals with imple-

Table 1 presents an overview of the segmentation tech-
nigues divided into classes.

The technique classes are not sharply delineated and very

frequently, customized combinations of techniques are

used to achieve best performance for a given application.

The presented overview shows:

- image segmentation techniques have pronounced
advantages and drawbacks,

- most technique classes already have been efficiently
mapped to FPGA devices.

This work was supported by Ministry of Education, Science, and Sport of Republic of Slovenia as part of research program P2-0246 “Algorithms and
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Table 1: Overview of image segmentation techniques

Segmentation | Advantages Drawbacks Applications Efficient FPGA
technique implementations
class exist
Global very fast, lowest sensitive to uneven document imaging, yes
thresholding resource illumination, limited fingerprint recognition
consumption application area, no spatial
information considered,
sensitive to noise
Local fast, low resource limited application area, document imaging, yes
thresholding consumption, less sensitive to noise fingerprint recognition
sensitive to uneven
illumination ]
Watersheds correct placement of | usually requires subsequent medical imaging, face yes
boundaries, fast region merging step to reduce | detection, content-based
over-segmentation, sensitive image retrieval (CBIR),
to noise surveillance
Region growing | tolerant to noise, computationally expensive, medical imaging, image yes
connected edges, sensitive to seed selection compression, motion
custom similarity estimation, CBIR, face
criteria can be used detection
Split-and-merge | segments objects on | requires post-processing, range images, aerial no
different scales slow convergence, photographs, radiography
(pyramid structure) computationally expensive
Clustering custom similarity sensitive to noise, no spatial range images, satellite yes
criteria can be used, information considered, user images, medical imaging,
can detect small must specify number of CBIR, robot vision, non-
variations clusters in advance, destructive testing (NDT),
computationally expensive scene analysis
Model based tolerant to noise, very computationally medical imaging no
takes into account a- | expensive
priori information
Statistical extremely general, very computationally CBIR, medical imaging, yes
tolerant to noise expensive road segmentation, face
recognition, robot vision,
satellite imaging, NDT
Neural network | fast, tolerant to noise | large sample set required for medical imaging, CBIR, yes
based training, computationally NDT, road segmentation,
expensive face recognition, robot
vision
Fuzzy set based | tolerant to noise very computationally medical imaging, CBIR, yes
expensive road segmentation, NDT,
robot vision
Physics based proper segmentation | very computationally satellite images, visual no
of highlights expensive, restricted set of inspection
materials

2.2 Existing classifications

The papers describing the image techniques usually lack
comprehensive comparisons with othertechniques, espe-
cially regarding the execution efficiency. Only few papers
ofter direct comparison and classification of image seg-
mentation techniques:

In an early comparison /7/, desirable characteristics of
segmentation are defined: uniformity and homogeneity of
regions, simple regions without many holes, clear differ-
ences between adjacent regions and spatially accurate,
non-ragged boundaries.
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In /8/, techniques are classified and compared. Objec-
tive evaluation of segmentation techniques is discussed
and some general criteria for quality of segmentation (cor-
relation, uniformity and entropy) are given.

In /9/, color representations are discussed, with empha-
sis on perceptually uniform color spaces. The segmenta-
tion techniques are divided into feature-space (clustering
and thresholding approaches), image-domain (splitmerge,
region growing and edge based approaches), neural net-

work classification, and physics based technigues (using
i
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reflection models), with discussion on individual techniques
in the different classes.

In /10/, color segmentation techniques (including texture
segmentation) are overviewed and pre- and post-process-
ing is discussed. An array of techniques is then implement-
ed in software, tested on natural images, and carefully
compared.

We propose the creation of a classification of image seg-
mentation techniques, where the performance of these
techniques for different application areas is evaluated. This
will allow the designer to objectively compare different tech-
niques and choose the one most suitable for his applica-
tion.

2.2.1 Technique comparison

The scope of usability of a technique is usually already
defined by the author of the technique. Detailed compari-
son should therefore be limited to techniques that are a
priori suitable for a certain application area, using a per-
formance metric to make an objective comparison.

In /11/, the evaluation methods for image segmentation
technigues are divided into two types: the analytical and
empirical methods. The analytical methods are not very
common, due to the lack of formal image segmentation
theory, so only few examples are given. The empirical
methods are divided into goodness and discrepancy meth-
ods. The goodness methods evaluate desirable proper-
ties of segmentation technique, while the discrepancy
methods compare the actual segmentation results with “ide-
al” segmentation, usually defined by a human. Different
empirical methods are then compared and the discrepan-
cy methods are found to be more powerful.

We propose that discrepancy metrics, customized for dif-
ferent application areas, are used to compare the segmen-
tation techniques. After evaluating a particular segmenta-
tion technique, its strong and weak points should be clear-
ly outlined. This will enable the designer to select the opti-
mal technique for the proposed application.

3 Processing structure of
segmentation techniques

Most image segmentation techniques can be divided into
three main steps: preprocessing, segmentation and post-
processing (see Figure 1). While the segmentation steps
usually differ, many techniques share the same pre- and
post-processing steps.

A typical preprocessing step is Gaussian filtering of the
image to reduce the impact of noise or to construct differ-
ent scale spaces of the image. Similar 2D convolution proc-
ess is also used for edge detection (Laplacian, Sobel) or
texture filtering. This is a time consuming task on architec-
fures with a single processor, but also one that can be
accelerated using an FPGA /12/.
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Figure 1: Image segmentation processing steps

Another common preprocessing step is color space trans-
formation. The normal RGB color space is not optimal for
color image segmentation and many features have much
better contrast if a proper color space is used. This is a
time consuming operation involving matrix multiplication on
every pixel, especially when performed twice (e.g. RGB
to HSI and back). It can be effectively parallelized (each
pixel can be processed independently) and is a good can-
didate for FPGA implementation. An interesting implemen-
tation can be found in / 13/, where the trigonometric func-
tions were replaced with simple arithmetic.

Post-processing tasks include morphological operations,
region merging or removal of unwanted segments. Efficient
mapping of morphological operations in FPGAs has been
demonstrated in /14/ and region merging is being looked
into /15/. Nevertheless, post-processing tasks are not al-
ways well suited to FPGA implementation and are usually
implemented in software, facilitated by the reduced amount
of data due to preceding segmentation.

3.1 Architecture of an image
segmentation block _
An analysis of the preprocessing—segmentation—post-

processing workflow enables us propose a general archi-
tecture of image segmentation blocks.

The preprocessing steps are suitable for implementation
with FPGA devices. The segmentation process is usually
less regular and the use of a processor with an additional
FPGA coprocessor is needed to implement the segmen-
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tation algorithm effectively. The FPGA coprocessor com-
putes the regular computationally expensive parts of the
algorithm, while the processor processes these results on
a higher level. The same combination can also be used for
post-processing tasks, since they usually aren’t suitable
for a pure FPGA implementation.

The proposed architecture consists of a preprocessing
FPGA block, processor and an FPGA coprocessor with
external image and segmentation data buffers, as shown
in Figure 2. The link between the processor and the FPGA
coprocessor can be implemented in different ways, as
custom instructions (especially usable for soft-core proc-
essors), as a coprocessor or through a dedicated bus. The
FPGA devices containing hard-core processors (Xilinx Vir-
tex Il Pro) or soft-core processors (Altera Nios) are most
suitable for this implementation.
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Figure 2: General image segmentation block

architecture

4  Proposed design flow

An integral part of the proposed systematic approach to
image segmentation is the image segmentation technique
implementation workflow. It consists of two main parts,
technigue selection (using the classification of image seg-
mentation techniques) and adaptation of technique to make
it suitable for implementation on an FPGA-based system.
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Figure 3: Design flow

4.1 Technique selection

The definition of the problem consists of the definition of
the input image or video properties (source of image, ex-
pected image content, resolution, frame rate, grayscale or
color, color space, amount and type of noise, etc.) and
the definition of the environment, performance criteria and
goals of segmentation (static or temporal segmentation,
well defined or natural objects, stable or variable lighting,
expected number of objects, tolerance of erroneous seg-
mentation results, time to process one image, realtime
requirements, etc.). The hardware must be defined in terms
of resources that are available to the image segmentation
block (architecture, free processor cycles, free memory,
free FPGA blocks, and power limitations).

Once the properties of the desired system are known, clas-
sification of image segmentation techniques is used to
determine the adequate technique. The application is
matched to one of the application types in the classifica-
tion. The recommended techniques are compared and the
most suitable is chosen. Next, the preprocessing steps to
make it compatible with input image properties must be
defined. This can include filtering and/or color space con-
version. Also, any necessary post-processing should be
defined (e.g. morphological operations, etc.)
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4.2 Adaptation

Once the general structure of the segmentation block is
defined, adaptation of the segmentation block for FPGA
implementation must be performed, using the following
criteria:

- numerical precision,

- complexity of mathematical operations,
- parallelization,

- data throughput and memory usage.

4.2.1 Numerical precision

Floating point algorithms are generally not suitable for FPGA
implementation, due to their increased complexity and sil-
icon footprint. Usually, the image segmentation techniques
are robust enough to convert them to fixed point computa-
tion without major changes. If this is not possible, the tech-
nique must be adapted to fixed point precision.

4.2.2 Complex mathematical operations

Complex arithmetic operations can be defined as opera-
tions that are not easily broken down into the basic arith-
metic operations already built-in or easily implemented in
FPGA-s: addition, subtraction and multiplication. Some
examples are: division, roots, trigonometric functions and
logarithms.

These operations are generally hard to implement efficiently
and precisely at the same time. To implement them, ap-
proximations /13/ or look-up tables /16/ must be used
and a careful analysis of the tradeoff between needed pre-
cision and allowable complexity must be completed. A bet-
ter approach is to simplify the operations by reorganizing
data structures and by mathematical simplification of re-
guired operations.

4.2.3 Parallelization

FPGA implementations usually depend on parallelism. In
contrast to processors, where one task of essentially un-
limited complexity can be processed at a time, FPGA de-
vices are better suited to parallel execution of many sim-
pler tasks.

Most image processing and segmentation techniques are
of a local nature i.e. they work on one or a small range of
pixels at a time. An array of parallel processing units can
be used to accelerate computation by working on many
pixels at a time. If this is not possible, other techniques to
exploit parallelism exist, e.g. loop unrolling.

4.2.4 Data throughput and memory usage

FPGA devices have a small amount of fast internal RAM,
which is not large enough to buffer the whole image or
segmentation results. An effective implementation should
minimize accesses to external RAM, reusing the data al-
ready transferred into the internal memory as much as
possible, while using the smallest practical amount of the

internal memory. This can be achieved by data structures
reorganization and pipelining. Careful buffering will keep
the time spent waiting for data to a minimum. The local
processing techniques are advantageous in this respect.

4.3 Evaluation

After the adaptation process, the proposed image segmen-
tation block should be evaluated using design-specific cri-
teria like real-time performance, silicon area, power con-
sumption etc. If the criteria are not fulfilled, processing steps
should be redefined and adaptation repeated. If this is not
enough, a different segmentation technigue must be cho-
sen or the problem must be redefined.

5 Case study

For our short case study, we decided to analyze, adapt
and implement the image binarization technique described
in/17/.

5.1.1 Analysis

The technique consists of 9 processing steps in the fol-
lowing order: 5x5 mean smoothing of the original 8-bit gray-
scale image, activity calculation, Laplacian calculation, la-
bel image generation, label image processing, label im-
age thresholding, 3x3 mean smoothing, gradient magni-
tude calculation and removal of false print pixels.

An analysis of these steps shows that six steps are good
candidates for hardware implementation: the 5x5 mean
smoothing, the 3x3 mean smoothing, the gradient magni-
tude calculation, the Laplacian calculation, the label im-
age generation and the Sobel filtering step. These steps
are suitable for hardware implementation (fixed point pre-
cision, local processing) and can work concurrently, while
the remaining tasks are better suited for software imple-
mentation. The mathematical operations are limited to ad-
dition and constant multiplication. The local nature of
processing enables reuse of data in internal buffers, re-
ducing the data throughput.

5.1.2 Adaptation

We can adapt the mean smoothing blocks by using simple
shifting instead of multiplication. The errors thus introduced
are constant (21.9% for 5x5 and 43.8% for 3x3 mean
smoothing) and can be entirely compensated for by chang-
ing the two thresholds used by the technique. Multiplier
stages are no longer needed, at the cost of slightly re-
duced dynamic range. The Laplacian calculation and So-
bel filtering hardware blocks require only multiplication by
powers of two, also enabling us to use shifting instead of
multipliers.

Furthermore, the blocks can be grouped into stages, where
two or more blocks can work in parallel: First, 5x5 and
3x3 mean smoothing blocks process the input image.
Second, activity, Laplacian and label image calculation is

17
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performed on 5x5 mean smoothed image, while the last
stage performs Sobel filtering on 3x3 mean smoothed im-
age.

5.1.3 Implementation

We decided to implement the hardware blocks on an Al-
tera Apex prototype board with an Apex
EP20K200EFC484-2X device. The implementation used
a 100 x 100 pixel image, stored in external SRAM memo-
ry, and a state machine to read pixel data, compute the
results of the processing steps and write them back to the
SRAM memory. The design was done in VHDL in Altera
Quartus 11 4.1 IDE.

The external SRAM memory represents a bottleneck, be-
cause data can only be read one pixel at a time. We there-
fore divided the processing into a pipeline consisting of
three stages: First 27 states of the state machine were
used o concurrently compute the 5x5 and 3x3 mean
smoothing results for the given pixel and store them into
SRAM (25 pixelsread, 2 written). Next 19 states were used
to concurrently compute the activity, Laplacian and label
image for the given pixel of the 5x5 smoothed image and
store the label image in the SRAM memory (18 pixels read,
1 written). The final 10 states were used to compute Sobel
filtered result of the given pixel of the 3x3 mean smoothed
image and write it into SRAM (9 pixels read, 1 written).
When processing reaches the last pixel of the input im-
age, it resumes at the first pixel, refreshing the results reg-
ularly. The pipeline design means that three passes through
the data are needed to obtain all the results for the first
frame and afterwards each subsequent pass returns the
results for subsequent frames.

The worst case propagation delay in the design amounts
to 146 ns, SRAM read and write delays included, allowing
an 6.8 MHz system clock, which results in a refresh rate of
about 12 fps. The design uses 3300 logic elements (39%
of the device) and 6144 memory bits (5% of the device).
There are enough resources remaining to enable us to in-
clude a Nios soft core processor into the design to per-
form the remaining processing tasks.

This implementation, while not optimized for performance,
is intended as a demonstration of the second part of the
image segmentation implementation design flow, outlining
the basic tasks needed to implement image segmentation
in FPGA devices. It shows that analysis and adaptation of
the technique in accordance with the proposed guidelines
are vital for a successful implementation, enabling us to
save silicon and improve performance.
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6 Future work and conclusion

We have shown that a systematic approach to image seg-
mentation on modern FPGA platforms is needed. To make
the proposed systematic approach to image segmentation
practically useful, we plan to research a comprehensive
overview of different types of segmentation techniques
regarding their performance for particular application types.

Our proposal consists of an image segmentation technique
comparison, criteria for adaptation of techniques for im-
plementation on FPGA devices, an architecture for image
segmentation blocks and a workflow to efficiently select
and adapt a suitable technigue for image segmentation on
an FPGA device.

The approach was iliustrated by analyzing, adapting and
implementing a sample image segmentation technique in
accordance with the given criteria, resulting in reduced
implementation complexity and the ability to perform some
tasks in parallel.
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