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Abstract: The increased number of fabrication defects, spatial and temporal variability of parameters, as well as the growing impact of soft errors in
nanoelectronic systems require a paradigm shift in design, verification and test. A robust design becomes mandatory to ensure dependable systems and
acceptable yields. Design robustness, however, invalidates many traditional approaches for testing and implies enormous challenges. The RealTest
Project addresses these problems for nanoscale CMOS and targets unified design and test strategies to support both a robust design and a coordinated
quality assurance after manufacturing and during the lifetime of a system. The paper first gives a short overview of the research activities within the project
and then focuses on a first result concerning soft errors in combinational logic. It will be shown that common electrical models for particle strikes in
random logic have underestimated the effects on the system behavior. The refined model developed within the RealTest Project predicts about twice as
many single events upsets (SEUs) caused by particle strikes as traditional models.

Testiranje nanosistemov - izzivi in strategije
zagotavijanja kakovosti

Kjuéne besede: nanoelektronski sistemi, mehke napake, robustno nacrtovanje, testiranje za zagotavijanje kakovosti, nenadni osamijeni dogodki

Izvle&ek: Povedano stevilo defektov pri izdelavi, prostorska in éasovna spremenljivost parametrov, kakor tudi rasto¢ vpliv mehkih napak v nanoelektron-
skih sistemih zahteva spremembe v njihovem nadrtovanju in testiranju. Robustno nacrtovanje postaja nujno za zagotavljanje delovanja in sprejemljivega
izkoristka. Tako nadriovanje pa zavraca do sedaj mnoge tradicionalne pristope k testiranju in tako postavija nove izzive. Projekt RealTest naslavija opisane
probleme pri CMOS nanosistemih in si za cilj zastavlja zdruzeno nadrtovanje in testno strategijo z namenom dosedi robustno naértan sistem, ki bo
proizvodljiv z zagotovljeno kvaliteto. V prispevku opiSemo raziskovalne aktivnosti v okviru tega projekta in se osredotocimo na prve rezultate glede mehkih
napak pri kombinacijski logiki. Pokazemo, da z novimi modeli, ki simulirajo nenadne osamljene dogodke, lahko bolje napovemo in simuliramo napake na
nivoju celega sistema.

1 |ntr0duction* to transient faults during system operation lead to massive
reliability problems /5, 39/.
Continuously shrinking feature sizes offer a high potential
for integrating more and more functionality into a single
chip. However, technology scaling also comes along with
completely new challenges for design and test. As in the
past, manufacturing defects are still a major problem, and
efficient test and diagnosis procedures are needed to de-
tect and sort out failing devices. While “random” or “spot”
defects, such as shorts or opens, have been the major
concern so far, the scenario has changed in the nanos-
cale era. The increasing variability of transistors, the deg- A second source of static variability is the extremely small
radation of devices, as well as the increasing susceptibility number of dopant atoms in the channel of a transistor. Al-

One major reason for static parameter variations is sub-wave-
length lithography. For nanoscale fabrication processes the
wavelength used for lithography is greater than the size of
the structures to be patterned. As in pictures with a low res-
olution, the resulting structures don’t have exactly the in-
tended contours. Even if technigues for resolution enhance-
ment (RET) such as optical proximity correction (OPC) are
applied, these effects cannot be fully compensated /24/.

*  This work has been supported by the DFG-grant “RealTest".
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though the concentration of dopant atoms in the channel
remains more or less constant, the decreasing channel
lengths lead to an exponential decrease of the number of
dopant atoms with successive technology generations, and
below 50 nm only tens of atoms are left. This implies that
the “Law of Large Numbers” is no longer valid and distur-
bances in a few atoms already result in different electric
characteristics of the transistors, as for example different
threshold voltages. This phenomenon is also referred to
as “random dopant fluctuations”.

Finally the varying power density in different components
of a system is a reason for dynamic parameter variations.
Extremely high switching activity in certain areas, e.g. the
ALY in a microprocessor, may for example cause “hot
spots” which in turn may result in voltage droops and sup-
ply voltage variations.

During the lifetime of a chip, aging and degradation of de-
vices can produce new permanent faults, which stay in the
system. Transient faults or “soft errors”, which affect the
system operation for a short time and then disappear again,
can be caused by a-particles emitted from the packaging
material or by cosmic radiation. Traditionally, soft errors
have only been considered for memories, because the
more aggressive design rules for SRAM and DRAM arrays
made them more susceptible to particle strikes. Meanwhile,
a saturation of the soft error rate (SER) in memories can
be observed, while the vulnerability of combinational logic
and latches is increasing /2, 13/.

To cope with these inevitable problems, a “robust” design will
become mandatory not only for safety critical applications but
also for standard products. On the one hand, a shift from
deterministic to statistical design is necessary to deal with
parameter variations /5, 39/. On the other hand, fault toler-
ance and soft error mitigation techniques are necessary to
compensate a certain amount of errors /2, 13, 29, 34/.

However, the changing design paradigms also reqguire a
paradigm shift in test. As “robust” systems are designed to
compensate faults to a certain extent, it is no longer suffi-
cient to classify chips into passing and failing chips. In-
stead, additional information about the remaining
robust-ness of passing chips is required (“quality binning”).
Furthermore, the “acceptable” behavior of a system may
vary within a certain range, which is possibly application
specific (e.g. accuracy or speed). Consequently, test de-
velopment cannot only be based on classical measures
such as fault coverage, but tests have to verify that mod-
ules fulfill their specifications including robustness proper-
ties. Additional problems arise, because traditional observ-
ables such as Ippq are no longer reliable failure indicators.

2  The RealTest Project

The problems explained above are addressed by the Real-
Test Project, which targets unified design and test strate-
gies supporting both a robust design and efficient test pro-

cedures for manufacturing test as well as online test and
fault tolerance. The project is a joint initiative of the Univer-
sities of Freiburg (Bernd Becker, llia Polian), Stuttgart (Hans-
Joachim Wunderlich), and Paderborn (Sybille Hellebrand),
and the Fraunhofer Institute of Integrated System Design
and Design Automation Dresden (Bernd Straube) /4/. Itis
funded by the German National Science Foundation (DFG)
and gets industrial support from Infineon Technologies,
Neubiberg, and NXP Semiconductors Hamburg. In detail
the research focus is on the following topics:

- Fault modeling,

- State monitoring in complex systems,

- Testing fault tolerant nanoscale systems,

- Modeling, verification and test of acceptable behavior.

The research activities are strongly dependent on each
other. To design for example a robust system, which can
compensate disturbances during system operation, a de-
tailed analysis of possible defect and error mechanisms is
indispensable. This analysis must take into account statis-
tical variations of the circuit parameters and provide a sta-
tistical characterization of the resulting behavior. Depend-
ing on the results the appropriate design and fault toler-
ance strategies can be selected. Particular attention must
be paid to flip-flops and latches, as they become the dom-
inating components in random logic and are extremely vul-
nerable. As the known techniques for hardening flip-flops
and latches are very costly, new efficient techniques for
state monitoring are needed. The design strategy and the
data obtained by the initial defect and error analysis deter-
mine the constraints for the test of the system. The cost for
test and design can be reduced, if it is possible to identify
critical and non-critical faults depending on the applica-
tion. For example, a fault in a DVD player resulting in only a
few faulty pixels at certain times is tolerable for the user
and need not be considered. A precise and application
specific model of the acceptable behavior of the system is
the basis for this step.

A short outline of the specific problems dealt with in each
topic is given in the following subsections.

2.1 Fault modeling

Defects, soft errors and parameter variations in future tech-
nologies cannot be accurately characterized by existing
fault models. To be able to deal with the complex physical
phenomena responsible for the circuit behavior, new fault
models must be developed comprising, in particular, sta-
tistical profiles of circuit parameters and conditions for fault
detection.

This work is based on techniques for inductive fault analy-
sis, which extract the behavior of defective layouts via the
electrical level to higher levels of abstraction /18/. As clas-
sical approaches for inductive fault analysis do not take
into account spatial and temporal variabilities, they must
be extended accordingly. A first result concerning soft er-
rors in combinational logic will be described in Section 3.
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2.2 State monitoring in complex systems

The percentage of flip-flops in logic components is rapidly
growing, which is for example due to massive pipelining or
speculative computing based on large register files. In
particular, fault tolerant architectures rely on redundant
structures and also work with an increased number of
memory elements. Already today, circuits with more than a
million flip-flops can be found both in data dominated and
in control dominated designs /21/.

Flip-flops are particularly susceptible to hard and soft er-
rors, and, as it will be analyzed in more detail in Section 3,
soft errors in the combinational logic also propagate to the
system flip-flops with a higher probability than assumed so
far. An additional problem appears in power aware designs,
where clock gating is used to keep the system state for
longer periods of time. Similar as the contents of memory
arrays, the system state is then exposed to disturbances
over longer time spans.

Ensuring the correct system state is thus a problem of major
importance. However, while online testing and monitoring
of memory arrays is already state of art, respective tech-
niques for logic circuitry are still in their infancy. Here the
goal is to investigate monitoring techniques and reconfigu-
ration strategies, which are suitable for both manufactur-
ing and online test. In particular new and robust hardware
structures for scan chains are under development. Similar
as in memory arrays, the key issue is not to harden each
single memory element but to partition the flip-flops into
appropriate subsets, which can be monitored with the help
of failure characteristics /14/.

2.3 Testing fault tolerant nanoscale
systems

On the one hand robust design styles are contradictory to
traditional design for testability rules, as they decrease the
observability of faults. On the other hand fault masking
helps to increase vield. Consequently, a "go/nogo” test
result is no longer satisfactory, instead information about
the remaining robustness in the presence of faults is need-
ed for quality binning.

As classical fault tolerant architectures such as triple modu-
lar redundancy (TMR) are very costly to implement, they are
still restricted to safety critical applications /36/. For other
systems, less hardware intensive solutions are of particular
interest. The research activities within the project therefore
focus on self-checking designs, which are able to detect
errors and initiate a recovering phase once an error has
happened /33/. Typically self-checking systems aim to
achieve the totally self-checking goal (TSC), i.e. to detect
an error when it results in a wrong output for the first time.
Strongly fault secure circuits e.g. achieve the TSC by guar-
anteeing for each fault either a test pattern or fault free oper-
ation even in the case of fault accumulation /40/. Design
guidelines for strongly fault secure circuits are already given
in /40/, more advanced techniques are described in /22/.
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In principle, tools for automatic test pattern generation
(ATPG) can be used to both verify the self-checking prop-
erties of the design and to generate test patterns for man-
ufacturing test. Clearly an ATPG tool can verify the exist-
ence of test patterns, and checking fault free operation in
the presence of faults corresponds to the known problem
of redundancy identification. However, there are several
challenges, which are not yet addressed in state of the art
tools. To deal with fault accumulation, the tools must be
able to handle multiple faults efficiently. Furthermore, self-
checking designs usually work with input and output en-
coding, and test patterns for online checking must be in
the input code and result in a circuit response outside the
output code. This requires ATPG with respective con-
straints. For manufacturing test, the fault model may be
different from that for online checking. The interaction be-
tween both fault models must be analyzed, and a test set
must be determined which can detect not only manufac-
turing defects but also reduced self-checking properties.

2.4 Modeling, verification and test of
acceptable behavior

As mentioned above, the behavior of nanoscale systems
may be “acceptable” within a certain range, which is pos-
sibly application specific (e.g. accuracy or speed). This
observation has been exploited in /6/ to introduce the con-
cept of error tolerant design. Within the framework of the
RealTest Project a more general approach is followed to
develop metrics for "acceptable behavior’ taking into ac-
count aspects of both offline and online testing.

Along with the development of respective metrics and their
integration into ATPG tools, an important issue is to pro-
vide means for estimating the impact of hard or soft errors.
The “severity” of a soft error in a sequential circuit can for
example be measured by the number of clock cycles the
system needs to return to a fault free state /12/. The re-
spective classification of soft errors in /12/ is based on a
temporary stuck-at fault model for soft errors and an efficient
estimation of the error probability P associated with each
fault. Perr reflects the probability that a soft error causes an
erroneous output or system state. It can also be used as a
guideline for selective hardening of circuit nodes /30/.

3 Single event transients -
An underestimated problem

As soft errors in random logic are a key challenge in nano-
scale systems, within the framework of the Real Test Project
special emphasis has been placed on modeling the ef-
fects of particle strikes in combinational logic /15/. The
results of this work have shown that soft errors in random
logic are still an underestimated problem. In particular, it
has been shown that in the majority of investigated cases
soft errors remain in the system about twice as long as
predicted by traditional approaches. For a better under-
standing of these results, the differences between tradi-
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tional modeling and the refined approach from /15/ are
pointed out in more detail in the sequel.

A particle strike in combinational logic can cause a glitch
in the output voltage of a logic gate /8/. Usually such a
“single event transient” (SET) only leads to a system fail-
ure, if it can propagate to a register and turn into a single
event upset (SEU) there. As a precondition, propagation
paths must be sensitized in the logic, and the glitch must
arrive at the register during a latch window /23, 31/. In
Figure 1 this is illustrated for a small example.

Fig. 1:

Logical and latch window masking.

If the particle strike at the AND gate produces a glitch at
the output, this can only be propagated through the OR
gate for w = 0. The glitch at the output of the OR gate is
not latched in the FF, because it has disappeared before
the next rising edge of the clock. In addition, depending
on the amplitude of a glitch, its propagation can also be
prevented by electrical masking /9/. Overall, it is particu-
larly important not only to predict the occurrence of an
SET but also to accurately characterize its expected shape.

State of the art device simulators allow a precise charac-
terization of SETs, but they are also highly computationally
intensive /10/. In many cases circuit level techniques of-
fer a good compromise between accuracy and computa-
tional cost /3, 20, 25, 32, 35/. They can also be com-
bined with device level analysis to mixed level approaches
/9, 10/.

3.1 Refined electrical modeling for
particle strikes

Most circuit level approaches model the effect of a parti-
cle strike with the help of a transient current source as
shown in Figure 2.

A common approximation to determine the current slope /(t)
is the double exponential function in equation (1) /28/. Here
Ta is the collection time-constant of the pn-junction, and 1,
denotes the time-constant for establishing the electron-hole
track.

strike ¢

b1y
0o )

soob
NMOS t

Transient current model.

1= fo[exp[—f}— exp(—r—fjj (1)

An alternative model is given by formula (2) with parame-
ters Q, T and K, where Q is the collected charge, T is a
pulse-shaping parameter and K is a constant /11/.

e

Both models assume a constant voltage V across the pn-
junction and do not consider the interdependence between
charge collection and the change in voltage over time. This
simplification is appropriate for modeling strikes at a signif-
icant distance from a pn-junction, where charge is collect-
ed by diffusion.

Fig. 2:

However, if an a-particle or a heavy ion generated by a
neutron strike crosses a pn-junction, this leads to a "“fun-
neling” process, which has first been described by Hsieh
for a-particle strikes /16/. Here, charge collection by drift
is the dominating phenomencn, and this process depends
on the electric field strength, and thus on the voltage.
Among several models for the charge collection by drift,
Hu's model has been selected as the basis for the work in
/15/, because it is also valid for variable field strength
/17, 27, 28/. Hu only considers o~particle strikes, but it
has been shown by device simulations that ions crossing a
pn-junction lead to similar effects /37/.

For the sake of simplicity, in the following explanations it is
assumed that the particle strikes the pn-junction at an an-
gle of 90°, and the discussion is restricted to NMOS with-
out loss of generality. The particle strike in Figure 3 gener-
ates a track of free electron-hole-pairs, which disturbs the
depletion zone.

The electrons from the track are drifting to the drain/source
region while the holes are drifting into the substrate gener-
ating an electric field. The depletion zone is gradually re-
generated in the regions where no holes are left over. This
funneling process is finished when all the holes have drift-
ed out of the original depletion zone. To model the current
flow Hu assumes an ideal voltage source V as depicted in
Figure 3.
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Fig. 3:  Funneling process.

In addition to V, the drift current lyir(t) is determined by the
diode potential Uy of the pn-junction, the voltage Upp.(t)
across the depletion zone, the resistance Rt of the elec-
tron-hole-track, and the resistance Rs of the substrate. With
G = (Rt + Rs)" the curve lain(t) is given by equation (3).

[m-m(t) =G (V + U/> - U[)I’I, (f)) (3)

To determine the voltage Uppr(t) Hu assumes that the
charge carrier density is equal to the density Nsup of ac-
ceptors in the substrate. However, Juhnke has shown by
device simulation that this approximation may not be pre-
cise enough /19/. Exploiting the condition of quasi-neu-
trality in semiconductors Juhnke derives an improved model
with equation (4) for Upp(t).

Upp (1) = NL VU, .[ Ly (2)dr (4)

ehd 0
The parameter Nep s is the line density of the electron-hole-
pairs along the track, which depends on the energy of the
particle strike. K is a technology dependent parameter
mainly determined by the mobilities of the electrons and
holes and by the density of acceptors in the substrate. In-
serting (4) into (3) pro-vides the differential equation (5) for
Larite(t).

[mv[// 0= G'(V+ U, “”A'[[S’"' hY, V+U, .[ [zlr'i/i(f')[Zf'] 5)
i)

ehd

For constant voltage V this equation has a closed form
solution and Juhnke’s model can be summarized by for-
mula (6).
: ! N,.
Ly (=G -(V+U,)- CXP(‘;] s = E?KiliiU,) ()

As observed in /15/ the assumption of constant voltage is
only necessary to derive a closed form solution for /gnd(t).
The term V + Uy in equation (5) can therefore be replaced
by a variable voltage U(t), which pro-vides equation (7).

1"//-,/: (f) = G(U([)__]\_/f__ ’VU(t) J. ]dr‘[/i(f)df] (7)

el

With ((7) :N{,,,J’,f'(K wlU(t)) equation (7) can be rewritten to
formula (8), which suggests the interpretation as a serial
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connection of a capacitance and a conductance. Since
the capacitance C(t) depends on U(t), the model is also
referred to as UGC model.

1,4(0=G -[U(r) —% I Lo (r')dz') ®
State-of-the-art circuit simulators based on advanced de-
scription languages such as VHDL-AMS allow the imple-
mentation of arbitrary two terminal networks. Thus, it is not
necessary to solve equation (7) analytically, but it can be
passed directly to the simulator for numerical analysis. A
symmetric analysis can be carried cut for PMOS devices,
but then the network must be connected with opposite
polarity and the technology parameter K must be adapted.

First experiments reported in /15/ have shown that the
traditional transient current model (based on equation (6))
and the UGC model provide significantly different results.
Analyzing for example the behavior of a transistor after an
oa-particle strike of 1 MeV, the glitches in the drain voltage
predicted by the UGC model have smaller amplitude but
longer duration. To justify this different view on single event
transients, the UGC model has been validated by compar-
ing it to the device level analysis of an NMOS transistor
reported in /9/. As shown in /15/ both the device level
simulations and the circuit level simulations using the UGC
model yield smaller amplitudes and longer du-rations than
traditional circuit level simulations based on a transient
current source.

3.2 Gate level modeling and simulation
results

The impact of the UGC model on SEU prediction can be
two-fold. On the one hand, smaller amplitudes may increase
electrical masking, but on the other hand a longer dura-
tion of glitches is likely to increase the probability of prop-
agation through the circuit. In order to analyze the impact
of the UGC model in more detail, in /15/ the gate level
behavior in the presence of SETs has been extracted us-
ing standard techniques as described in /1/. The circuit
level parameters were based on a 130 nm process, and
for each gate full parasitic information was taken into ac-
count during extraction. This way a gate library was creat-
ed and used to synthesize a set of finite state machine
benchmarks with the SIS synthesis tool, the characteris-
tics of which are summarized in Table 1 /26, 38/.

The columns show the names of the finite state machines,
the number of states, the number of primary inputs and
outputs, the number of flip-flops and the number of gates
after state minimization, state coding and logic minimiza-
tion as well as the minimum cycle times in picoseconds.

For the simulation at the gate level with a state of the art
event driven simulator, the properties of the library cells
were mapped to VHDL behavioral descriptions. To model
electrical masking at the gate level, the observations re-
ported in /7/ were exploited. Electrical masking is most
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Table 1. Characteristics of FSM examples

FSM States | PI | PO | FF | Gates | tc [ps]
bbara 10 4 2 8 90 670
dk14 7 3 S 3 145 993
dkle6 27 2 3 5 409 2068
ex5 2 2 2 18 348
ex6 8 5 8 3 123 928
fetch 26 9 1151 9 210 697
keyb 19 7 2 8 333 905
lion 4 2 1 2 20 308
me 4 3 5 9 50 381
nucpwr 29 131 27| 5 271 568
sl 20 8 6 8 199 1159
sand 32 111 9 [ 21 928 1186
scf 122 | 27| 56| 24 1280 1668
shiftreg 8 1 1 4 16 209
styr 30 9 1 10| 5 767 2677
sync 52 191 7 | 33 529 1403
trainl1 11 2 1 2 15 211

pronounced in the first two logic levels after the struck node
and after this, electrical masking effects can be neglected
and strictly Boolean behavior can be assumed.

To quantify the impact of the UGC model, the following
simulation flow is reported in /15/. The behavior of a finite
state machine is monitored during a given number of cy-
cles with a random input sequence. To compare the UGC
model to the common model based on a transient current
source, in fact three copies of the finite state machine are
simulated under exactly the same conditions. in each clock
cycle a random SET is injected into the combinational log-
ic of the finite state machine: an SET characterized by the
UGC model in one copy and an SET characterized by a
transient current source into the other copy. For compari-
son the third copy simulates the fault free case. If the SET
cannot propagate to a flip-flop in neither copy, then the
next SET is injected in the next cycle. Otherwise, a check-
point for the simulation of the good machine is generated,
and the simulation is continued until a fault free state is
reached again. This way it can be determined how long
the fault effects remain in the system, which can be used
as a measure of the “severity” of the faults /12/. If the fault
effects remain in the system for more than a given limit,
then the analysis is stopped to save simulation time. After
the states of both copies agree with the good machine or
the analysis of fault effects has been stopped, the check-
point for the simulation of the good machine is restored,
and simulation continues with the injection of the next SET.

For the first series of experiments in /15/, a clock of
maxi-mum frequency was assumed while monitoring the
finite state machine for 10 million SET injections. The re-
sults showed that once an SET manifested itself as an SEU

in the system, the average time for the SEU to stay in the
system was similar for both the UGC and the traditional
transient current model. However, comparing the number
of occurrences of SEUs showed significantly different re-
sults for both models. To simplify the discussion of the re-
sults in the following let tygc denote the number of cycles
an SET remains in the system when the simulation is based
on the UGC model, and let tyans represent the same number
for the transient current model. Furthermore, the number
of SETs with tyge > k is denoted by n(tuge > k), and the
number of SETs with tyans > k is denoted by nN{tyans > k).

In particular, a value of tygc or tians larger than zero means
that the SET has been propagated to one or more regis-
ters, consequently causing an SEU. In sequential circuits
an SEU can sometimes be tolerated, if it remains in the
system only for or a few clock cycles and the system re-
covers quickly to fault free operation /12/. But if it repeat-
edly propagates through the next state logic and stays in
the system for many cycles, then the risk of a severe sys-
tem failure increases considerably. Thus, it is also particu-
larly important to compare the results for the number of
SEUs staying in the system for more than a tolerable
number of cycles.

Figure 4 compares n(tyce > 0) and N(tians > 0) as well as
Mtuge > 20) and ntyans > 20). For each circuit, the left bar
shows the ratio n(fuge > 0)/nltians > 0), and the right bar
represents the ratio n{tugec > 20)/Nltirans > 20). There are
some cases where no SEUs stayed in the system for more
than 20 cycles in both cases. Here the respective bars
are omitted.
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Fig. 4: Comparing the ratios n{tugc > O)/n(tyans > 0), and
Ntuae > 20)/n(tyans > 20) for maximum
frequency.

It can be observed that the major trend is a factor of two
between the UGC model and the transient current source
model. This implies that the more realistic prediction by
the UGC model results in twice as many (severe) SEUs as
a prediction by the traditional transient current model.

The detailed results in /15/ show that there are also some
cases where the transient current source model predicts

217



Informacije MIDEM 37(2007)4, str. 212-219

S. Hellebrand, C. G. Zoellin, H.-J. Wunderlich, S. Ludwig,
T. Coym, B. Straube: Testing and Monitoring Nanoscale Systems ...

longer times for the SEUs to stay in the system. In this
case the smaller amplitudes predicted by the UGC model
result in electrical masking. But five to ten times more of-
ten the longer duration of glitches is the dominating effect.

Although the probability for an SET to be latched in a flip-
flop increases with the operating frequency, these trends
have been confirmed also for simulations based on differ-
ent clock frequencies /15/.

4 Conclusions

The increasing variability of parameters and the increasing
vulnerability to defects, degradation, and transient faults
require a paradigm shift in design and test of nanoscale
systems. A robust and fault tolerant system design becomes
mandatory also for non critical applications, and testing
has to characterize not only the functionality but also the
robustness of a system.

The RealTest Project addresses these problems by devel-
oping unified design and test strategies supporting both a
robust design and efficient test procedures for manufac-
turing test as well as online test and fault tolerance.

First results concerning the susceptibility of random logic
to soft errors have shown that the effects of SETs have still
been underestimated so far. Simulations at gate level based
on a refined electrical model for SETs have revealed about
fwice as many critical effects as simulations based on a
traditional model.
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