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Data mining of baskets coUected at different locations over one year 
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This paper describes the Brst steps in analysis ofmiUions of baskets coUected over the past year from a 
retail grocery cbain containing hundreds ofstores. Each record in the data set represents an individual item 
processed by an individual checkout laser scanner at a particular store at a particular time on a particular 
day. In order to get some insights in the data, vve used several different approaches including some statis-
tical analysis, some machine learning, and some data mining methods. The sheer size of the data set has 
forced us to go beyond usual data mining methods and utilize Meta-Mining: the post processing of the 
results ofbasic analysis methods. 

1 Introduction 
We have obtained a data set form a retail grocery chain 
which contains ali checkout scanner records for approxi-
mately one year. The data are delivered to the corporate 
headquarters on a weekly basis and are processed into a 
large corporate data warehouse at that time. We obtained 
a data feed from the in-house data processing activity. The 
corporate programs are written in COBOL and run on a 
large IBM mainframe computer. Thus, the records we ob-
tain are in EBCDIC (rather than ASCII) and contain fields 
which are packed decimal and other non-standard formats. 
The data arrive weekly on a IBM 3590 cartridge tape which 
we insert into the Magstar tape library. The files are copied 
from tape onto the RAID storage and compressed (from 
6GB to less than 2GB file size) so that they can be read 
on the Linux systems (which have a 2GB file size limit). 
We run our custom conversion program to convert the data 
from EBCDIC to ASCII and packed decimal to ASCII, etc. 
This produces one file for each hour of the week. These 
files are then sorted (by store, time, transaction number, 
etc.) to put ali items in a market basket together. 

At this point the data are organized sufficiently for many 
different subsequent processing steps. Our standard pro­
cessing generates a new file with one record per basket, 
listing the items in the basket on that record. We have other 
specialized projects which perform different processing on 
the basic sorted files. 

2 Data Description 
Our data set consists of about a year of data coUected over 
several hundreds of supermarket stores having different 
sizes and locations. Each record in the data set represents 
an item that was scanned at one of the checkout stations 
at a given store, day, and time. For each record we have a 

number of fields giving details about the conditions under 
which it was sold, such as priče, Information about poten-
tial priče reductions applied (coupon šale, regular šale,...), 
department inside the store, checkout scanner number, and 
customer number. There are a few miliion baskets each 
week and a total of several miliion customers that are reg-
istered as "loyal customers". 

Each item is associated with a Universal Product Code 
(UPC) and there is additional Information about the items 
themselves given in a 4-level hierarchical taxonomy. The 
top level includes nearly 100 categories of items, such as 
bakery, dairy, frozen food, salads, seafood, wine, etc. The 
next level, giving a finer grouping of items, includes sev­
eral hundred groups, such as bakery mixed, bakery needs, 
candy, deli, fresh bread & cake, juice drinks, lettuce, milk 
fresh, pet food, etc. The third level includes a couple of 
thousand subgroups such as fresh fish, frozen fish, other 
seafood, cake decor and food color, fruit snacks, carrots, 
peppers, tomatoes, other vegetables, pasta sauce, etc. The 
leaf level contains a couple of hundred thousand items with 
their UPC codes, such as cherry angel food cake (within 
cupcakes within cakes within baker/), Hanover whole baby 
carrots (within carrots within frozen vegetables within 
frozen), 48% vegetable oil spread (within margarine-bowls 
within margarine and butters within dairy), "wht zinfan-
del" (within wine-misc within wine within alcohol bever-
age). 

Because there are a couple of hundred thousand differ­
ent items it is useful to group them somehow. We found it 
extremely difficult to create groups by clustering the names 
and other methods because the text descriptions do not pro-
vide common unique Identification and it is sometimes dif­
ficult to group common products together. For example, 
there are 1909 entries in our database which contain the 
text string "MILK," including "MILKY WAY," BUTTER-
MILK PANCAKES," etc. Of these, 291 contain the string 
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Distribution of Basket Sizes per Hour across ali stores for 10-06-00 
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Figure 1: Side-by-side boxplots shovving the distributions 
of basket sizes for each hour of one day across ali stores. As 
expected the most items are purchased during the daytime 
(Hour 10 to 20 meaning 10 a.m. to 8 p.m.). Notice aiso that 
a considerable number of baskets have around 100 items. 

"FRESH MILK." Of those, 49 contain the string "2%." 
Five of those contain the string "1/2%." Thus there are 44 
items which correspond to 2% FRESH MILK coming from 
different suppliers, in different size containers, made of dif-
ferent materials. Because of these difficulties, in our work 
here we only use the third level of the taxonomy; ali of our 
subsequent analyses are based on the couple of thousand 
subgroups. 

The main unit we are dealing with is a basket, corre-
sponding to the content of a physical basket the customer 
presented at the counter. The number of baskets varies over 
hours and stores and so does the number of items in an indi-
vidual basket. It is interesting to see how the average basket 
size varies during the day. Figure 1 shows the distribution 
of the basket size over different hours of one day for ali the 
stores. As expected the most items are purchased during 
the daytime (10 a.m. to 8 p.m.), vvhere 25% of the baskets 
contain more than 10 items with a considerable number of 
baskets having around 100 items. There are also some out-
liers with over 150 items, even one basket with about 200 
items that was purchased around midnight (Hour O in the 
graph). Ali these outliers potentially reflect noise or error 
in the processed data and some simple statistical processing 
can help in identifying such situations. 

3 Decision Trees 
Decision trees have often been used in Data Mining tasks 
such as finding cross-selling opportunities, performing pro-
motion analysis, analyzing credit risk or bankruptcy, and 
detecting fraud. We use the C5.0 decision tree algorithm 
(an extension of C4.5 proposed by Quinlan[8]) deriving a 
rule set from a decision tree. We tried to predict the size of 
a basket based on several characteristics of the transaction, 

namely: the basket contents, the particular store number 
(this is an arbitrary corporate designation for the store), and 
tirne. We constructed rules predicting basket size within 
broad categories (Very Small = 1-3, Small = 4-10, Medium 
= 11-20, Large = 21-40, Very Large = 41 or more). For 
clarity we have rewritten some of the rules generated by 
the program. Figure 2 shows some of the rules derived 
(with pruning set to severity 75 and at least 10 examples per 
node) from the tree constructed for the hour with the small-
est number of the baskets (4 A.M. to 5 A.M.) on an April 
Monday. The frequency counts of the five basket size cate­
gories are, respectively, (381, 84, 15, 3, 1). Since this hour 
is in the middle of the night most baskets are very small and 
the rules reflect this fact. The most significant rule notes 
that non-loyal customers have very small basket sizes. The 
remaining rules show that the three subgroups, ICE CREAM 
& DESSERTS, WHITE SLICED,ENTREE-SIDE DISHES, are 
important for distinguishing betvveen small and very small 
baskets in the middle of the night. 

Rules for Vcry Small Baskets (ali rules): 

if not loyal customer 
then Very Small (275, 0.921) 

if not (ICE CREAM & DESSERTS, WHITE SLICED, 
ENTREE-SIDE DISHES) 
then Very Small (445, 0.83) 

Rules for Small Baskets (ali rules): 

if loyal customer 
and WHITE SLICED 
then Small (11, 0.692) 

if loyal customer 
and ICE CREAM & DESSERTS 
then Small (11, 0.53 8) 

if not ICE CREAM & DESSERTS 
and ENTREE-SIDE DISHES 
then Small (10, 0.5) 

Figure 2: Some of the decision tree rules for the hour from 
4 A.M. to 5 A.M. The two numbers in brackets show the 
number of baskets covered by the rule and the fraction of 
baskets for which the rule holds. 

The rules for the hour with the highest number of the 
baskets for the same day (5 P.M. to 6 P.M.) are given in 
Figure 3. The frequency counts of the five basket size cate­
gories are, respectively, (20179,12855,6481, 3928,1195). 
The number of rules for the same five categories are (5, 32, 
93,114,33). The most obvious feature of these is that they 
contain a considerably larger number of clauses. One rule, 
which we have omitted from the figure, predicts very small 
basket size for ]oyal customers if the basket contains EGGS 
and does not contain any of 39 other specific subgroups. 

We looked in more detail at the very small baskets and 
found 11,931 baskets vvith one item, 4,691 with t\vo items, 
and 3,557 with three. The most frequent items in the 
one-item baskets (in descending frequency) were SNACK 
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BAR, HOT PREPARED FOOD, EGGS, REGULAR COLAS, 
BREADS, 2% MILK, BABY FORMULA-LIQUID, etc. The 
most frequent combination pair of subgroups in the two-
item baskets were HOT PREPARED FOODS (twice), FILM 
COUPON and FRONT RAČK ITEM, and MILK (twice) (Film 
is usually displayed in the front racks). The most fre-
quent triple of subgroups was BABY FORMULA-LIQUID, 
BABY FOOD-CEREALS, BABY FOOD-JUICES which only 
occurred 12 times. 

Rules for Medium (a subset of 93 rules): 

if LowerBound < StoreNo <= UpperBound 
and loyal customer 
and LUNCHMEAT 
and not (MEATS DELI, PASTA, EGGS, POTATO CHIPS, 
BABY FOOD-CEREALS-COOKIES, FOTATGES & ONIONS) 
and CAT F00D-WET > 3 
then Medium (21, 0.826) 

if tirne <= 17:20:00 
and loyal customer 
and (SHREDDED CHEESE 
and not (MEATS DELI, 
UNK, BABY FOOD-CEREALS-COOKIES 
then Medium (21, 0.826) 

POTATOES & ONIONS) 
PASTA, YOGURT, EGGS, BACON, 

CONVENIENCE FOODS.) 

Rules for Large (a subset of 114 rules): . 

if (REGULAR COLAS, EGGS, 2%, SOUR CREAM) 
and not ( CONDENSED CANNED SOUPS, BACON) 
then Large (31, 0.667) 

if loyal customer 
and (MEATS DELI, EGGS, POTATOES & ONIONS, BACON) 
and not (CANNED CHUNK LITE TUNA, PASTA, 
POLY BAG POTATOES, PAPER TOWELS) 

then Large (61, 0.635) 

Rules for Very Large (a subset of 32 rules): 

if (YOGURT, EGGS, POTATOES & ONIONS, UNK 
then VeryLarge (48, 0.9) 

> 3) 

if (REGULAR COLAS, 
then VeryLarge (77, 

EGGS, BACON, 
0.722) 

LUNCHMEAT) 

Apriori algorithm [2] using the publicly available imple-
mentation [4], a version of which is incorporated in the 
commercially available data mining package "Clementine-
SPSS". 

In a typical data mining setting, it is assumed that there 
is a finite set of literals (usually referred to as items) and 
each example is some subset of aH the literals. The Apriori 
algorithm performs efficient exhaustive search by using dy-
namic programming and pruning the search space based on 
the parameters given by the user for minimum support and 
confidence of rules. This algorithm has been widely used 
in data mining for mining association rules over "basket 
data", where literals are ali the items in a supermarket and 
examples are transactions (specific items bought by cus-
tomers). 

An association rule is an implication of the form X —>• 
Y, vvhere X and Y are subsets of literals and X r\Y = (f>. 
We say that the rule holds with confidence c if c% of ex-
amples that contain X also contain Y. The rule is said 
to have support s in the data if s% of examples contain 
XUY. In other words, we can say that for the rule X —> Y, 
') 
its support estimates the joint probability of the rule items 
P{X, Y) and its confidence estimates the conditional prob-
ability of the rule's implication P{Y\X). 

We reduced the number of rules by imposing a ranking 
on the rules and keeping only the highly ranked rules. For 
each rule we calculated its unexpectedness by comparing 
the support of the rule with the estimate of support based 
on the item independence assumption. Specifically, we 
compared the squared difference between support and es-
timated support with estimated support. Large values of 
this statistic make large contributions to the chi-squared test 
proposed in [3]; see also, [5]. However, we didn't use the 
chi-squared test for cutting off the top rules since we had no 
evidence that our data would follow the chi-squared distri-
bution. Instead, we kept the top 1000 rules out of between 
40 000 and 400 000 rules, depending on the store and week. 

Number of repeating trlpplea of Itema 

Figure 3: Some of the decision tree rules for the hour from 
5 p.M. to 6 P.M.. Notice that UNK is used for for Un-
known. It is interesting to note that some of the rules use 
the (arbitrary) store number to predict basket size and one 
rule ušes the time of day. Several of the rules apply only to 
loyal customers. 

4 Association Rules No. of tho trippla repei 

In order to find associations between the items in the data, 
we used association rules. As usual in the market basket 
analysis, each example in our experiments corresponds to 
a single basket of items that the customer has purchased. 
Each example is thus represented as a Boolean vector giv-
ing Information about presence of items in the basket. Us­
ing the data we generated association rules by applying the 

Figure 4: Number of repeating triples of items over the 
number of repetitions of that triplet. 

We have generated association rules on 18 weeks of data 
collected in year 2000 from mid April through mid Oc-
tober. There are a few weeks that we are missing due to 
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some technical difficulties in the first phase of data process-
ing needed for obtaining the data from the original format 
on the tape to our computers. Some of the rules repeat in 
different number of weeks, Figure 4 shows the number of 
different triples of items over the number of the triple rep-
etitions. For each week the top 3000 highly ranked rules 
were selected, meaning that we have 54 000 rules selected 
in 18 weeks. Since many of the rules actually repeat in dif­
ferent weeks, there is 5856 different rules in the union of 
ali the highly ranked rules of aH 18 weeks. In these rules, 
1952 different triples of items occur and 1059 of them oc-
cur exactly in one week, 377 repeat in exactly two weeks, 
etc (see Figure 4). Notice that the number of rules is exactly 
three times the number of triples, since each triple occurs 
in three distinct rules each having one of the triple item on 
the left side of the rule and the remaining two items on the 
right side of the rule. The reason for that is that our mini­
mum confidence used by the rule generation agorithm was 
set to a very low value (0.1%). There are 780 rules with 
260 different triples of items that repeat in the 3000 highly 
ranked rules of ali the weeks. For illustration, we show 
some of that rules in Table 1. Some of the rules are formed 
fromafrequentpair, suchas sPAGHETTi SAUCE and PASTA 
or sHAMPoos and coNDiTiONER-RiNSEs, that is combined 
with different frequent single items, such as BANANAS or 
TOMATOES. The same rule has a different support in different 
weeks. 

5 Discussion 
Most data mining approaches concentrate on extracting in-
teresting properties directly from the collected data. There 
are different proposals on how to post-process the results 
in order to focus only on interesting properties. An other 
way of post-processing is mining the results of other data 
mining algorithms, applying Meta-Mining. For instance, 
finding spatio-temporal Information by mining the induced 
rules [1]. Inferring higher order rules from association 
rules as proposed in [7] involves applying tirne series anal-
ysis on support and confidence of an association rules, that 
is repeating over tirne. This assumes that we have enough 
data collected over tirne and that the same association rules 
repeat over tirne. In our data, we found 260 triples repeat­
ing over aH the weeks. 

The follovving four rules repeated in 86% of the stores in 
9 consecutive weeks (15-May through 10-July): 

- (RTE KIDS or RTE WHOLESOME FAMILV) and 
SPAGHETTI SAUCE and PASTA 

- SPAGHETTI SAUCE and PASTA and TOILET TISSUE 
- SPAGHETTI SAUCE and PASTA and TOMATOES 
- MEXICAN FOODS and SHREDDED CHEESE and TOMATOES 
If we change our restrictions slightly, such that a rule 

needs to appear in at least 86% of the stores in 8 of the 9 
vveeks (15-May through 10-July) we get 48 rules such as: 

- MEATS DELI and LETTUCES and TOMATOES 
- TOILET TISSUE and PAPER TOWELS and FACIAL TISSUES 
- TOILET TISSUE and PAPER TOWELS and SOAPS - HAND & 

BATH 

- VEGETABLES and CARROTS and PEPPERS 
The most complete coverage are the two rules which are 

in 96.5% of the stores in aH 9 vveeks. These rules are: 
- GROUND BEEF and SPAGHETTI SAUCE and PASTA 
- VEGETABLES and LETTUCES and TOMATOES 

By applying a simple intersection on the sets of the most 
"interesting" rules found for different weeks and different 
stores, we additionally reduced the number of rules a per-
son may want to check when searching for "stable rules" 
repeating either over time or/and over different locations 
(stores). More sophisticated methods are needed to ob-
tain additional information from the generated rules, such 
as clusters of simiiar stores or time series analysis of the 
selected rule support or confidence. These are part of our 
on-going work investigating items in our every-week grow-
ing database of transactions. 
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- BAKING CAKE-BROWNIE-COOKIE <- BAKING READY-2-SPREAD FROSTING and EGGS (0.11%, 71%) 

- EGGS <- BAKING READY-2-SPREAD FROSTING and BAKING CAKE-BROWNIE-COOKIE (0.11%, 32%) 

- BAKING READY-2-SPREAD FROSTING <- BAKING CAKE-BR0WNIE-COOKIE and EGGS (0.11%, 24%) 

- SPAGHETTI SAUCE <- PASTA and FROZEN POULTRT (0.27%, 55%) 

- PASTA <- SPAGHETTI SAUCE and FROZEN POULTRY (0.27%, 52%) 

- FROZEN POULTRY <- SPAGHETTI and SAUCE PASTA (0.27%, 11%) 

- PASTA <- SPAGHETTI SAUCE and TOMATOES (0.67%, 47%) 

- SPAGHETTI SAUCE <- PASTA and TOMATOES (0.67%, 44%) 

- TOMATOES <- SPAGHETTI SAUCE and PASTA (0.67%, 28%) 

- PAPER TOWELS <- TOILET TISSUE and PAPER NAPKINS (0.22%, 50%) 

- TOILET TISSUE <- PAPER TOWELS and PAPER NAPKINS (0.22%, 45%) 

- PAPER NAPKINS <- TOILET TISSUE and PAPER TOWELS (0.22%, 14%) 

- SHAMPOOS <- CONDITIONER-RINSES and BANANAS (0.14%, 61%) 

- BANANAS <- SHAMPOOS and CONDITIONER-RINSES (0.14%, 28%) 

- CONDITIONER-RINSES <- SHAMPOOS and BANANAS (0.14%, 26%) 

- VEGETABLES <- LETTUCES and CARROTS (0.81%, 68%) 

- LETTUCES<- VEGETABLES and CARROTS (0.81%, 38%) 
- CARROTS <- LETTUCES and VEGETABLES (0.81%, 26%) 

Table 1: Example rules that repeat in ali 18 weeks, if we generate association rules ignoring the store information. We 
show ali three rules for the selected triples of items. For each rule we give its support and confidence from the mid 
May week. Support is'showing the fraction of baskets containing ali the rule items, thus it is the same for ali three rules 
containing the same tripped of items. Confidence is showing the proportion of baskets containing the pair of items in the 
right side of the rule that also contain the item in the left side of the rule. 

[8] J. Ross Quinlan (1993), C4.5: Programs for Machine 
Learning, Morgan Kaufmann Publishers, Inc. 


