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A B S T R A C T	   A R T I C L E   I N F O	

In	 this	 paper,	 a	mathematical	model	 is	 proposed	 using	 economic	 and	 envi‐
ronmental	 criteria	 for	 a	 type‐2	 fuzzy	 (T2F)	 cell	 formation	 (CF)	 problem	
emphasizing	 the	 effect	 of	 the	man‐machine	 relationship	 aspect.	 This	model	
aims	to	show	the	use	of	this	aspect	in	CF	to	minimize	the	costs	of	processing,	
material	movement,	 energy	 loss,	 and	 tooling.	 For	 this	 purpose,	 a	 two‐stage
defuzzification	 procedure	 is	 used	 to	 convert	 the	 T2F	 variable	 into	 a	 crisp	
value.	 Due	 to	 NP‐hardness	 of	 the	 model	 and	 problem, a	 genetic	 algorithm	
(GA)	is	used	to	derive	the	appropriate	solutions.	Furthermore,	because	there	
is	 no	 any	 existing	 benchmark	 to	 validate	 the	 performance	 of	 the	 proposed	
model,	 three	 tuned	meta‐heuristic	 algorithms,	namely,	 differential	 evolution	
(DE),	harmony	search	 (HS)	and	particle	 swarm	optimization	 (PSO),	are	pro‐
posed	and	used.	The	present	research	uses	the	Taguchi	method	to	adjust	the	
parameters	 in	 the	 four	proposed	 algorithms.	 Furthermore,	 15	 examples	 are	
used	to	validate	the	presented	model.	The	results	show	that	PSO	is	the	most	
appropriate	algorithm	for	solving	the	model.	

©	2018	PEI,	University	of	Maribor.	All	rights	reserved.	
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1. Introduction  

Nowadays,	 the	 competitive	 environment	 throughout	 the	world	 has	 led	 the	 involved	manufac‐
turing	industries	to	supply	the	highest	quality,	affordable	products	such	that	recent	approaches	
focus	more	on	 the	ever‐growing	manufacturing	 costs	 including	 those	associated	with	 location,	
energy,	 and	 transportation	 system.	 Group	 technology	 (GT)	 as	 one	 of	 the	 most	 efficient	
approaches	 tries	 to	group	parts	and	machines	 in	 terms	of	 their	similarities	 in	production	pro‐
cesses,	functionalities,	and	geometries	[1].	Cellular	manufacturing	(CM)	as	an	application	of	GT	
in	 a	manufacturing	 system	 is	 utilized	 to	 classify	 similar	 parts	 into	 families	 assigning	different	
machines	to	cells	[2].	The	CMS	design	involves	four	principal	stages,	in	which	each	of	them	can	
be	considered	as	an	individual	problem,	namely	CF,	layout,	scheduling	and	resource	assignment	
(RA)	 [3].	As	 the	CF	problem	comes	up	as	 the	 first	 stage	 in	 the	CMS	design,	 investigators	have	
attempted	to	optimally	solve	the	problem.		

For	instance,	Majazi‐Delfard	[4]	introduced	a	non‐linear	model	for	the	dynamic	cell	formation	
(DCF)	in	terms	of	the	quantity	and	length	of	intra‐	and	inter‐cell	travels.	Deljoo	et	al.	[5]	provid‐
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ed	a	GA‐based	solution	to	the	DCF	problem	identifying	errors	in	the	models	recommended	in	the	
literature,	 declining	 their	 helpful	 perspective	 and	 presenting	 a	 novel	 formulation	 for	 the	 DCF	
problem.	Bagheri	and	Bashiri	[6]	utilized	a	LP‐metric	approach	to	a	proposed	model	comprising	
of	CF,	layout	and	worker	assignment	components.	Xu	et	al.	[7]	provided	a	bat	algorithm	(BA)	to	
the	 dual	 flexible	 job‐shop	 scheduling	 problem	 considering	 the	 process	 sequence	 and	machine	
selection	 flexibility.	Zupan	et	al.	 [8]	presented	a	method	based	on	a	combination	of	schmigalla	
modified	 triangular	method,	 the	 schwerdfeger	circular	 process,	 and	 a	 simulation	model	to	 the	
layout	optimization	of	a	production	cell	considering	the	intensity	of	the	material	flow.	Nie	et	al.	
[9]	utilized	a	simulation	model	for	a	Token‐oriented	Petri	net‐based	flexible	manufacturing	cell.		

Mahdavi	et	al.	[10]	presented	a	two‐stage	approach	to	a	CF	problem	considering	interval	T2F	
interactional	interests	among	workers.	In	the	first	stage,	a	multi‐depot	multiple	traveling	sales‐
man	problem	model	is	used	to	assign	workers	to	cells.	In	the	second	stage,	a	mathematical	mod‐
el	is	applied	to	assign	machines	to	cells.	With	respect	to	the	historical	perspective,	sustainability	
was	conceptualized	in	the	late	1960’s	and	early	1970’s	stressing	the	environmental	effect	of	in‐
dustrial	 projects	 [11].	 Sustainability	 was	 represented	 by	 Lozano	 [12]	 in	 three	 dimensions,	 in	
which	 themes	 in	economic,	environmental,	 and	social	aspects	 interact	 in	 the	 temporal	 respec‐
tive.	The	literature	review	also	reveals	the	fact	that	while	the	CMS	design	has	received	consider‐
able	attention,	social	and	environmental	aspects	have	been	underexplored	with	the	majority	of	
the	criteria	investigated	in	the	associated	literature	devoted	to	economic	rather	than	social	and	
environmental	issues	[13].		

Niakan	et	al.	 [14]	proposed	a	mathematical	model	of	 the	problem	comprising	of	 two	objec‐
tives	to	investigate	the	trade‐off	between	the	total	cost	minimization	and	social	issue	maximiza‐
tion	attempting	to	solve	 the	problem	using	a	non‐dominated	sorting	genetic	algorithm	(NSGA‐
II).	In	addition,	Niakan	et	al.	[15]	proposed	a	model	for	the	cost	minimization	and	the	machine	
energy	 loss	 minimization	 incorporating	 a	 social	 constraint	 developing	 an	 NSGA‐II	 solve	 the	
problem.	Furthermore,	Niakan	et	al.	[16]	introduced	a	model	possessing	two	objectives	for	the	
DCF	 problem	 minimizing	 production	 and	 worker	 costs	 and	 total	 production	 waste	 including	
energy,	 chemical	 material,	 raw	material,	 CO2	 emissions.	 Proposing	 the	 social	 criteria	 as	 con‐
straints,	 the	 researchers	 utilized	 the	NSGA‐II	 and	multi‐objective	 simulated	 annealing	 (MOSA)	
algorithms	to	provide	a	solution	for	the	bi‐objective	model.		

The	literature	mostly	considers	input	parameters	in	the	CF	to	be	deterministic.	However,	in	
practice,	there	are	a	large	number	of	uncertain	and	imprecise	parameters	involved.	As	the	quan‐
tity	of	data	may	not	always	be	sufficient	for	the	uncertain	parameters	prediction,	fuzzy	logic	is	
utilized	as	a	 robust	 instrument	 to	gauge	 this	uncertainty	 through	 the	medium	of	 the	personal	
knowledge	[17].	To	describe	type‐2	fuzziness,	a	T2F	variable	represents	a	map	extending	from	
the	fuzzy	possibility	space	to	the	real	number	space	[18].	Miller	and	John	[19] assert	that	further	
uncertainty	degrees	supplied	through	the	interval	type‐2	fuzzy	sets	(IT‐2FS)	logic	makes	it	pos‐
sible	to	more	optimally	show	the	uncertainty	and	vagueness	of	resource	planning	models.	Qin	et	
al.	[18]	presented	three	categories	of	critical	values	(CVs)	for	a	regular	fuzzy	variable	(RFV)	and	
three	reduction	methods	for	a	T2F	variable.		

Research	 conducted	 by	Kundu	 et	al.	 [20]	 examines	 transportation	 problems	 using	 T2F	 pa‐
rameters	wherein	the	first	values	of	the	T2F	parameters	were	defuzzified	using	CV‐based	reduc‐
tion	methods	to	type‐1	fuzzy	variables,	and	the	centroid	method	was	employed	for	total	defuzz‐
ification.		

The	review	of	the	related	literature	reveals	the	most	commonly used	criteria	in	CF	to	be	the	
associated	costs.	Therefore,	to	bridge	this	gap,	a	mathematical	model	was	developed	using	eco‐
nomic	and	environmental	criteria	and	a	T2F	parameter	for	CF	and	RA	problems	simultaneously.	
The	novelty	of	the	present	research	partly	lies	in	the	consideration	of	worker‐machine	relation‐
ship	for	worker	allocation	where	the	worker	can	be	considered	as	a	significant	industrial	system	
component.	The	present	paper	consists	of	the	problem	statement	and	mathematical	model	(Sec‐
tion	 2),	 solution	methodologies	 (Section	 3),	 computational	 results	 (Section	 4),	 and	 conclusion	
(Section	5).	
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2. Problem statement and definition of objective function

This	section	discusses	a	T2F	model	 for	 the	CF	considering	economic,	environmental	and	man‐
machine	relationship	aspects.	

2.1 Worker‐machine relationship  

Nowadays,	numerous	machine	 tools	are	either	 totally	or	partially	automatically	operated	with	
the	worker	being	usually	 idle	 for	a	portion	of	 the	cycle.	The	potential	use	of	 this	 idle	 time	can	
enhance	worker	earnings	and	the	efficiency	of	a	manufacture.	The	man‐machine	process	chart	
evidently	depicts	the	respective	idle	machine	time	and	worker	time	areas,	which	normally	rep‐
resent	 desirable	 locations	 to	 initiate	 effective	 improvements.	 Although	 this	 chart	 is	 generally	
implemented	to	specify	the	number	of	machines	assigned	to	a	worker,	the	application	of	a	math‐
ematical	model	can	substantially	lessen	the	time	needed	to	do	so.	Such	ideal	situations	are	gen‐
erally	referred	to	as	synchronous	servicing	with	the	number	of	machines	assigned	computed	as	
shown	in	Eq.	1.		

݉ ൌ
ݏ ൅ ݎ
ݏ ൅ ݓ

(1)

where	m	represents	the	number	of	machines	being	operated	by	each	worker,	s	worker	servicing	
time	per	machine,	r	machine	working	time	and	w	walking	time	between	two	machines,	the	num‐
ber	 of	 machines	must	 be	 represented	 by	 a	 whole	 number;	 otherwise,	 we	 have	 the	 following	
equation.	

݈݉ ൑ ݉ ൏ ݑ݉ (2)

If	the	number	of	machines	does	not	represent	a	whole	number,	the	minimum	total	cost	per	piece	
criteria	can	be	used	for	the	optimum	operation.	The	total	cost	per	piece	for	݈݉	and	݉ݑ	machines	
are	given	in	Eqs.	3	and	4.	

ܶC௠௟	 ൌ 	 ሺܥଵ. ሺݏ ൅ ሻݎ ൅ ݈݉. .ଶܥ ሺݏ ൅ ሻሻݎ ݈݉⁄ 	 (3)

ܶC௠௨	 ൌ ሺݏ ൅ ଵܥሻሺݓ ൅ 	ሻݑ݉.ଶܥ (4)

where	C1	and	ܥଶ	are	 the	worker	and	machine	costs,	 respectively.	The	number	of	machines	as‐
signed	to	workers	represents	the	minimum	total	cost	per	piece	[21].	

2.2 Environmental criteria 

With	the	passage	of	time,	humans	have	damaged	the	environment	through	the	waste	production	
and	uncontrolled	use	of	natural	resources	to	satisfy	the	ever‐increasing	unprecedented	use	level,	
which	was	 far	beyond	 the	nature’s	 capacity	 to	 restore	and/or	regenerate	 itself.	The	 fear	of	an	
uncertain	 future	 for	 the	world	made	 it	necessary	 to	grasp	how	 individuals,	organizations,	 and	
governments	have	cooperated	to	discover	approaches	to	prevent	a	global	collapse	[22].	One	of	
the	objective	 function	 terms	 is	 to	minimize	 the	 total	 system	energy	 loss	cost.	The	relationship	
between	man	and	the	machine	in	the	CF	model	leads	to	the	far	better	use	of	both	workers	and	
machine	time,	and	more	optimal	balance	in	the	work	cycle.	The	man	and	machine	relationship	
tools	depict	the	areas,	in	which	machine	and	worker	idle	times	take	place.	Thus,	the	use	of	these	
idle	 times	 can	 enhance	 worker	 earnings	 enhancing	 the	 production	 efficiency	 [21].	 In	 the	 re‐
searchers’	proposed	model,	all	the	machines	are	considered	as	a	multi‐functional	task.	The	ma‐
chines	 require	highly	 skilled	workers	 thus	providing	workers	with	 the	opportunity	 to	 acquire	
numerous	skills	expanding	their	potential.		

2.3 T2F set  

A	T2F	 set	was	proposed	 as	 an	 extension	 of	 an	 ordinary	 fuzzy	 set.	 Let	Γ	 be	 the	 universe,	 Pos:	
A→ ሾ0,1ሿ	be	a	set	function	on	the	ample	field	A	and	Pos	is	a	possibility	criterion.	If	(Γ, A, Pos)	is	a	
possibility	space,	then	an	m‐ary	regular	fuzzy	vector	ξ	=	(ξ1,ξ2,...,ξm)	is	a	map	Γ	→	[0,1]m	for	any	t	=	
(t1,	t2,	...,	tm)	∈[0,1]m,	one	has	the	following	equation:	

{γ	∈	Γ	|	ξ(γ)	≤	t}	=	{γ	∈	Γ	|	ξ1	(γ)	≤	t1,	ξ2	(γ)	≤t2,…,	ξm	(γ)	≤	tm} ∈	A	 (5)
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as	m=1,	ξ	is	a	RFV.	Let	ܲݏ݋෪ :	A→ ሾ0,1ሿ	be	a	set	function	on	A	such	that	{ܲݏ݋෪ 	(A)	|	߳ܣ A	}	is	an	RFVs	
and	ܲݏ݋෪ 	is	a	 fuzzy	possibility	criteria.	 If	μ	௉௢௦ሺ௰	ሻ෫ (1)	=	1,	 then	ܲݏ݋෪ 	is	a	regular	 fuzzy	possibility

criteria.	If	(Γ, A, ܲݏ݋෪ ) is	a	fuzzy	possibility	space	(FPS),	then	an	m‐ary	T2F	vector	ξ෨	=	(ξ෨1,ξ෨2,...,ξ෨m)	is	
a	map	Γ	→�m	for	any	ݎ ൌ ሺݎଵ, ,ଶݎ . . . , ௠ሻݎ ∈ Ը௠,	as	shown	in	Eq.	6.	

ሼߛ ∈ ሻߛሚሺߦ	|߁ ൑ ሽݎ ൌ ሼߛ ∈ |߁ ଵ෩ߦ ሺߛሻ ൑ ,ଵݎ ሻߛଶ෪ሺߦ ൑ ,ଶݎ … , ௠෪ߦ ሺߛሻ ൑ ௠ሽݎ ∈	A	 (6)

as	݉ ൌ 	.[18]	variable	T2F	a	is	ሚߦ	,1

Critical	value		

Let	ߦ ൌ ሺݎଵ, ,ଶݎ ,ଷݎ ߦ	and	ସሻݎ ൌ ሺݎଵ, ,ଶݎ 	,Then	respectively.	RFV,	triangular	and	trapezoidal	a	be	ଷሻݎ
we	have	the	following	items	in	Table	1 [18].	

Table	1 Component	of	RFVs		
trapezoidal	 triangular	

optimistic	CV	of	ߦሚ	 ସݎ ሺ1 ൅ ସݎ െ ⁄ଷݎ ሻ ଷݎ ሺ1 ൅ ଷݎ െ⁄ 	ଶሻݎ

pessimistic	CV	of	ߦሚ	 ଶݎ ሺ1 ൅ ଶݎ െ⁄ ଵሻݎ ଶݎ ሺ1 ൅ ଶݎ െ⁄ 	ଵሻݎ

The	CV	of	ߦሚ		

ە
ۖۖ
۔

ۖۖ
ۓ

ଶݎ2 െ ଵݎ
1 ൅ 2ሺݎଶ െ ଵሻݎ

ଶݎ ൐
1
2

1
2

ଶݎ ൑
1
2
൑ ଷݎ

ସݎ
1 ൅ 2ሺݎସ െ ଷሻݎ

ଷݎ ൑
1
2

	

ە
۔

ۓ
ଶݎ2 െ ଵݎ

1 ൅ 2ሺݎଶ െ ଵሻݎ
ଶݎ ൐

1
2

ଷݎ
1 ൅ 2ሺݎଷ െ ଶሻݎ

ଶݎ ൑
1
2

	

Centroid	method	

The	centroid	method	is	the	most	commonly	used	method	for	transforming	the	type‐1	fuzzy	into	
crisp	values.	The	centroid	method	can	be	defined	by	the	Eq.	7	for	the	discrete	case	[23].	

∗ݖ ൌ
∑ .ݖ ஺෩ߤ ሺݖሻ௭

∑ ஺෩ߤ ሺݖሻ௭
	 (7)

Defuzzification 

In	the	present	research,	a	two‐stage	defuzzification	procedure	is	employed	to	transform	the	T2F	
variable	to	crisp	value.	Initially,	the	CV	is	utilized	for	RFVs	for	transforming	the	T2F	into	type‐1	
fuzzy.	Then,	the	centroid	method	is	employed	in	order	to	transform	the	type‐1	fuzzy	into	crisp	
values.	

2.4 Assumptions 

For	 the	 CF	 considered	 in	 this	 paper,	 every	 single	 operation	 on	 each	 part	 classification	 can	 be	
executed	 on	multi‐functional	 and	 identical	machines.	 Each	part	 type	demand,	 each	 tool	 type’s	
tool	life,	maximum	cell	number	and	worker‐part‐machine‐tool‐worker	combination	compatibil‐
ity	are	given.	The	average	quantity	of	energy	wasted	by	each	machine	type	in	a	unit	of	time	and	
energy	price	 in	a	unit	of	 time	 is	also	known	as	 is	 the	 total	servicing	time	of	a	worker	 for	each	
machine. 

2.5 Notations and parameters 

	௢௣௠௛௚ݎ Machine	m	 working	 time	 for	 performing	 operation	 o	 on	 part	 p	with	 tool	 h	 by	
worker	g		

ܽ௢௣௠௛௚	 1,	if	machine	m	is	employed	to	operation	o	for	part	p	with	tool	h	by	worker	g;	and	
0,	otherwise	

	௣௜௡௧௘௥ߙ Cost	related	to	inter‐cell	movement	for	part	p	in	a	distance	unit		
	௣௜௡௧௥௔ߙ Cost	related	to	intra‐cell	movement	for	part	p	in	a	distance	unit		
ܳ௣	 Demand	for	part	p	

௠ܶ	 Time	capacity	for	machine	m	
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௚ܶ	 Time	capacity	for	worker	g	
ܷ௞	 Upper	bound	of	machines	allowed	in	cell	k		
݀௞௞ᇱ	 Average	distance	among	cells	k	and	k'		
	௢௣௠௛௚ݏ Worker	servicing	time	per	machine	m	to	perform	operation	o	on	part	p	using	tool	

h	by	worker	g	
	௢௣௠௛௚ݓ Walking	time	between	machine	m	 taken	to	process	operation	o	 for	part	p	using	

tool	h	by	worker	g	to	the	next	machine	
	௢௣௠௛௚ܥ Operating	 cost	 on	machine	m	 to	 process	 operation	o	 on	 part	p	 using	 tool	h	 by	

worker	g	
	௞௞ᇲܧ 1,	if	݇ ് ݇′;	and	0,	if	݇ ൌ ݇′	
	ଶ௠ܥ 	 Machine	(m)	cost	for	a	time	unit	
	ଵ௚ܥ 	 Worker	(g)	cost	for	a	time	unit	
	௛ߛ Cost	of	tool	h	
	௣௜௡௧௘௥݄ܿݐܽܤ Inter‐cell	batch	size	motion	for	part	p	
	௣௜௡௧௥௔݄ܿݐܽܤ Intra‐cell	batch	size	motion	for	part	p	
	௛݂݁݅ܮ݈݋݋ܶ Tool	life	of	tool	h	
߮௠	 	 Average	quantity	of	energy	wasted	by	each	machine	m	in	unit	time	
Eܥ෪ 	 Price	of	energy	in	unit	time 

2.6 Decision variables 

	௢௣௠௞௛௚ݔ 1,	if	machine	m	is	used	for	operation	o	of	part	p	using	tool	h	by	worker	g	in	cell	k;	
and	0,	otherwise	

	௛௠ݑ Number	of	tool	copies	for	tool	h	on	machine	m	
	௢௣௠௞ݕ 1,	if	operation	o	of	part	p	is	performed	on	machine	m	in	cell	k;	and	0,	otherwise	
݈௢௣௠ 1,	if	operation	o	of	part	p	is	performed	on	machine	m;	and	0,	otherwise	
݈݈௠௞ 1,	if	machine	m	is	assigned	to	cell	k;	and	0,	otherwise	
ܸ1௠௚ 1,	if	(mu)	machine	݉	is	allocated	to	worker	g;	and	0,	otherwise	
ܸ2௠௚	 	 1,	if	(ml)	machine	݉	is	allocated	to	worker	g;	and	0,	otherwise	
݈݉௠௚	 Lower	whole	quantity	of	machine	m	allocated	to	worker	g	
	௠௚ݑ݉ Upper	whole	quantity	of	machine	m	allocated	to	worker	g	
ܶC௠௟	௠௚	 Total	cost	per	piece	from	one	machine	(݈݉)	݉	and	worker	g	
ܶC௠௨	௠௚	 Total	cost	per	piece	from	one	machine	(݉u)	݉	and	worker	g	
݉݉௠௚௞	 Number	of	machine	m	assigned	to	worker	g	in	cell	k 

2.7 Objective function 

The	objective	function	of	the	considered	model	is	to	minimize	the	costs	of	processing,	material	
movement,	energy	loss,	and	tooling.	

		Min ൌ 	෍෍ ෍ ෍෍෍ܳ௣ܥ௢௣௠௛௚ݔ௢௣௠௞௛௚

ீ

௚ୀଵ

ு

௛ୀଵ

௄

௞ୀଵ

ெ

௠ୀଵ

௉

௣ୀଵ

ை

௢ୀଵ

(8)

൅෍෍෍ ෍ ቜ
ܳ௣

௣݄ܿݐܽܤ
௜௡௧௘௥ቝ

௄

௞ᇲୀଵ

௄

௞ୀଵ

௉

௣ୀଵ

ைିଵ

௢ୀଵ

௞௞ᇲ݀௞௞ᇱܧ௣௜௡௧௘௥ߙ ൭෍ ௢௣௠௞ݕ

ெ

௠ୀଵ

൱൭෍ ௢ାଵ,௣௠௞ᇱݕ

ெ

௠ୀଵ

൱ 

		൅෍෍෍ ෍ ቜ
ܳ௣

௣݄ܿݐܽܤ
௜௡௧௥௔ቝ

௄

௞ᇲୀଵ

௄

௞ୀଵ

௉

௣ୀଵ

ைିଵ

௢ୀଵ

௣௜௡௧௥௔ሺ1ߙ െ ௞௞ᇲሻ݀௞௞ᇲܧ ൭෍ ௢௣௠௞ݕ

ெ

௠ୀଵ

൱൭෍ ௢ାଵ,௣௠௞ᇲݕ

ெ

௠ୀଵ

൱ 

൅෍෍൫݈݉௠௚ܸ2௠௚ ൅ ௠௚ܸ1௠௚൯ݑ݉ ൈ ߮௠ ൈ ෪ܥܧ
ீ

௚

ெ

௠

൅෍ߛ௛ ෍ 		௛௠ݑ

ெ

௠ୀଵ

ு

௛ୀଵ
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s. t. :෍෍෍෍ݔ௢௣௠௞௛௚. ܽ௢௣௠௛௚ ൌ 1 , ∀ ,݋ ݌

ீ

௚

ு

௛

௄

௞

ெ

௠

 (9)

௢௣௠௞௛௚ݔ ൑ ܽ௢௣௠௛௚ , ∀ ,݋ ,݉,݌ ݇, ݄, ݃ (10)

෍෍݉݉௠௚௞

ீ

௚

൑

ெ

௠

ܷ௞ , ∀ ݇ (11)

௢௣௠௞ݕ ൌ ݈௢௣௠݈݈௠௞ , ∀ ,݋ ,݉,݌ ݇ (12)

݉݉௠௚௞݈݈௠௞ ൌ ݈݉௠௚ܸ2௠௚ ൅ ௠௚ܸ1௠௚ݑ݉ , ∀ ݉, ݃, ݇ (13)

෍෍෍෍ ܳ௣. ௢௣௠௛௚ݎ௢௣௠௞௛௚൫ݔ ൅ ௢௣௠௛௚൯ݏ

ு

௛

௄

௞

൑ ௚ܶ ൅ 1௠௚ܸܯ ,

௉

௣

∀ ݉, ݃	

ை

௢
(14)

෍෍෍෍	ܳ௣. ௢௣௠௛௚ݎ.௠௚ݑ݉.௢௣௠௞௛௚ݔ

ு

௛

௄

௞

൑ ௚ܶ ൅ 2௠௚ܸܯ ,

௉

௣

∀ ݉, ݃	

ை

௢

(15)

෍෍෍෍	ܳ௣. ௢௣௠௛௚ݎ௢௣௠௞௛௚൫ݔ ൅ ௢௣௠௛௚൯ݏ

ு

௛

௄

௞

൑ ௠ܶ ൅ 1௠௚ܸܯ ,

௉

௣

∀ ݉, ݃	

ை

௢

(16)

෍෍෍෍ ܳ௣. ௢௣௠௛௚ݎ.௠௚ݑ݉.௢௣௠௞௛௚ݔ

ு

௛

௄

௞

൑ ௠ܶ ൅ 2௠௚ܸܯ ,

௉

௣

∀ ݉, ݃		

ை

௢

(17)

൫ݎ௢௣௠௛௚ ൅ .൯	௢௣௠௛௚ݏ ௢௣௠௞௛௚ݔ
௢௣௠௛௚ݏ ൅ ௢௣௠௛௚ݓ

൑ ௠௚ݑ݉ , ∀ ,݋ ,݉,݌ ݇, ݄, ݃ (18)

.௠௚ݑ݉ ൌ ܽ௢௣௠௛௚൫݈݉௠௚ ൅ 1൯ , ∀ ,݋ ,݉,݌ ݄, ݃ (19)

௠௚	௠௟ܥܶ ൌ
ܽ௢௣௠௛௚ ൬൫ݎ௢௣௠௛௚ ൅ ௢௣௠௛௚ݏ ൯ ቀܥଵ௚ ൅ ݈݉௠௚ ൈ ଶ௠ቁ൰ܥ

݈݉௠௚
, ∀ ,݋ ,݉,݌ ݄, ݃	

(20)

௠௚	௠௨ܥܶ ൌ ܽ௢௣௠௛௚ ൬൫ݏ௢௣௠௛௚ ൅ ௢௣௠௛௚൯ݓ ቀܥଵ௚ ൅ ଶ௠ܥ ൈ ௠௚.ቁ൰ݑ݉ , ∀ ,݋ ,݉,݌ ݄, ݃	 (21)

௠௚	௠௟ܥܶ 	൑ ௠௨ܥܶ ௠௚ ൅ 1௠௚ܸܯ , ∀ ݉, ݃ (22)

௠௚	௠௨ܥܶ 	൑ ௠௟ܥܶ ௠௚ ൅ 2௠௚ܸܯ , ∀ ݉, ݃ (23)

ܸ1௠௚ ൅ ܸ2௠௚ ൌ 1 , ∀ ݉, ݃ (24)

෍෍෍෍ݔ௢௣௠௞௛௚. ௢௣௠௛௚ݎ ൑

ீ

௚

௄

௞

௉

௣

ை

௢

.௛݂݁݅ܮ݈݋݋ܶ ௛௠ݑ , ∀ ݉, ݄ (25)

෍෍ݔ௢௣௠௞௛௚

ீ

௚

ு

௛

ൌ ௢௣௠௞ݕ , ∀ ,݋ ,݉,݌ ݇ (26)

,	௢௣௠௞௛௚ݔ ,	௢௣௠௞ݕ ܸ1௠௚ , ܸ2௠௚ , ݈௢௣௠, ݈݈௠௞ ∈ ሼ0,1ሽ (27)

݈݉௠௚,݉ݑ௠௚,݉݉௠௚௞݈݈௠௞, ௛௠ݑ ൒ 0 , ݎ݁݃݁ݐ݊݅ (28)
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The	first	sentence	in	the	objective	function	(Eq.	8)	represents	the	total	cost	of	the	process.	The	
second	and	third	terms	represent	the	total	material	transportation	cost.	The	fourth	term	is	the	
cost	of	energy	loss	in	the	system	at	a	time	unit.	The	fifth	term	represents	the	total	tool	cost.	Eq.	9	
and	Eq.	10	express	the	operation‐part‐machine‐tool‐worker	combinations.	Eq.	11	limits	the	cell	
size.	Eq.	12	can	be	used	to	define	the	machine‐cell	combination.	Eq.	13	is	used	to	ensure	that	the	
quantity	of	machine	m	is	assigned	to	worker	g	in	cell	k.	Eq.	14	and	Eq.	15	express	the	time	capac‐
ity	of	the	worker.	Eq.	16	and	Eq.	17	express	the	time	capacity	of	the	machine.	Eq.	18	ensures	that	
the	 upper	whole	 number	 of	machine	m	 is	 assigned	 to	worker	g.	 Eq.	 19	 ensures	 that	 a	 lower	
whole	number	of	machine	m	is	assigned	to	worker	g.	Eq.	20	and	Eq.	21	express	the	cost	of	a	pro‐
duction	per	cycle	 from	one	machine	 in	 the	 lower	and	upper	whole	numbers	of	machine	m	 as‐
signed	to	worker	g.	Eq.	22	to	Eq.	24	guarantee	that	the	lowest	ܶܥ	is	chosen.	Eq.	25	represents	
the	tool‐machine	combinations.	Eq.	26	expresses	the	operation‐part‐machine‐cell	combinations.	
Eq.	27	and	Eq.	28	can	be	used	to	define	the	type	of	variables.	

3. Used methods
In	the	present	paper,	in	order	to	solve	the	presented	CF	model,	a	GA	is	implemented	and	three	
DE,	PSO	and	HS	algorithms	are	employed	to	the	obtained	accredit	outcome.	

3.1 Genetic algorithm 

Holland	[24]	was	the	first	to	develop	the	GA,	which	represented	coding	to	a	chromosome	form.	
Subsequent	to	the	production	of	the	first	random	chromosomes,	evaluation	of	performance	was	
undertaken	 using	 the	 fitness	 function.	 The	 remaining	 chromosomes	 and	 offspring	 produce	 a	
generation	 through	 the	medium	 of	 crossover	 and	mutation.	 In	 the	 end,	 the	 elitism	 process	 is	
used	to	produce	solutions	[25].	The	GA	used	for	the	CF	framework	is	as	follows.	Two	elements	
are	given	in	the	CF	problem.	The	first	element	represents	the	assignment	of	machines	to	work‐
ers	using	[Ma_Wo].	This	matrix	is	utilized	to	define	the	entirety	of	the	relative	constraints.	The	
second	element	 represents	 an	operation‐part‐machine‐cell‐tool‐worker	 [OP_Pa_N3],	where	N3	
equals	[Ma_Ce_To_Wo].	These	matrices	are	employed	to	define	the	entirety	of	the	relative	con‐
straints.

3.2 Differential evolution 

The	DE	algorithm	represents	a	recent	evolutionary	optimization	technique	for	continuous	non‐
linear	 functions	 introduced	 by	 Noktehdan	 et	 al.	 [26]	 and	 Storn	 and	 Price	 [27].	 The	 principal	
stages	involved	in	the	DE	algorithm	are	defined	as	follows.	Initially,	a	random	population	gener‐
ation	is	formed	and	the	objective	function	is	evaluated.	For	each	individual	solution	in	the	popu‐
lation,	a	mutated	solution	ݔపෝ 	is	produced	as	follows	in	Eq.	29.	

పෝݔ ൌ ௥ଵݔ ൅ ௥ଷݔሺܨ െ 	௥ଶሻݔ (29)

where	F	represents	a	scalar	(F	∈	[0,	1]),	and	ݔ௥ଵ, ,௥ଷݔ 	in	subjects	randomly‐selected	represent	௥ଶݔ
the	population	i	(ݔపෝ ് ௥ଵݔ ് ௥ଷݔ ് 	trial	a	establish	to	employed	is	operation	crossover	The	௥ଶ).ݔ
vector	 through	 shuffling	 the	 information	 incorporated	 in	 the	mutated	 vector	 and	 the	 current	
solution	in	Eq.	30. 		

௜ݕ
௝ ൌ 	 ො௜ݔ

௝	for	 ௝ܴ ൑ ௜ݕ	and		ܴܥ
௝ ൌ ௜ݔ

௝	for	 ௝ܴ ൐ ܴܥ (30)

where	CR	represents	the	crossover	rate	∈	[0,	1],	which	needs	to	be	specified	by	the	user,	and	 ௝ܴ	
represents	a	random	real	number	∈	[0,1]	and	j	is	the	j‐th	parameter.	A	comparison	is	made	be‐
tween	each	trial	vector	(ݕపሬሬሬԦ	)	and	its	parent	(ݔపሬሬሬԦ	),	and	the	more	desirable	one	remains	in	the	popu‐
lation	in	the	selection	stage	[28].			

3.3 Particle swarm optimization 

The	PSO	 algorithm	 represents	 a	 population‐based	 stochastic	 optimization	 algorithm	 extended	
by	Kennedy	 and	Eberhart	 [29]	 composed	of	 a	 population	 (i.e.,	 swarm)	 of	 candidate	 solutions,	



Arghish, Tavakkoli‐Moghaddam, Shahandeh‐Nookabadi, Rezaeian 

12  Advances in Production Engineering & Management 13(1) 2018

referred	 to	 as	 particles,	which	 are	 in	 inward	motion	 towards	 search	 space	with	 a	 designated	
velocity	in	search	of	an	optimum	solution.	Each	particle	maintains	a	memory	assisting	it	in	pre‐
serving	the	path	taken	by	its	previous	best	location.	The	particle	positions	are	identified	as	per‐
sonal	best	and	global	best.	The	principal	iterative	process	to	arrive	at	the	solution	is	executed	by:	

௜ݔ
௞ାଵ ൌ ௜ݔ

௞ ൅ ௜ݒ
௞ାଵ	 (31)

௜ݒ
௞ାଵ ൌ ௜ݒݓ

௞ ൅ ௜ݐݏ݁ܤଵ൫ܲ݀݊ܽݎଵܥ െ ௜ݔ
௞൯ ൅ ଶ൫݀݊ܽݎଶܥ ௚ܲ௜ െ ௜ݔ

௞൯ (32)

Eq.	31	is	used	to	calculate	the	i‐th	particle	movement	in	the	k‐th	replication,	where	ݒ௜
௞, ௜ݔ

௞	repre‐
sent	the	velocity	and	the	current	location	of	the	i‐th	particle	in	the	k‐th	replication,	respectively.	
Eq.	32	is	employed	to	calculate	the	latest	velocity	vector	of	the	i‐th	particle	in	the	k‐th	iteration,	
	controlling	factor	inertia	the	represents	w	particle,	i‐th	the	of	location	best	the	represents	௜ݐݏ݁ܤܲ
the	magnitude	of	the	old	velocity,	ܥଵ	and	ܥଶ	represent	acceleration	constants	(i.e.,	cognitive	and	
social)	based	on	the	kind	of	search,	 local	and	global	 ௚ܲ௜	are	denoted	݈ݐݏ݁ܤ	and	݃ݐݏ݁ܤ,	respec‐
tively	[30].	

3.4 Harmony search 

Musical	performance	can	be	defined	as	the	quest	for	the	lovely	harmony	among	all	harmonies.	
Geem	 et	 al.	 [31]	 introduced	 an	 optimization	 algorithm	 on	 the	 basis	 of	 musical	 performance,	
known	as	HS,	 searching	 for	 the	best	 solution	emanating	 from	the	objective	 function.	The	algo‐
rithm	 starts	 by	 playing	 a	 new	 harmony	 and	 comparing	 this	 harmony	with	 those	 in	 harmony	
memory	(HM),	which	results	in	the	improvement	in	the	harmony	quality	in	a	step‐by‐step	man‐
ner.	Subsequently,	 the	HM	updates	and	verifies	 the	stop	criterion.	The	entirety	of	 the	decision	
variables	(notes)	in	HM	together	with	the	values	for	these	notes	in	the	new	harmony	are	deter‐
mined	 in	 the	 following	manner:	 first,	 precise	 choice	of	 the	HM	domain	 value.	 Second,	 random	
selection	of	the	full	value	domain	using	a	selection	rate	or	the	harmony	memory	considering	rate	
(HMCR)	between	zero	and	one.	Third,	selection	of	ideal	identical	values	for	the	HM	domain	with	
the	pitch	adjustment	rate	(PAR)	between	zero	and	one	and	a	free	distance	bandwidth	(Bw)	[32].		

4. Results and discussion

To	 investigate	 and	 evaluate	 the	 performance	 of	 the	 four	meta‐heuristic	 algorithms	 on	 the	 CF,	
some	 randomly‐selected	 numerical	 examples	 are	 produced.	 To	 solve	 the	 proposed	 model,	
MATLAB	 (R2016b)	 software	 is	utilized	 to	provide	 the	 code	 the	algorithms	on	 a	 laptop	having	
five	Intel	Core	i5	CPU	and	2	GB	RAM.	The	TM	is	run	in	MINITAB	software	version	17.3.1	to	cali‐
brate	the	parameters	for	a	subsequent	data	analysis. 

4.1 Defuzzification of T2F variable   

The	energy	price	coefficient	in	the	fourth	sentence	of	the	objective	function	ranges	between	4	to	
8. The	coefficient	is	represented	by	the	following	discrete	T2F	variable.

Eܥ෪ ൌ ቐ
3 							with ෪ܥܧ෤ߤ 	ሺ3ሻ ൌ ሺ0.1, 0.4, 0.7ሻ
4 with ෪ܥܧ෤ߤ 	ሺ4ሻ ൌ ሺ0.9, 1, 1ሻ
5 				with ෪ܥܧ෤ߤ 	ሺ5ሻ ൌ ሺ0.1, 0.3, 0.4,0.6ሻ

	 Eܥ෪ ൌ ቐ
7 with ෪ܥܧ෤ߤ 	ሺ7ሻ ൌ ሺ0.4, 0.5, 0.7,0.8ሻ
8 with ෪ܥܧ෤ߤ 	ሺ8ሻ ൌ ሺ0.6, 0.8, 0.9ሻ
10 with ෪ܥܧ෥ߤ 	ሺ10ሻ ൌ ሺ0.4, 0.6, 0.7ሻ

	

To	solve	the	CF	model	under	consideration	in	the	initial	step,	a	CV	reduction	method	is	employed	
to	convert	the	energy	price	T2F	variable	in	unit	time	to	the	corresponding	type‐1	fuzzy	variable.	
During	the	second	step,	a	centroid	method	 is	performed	to	reduce	the	type‐1	 fuzzy	variable	 to	
the	crisp	value.	The	energy	price	crisp	value	is	obtained	using	ܥܧ ൌ ሺ3.99,	8.35).	
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4.2 Generating random data 

15	random	examples	are	produced	in	various	sizes	through	the	generation	of	uniformly	distrib‐
uted	random	points	for	a	number	of	parameters	given.	The	attributes	of	15	designed	test	exam‐
ples	are	shown	in	Table	2.	Also,	Table	3	shows	the	components	of	the	model	input	parameters	
required	for	15	problem	instances.	

Table	2 Attribute	of	test	examples	
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1	 2	 2	 4	 2	 2 4	 6	 5 5 3 2 3 3 11 7 2	 5	 2	 3 5
2	 2	 4	 5	 2	 2 5	 7	 6 3 4 3 3 4 12 7 5	 3	 4	 3 3
3	 4	 4	 2	 3	 3 2	 8	 6 5 3 4 4 3 13 8 2	 3	 2	 3 3
4	 4	 5	 4	 3	 3 4	 9	 6 3 5 3 3 5 14 8 5	 4	 2	 2 4
5	 5	 5	 2	 3	 2 2	 10	 7 3 4 3 2 4 15 8 5	 4	 3	 3 4

Table	3	Data	identifying	with	random	test	problems	
Parameter Amount Parameter Amount Parameter Amount Parameter Amount

ܳ௣ ܷሺ100 െ 500ሻ Eܥ෪ ܷሺ3.99 െ 8.35ሻ ௚ܶ, ௠ܶ 55 ௢௣௠௛௚ ܷሺ9ܥ െ 20ሻ

௣௜௡௧௥௔ ܷሺ5݄ܿݐܽܤ െ 10ሻ ௣௜௡௧௥௔ߙ ܷሺ10 െ 30ሻ ௢௣௠௛௚ݎ 0.02 ௢௣௠௛௚ݏ 0.01

௣௜௡௧௘௥ ܷሺ10݄ܿݐܽܤ െ 15ሻ ௣௜௡௧௘௥ߙ ܷሺ50 െ 75ሻ ௢௣௠௛௚ݓ 0 ଵ௚ ܷሺ1ܥ െ 2ሻ

߮௠ ܷሺ0.5 െ 0.7ሻ ௛ߛ ܷሺ50 െ 80ሻ ଶ௠ܥ ܷሺ2 െ 3ሻ ݂ܶ݁݅ܮ݈݋݋௛ 1

4.3 Parameter calibration 

The	TM	is	used	to	calibrate	the	parameters	in	the	GA,	DE,	PSO	and	HS	algorithms,	as	the	values	of	
meta‐heuristic	 algorithm	 parameters	 influence	 the	 solution	 quality.	 Nevertheless,	 the	 present	
study,	the	“smaller	is	better”	response	is	chosen	as	S/N	should	be	minimized [25].	To	perform	
the	Taguchi	procedure,	the	L^9	design	is	employed	with	the	values	and	levels	of	the	GA,	DE,	PSO	
and	HS	algorithm	parameters	outlined	in	Table	4	and	the	values	derived	after	multiple	tests	on	
the	examples	of	the	classes	using	the	frequent	algorithm	runs.	

Table	4	GA,	DE,	PSO	and	HS	parameters,	and	levels	
Algorithm	 Parameters (1)	 (2) (3) Algorithm Parameters (1)	 (2)	 (3)

POP	 30	 40 50 NOP 30	 40	 50
GA	 Pc	 0.5	 0.6 0.7 PSO C1 1.5	 2	 2.5

Pm	 0.01	 0.05 0.1 C2 1.5	 2	 2.5
NOG	 100	 200 300 NOG 100	 150	 200
NOP	 20	 30 50 HMS 5	 10	 20

DE	 NOG	 30	 50 100 HS HMCR 0.9	 0.95	 0.99
Pc	 0.1	 0.5 0.9 PAR 0.01	 0.1	 0.3
‐ ‐ ‐	 ‐ BW 0.1	 0.5	 0.9

4.4 Analysis of results and comparisons 

To	compare	the	results	emanating	from	four	algorithms	and	elicit	the	best	methodology	to	solve	
the	CF	having	 the	T2F	variable,	 each	of	 15	 examples,	 is	 solved	using	MATLAB	 (R2016b)	 soft‐
ware.	 In	 this	 paper,	 the	GA,	 PSO,	HS	 and	DE	 algorithms	 are	 used,	 in	which	 the	 probability	 of	
crossover	(Pc),	the	generations	number	(NOG),	the	probability	of	mutation	(Pm)	and	the	size	of	
population	(POP)	are	the	GA	parameters.	The	generations	number	(NOG),	the	acceleration	coef‐
ficients	(C1,	C2)	and	the	size	of	population	(NOP)	are	the	PSO	parameters.	The	harmony	memory	
considering	rate	(HMCR),	the	Bandwidth	(BW),	the	harmony	memory	size	(HMS)	and	the	pitch	
adjusting	 rate	 (PAR)	 are	 the	 HS	 parameters.	 The	 size	 of	 population	 (NOP),	 the	 probability	 of	
crossover	(Pc)	and	the	generations	number	(NOG)	are	the	DE	parameters.		

Tables	5	and	6	incorporates	the	input	parameter	and	the	objective	values	of	four	algorithms	
in	each	example,	in	which	the	optimal	values	of	the	parameters	are	derived	using	L^9	design	and	
the	TM.	To	compare	the	performance	of	the	GA,	PSO,	HS,	and	DE	with	reference	to	the	objective	
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function,	a	number	of	approaches	are	utilized	in	the	present	research.	Initially,	the	average	and	
the	standard	deviation	of	each	of	the	15	examples	were	obtained	as	shown	in	the	last	two	rows	
in	Table	6.	The	results	from	average	and	standard	deviation	of	the	15	examples	show	that	PSO	
has	outperformed	GA,	HS,	and	DE.	The	graphical	approach	depicted	in	Fig.	1	is	also	applied	twice	
to	compare	 the	algorithm	performance	 in	15	produced	examples.	Moreover,	 this	 figure	shows	
that	the	PSO	appears	to	represent	a	better	performance	than	the	GA,	HS,	and	DE	in	the	objective	
function	in	the	entirety	of	the	examples.	

Table	5	Input	parameters	of	the	PSO,	FA	and	DE	algorithms	for	the	generated	problems	
HS PSO GA DE

Prob.	No.	 HMS	 HMCR PAR	 BW	 NOP ଵܥ ଶܥ NOG POP ஼ܲ ௠ܲ NOG	 NOP	 NOG ஼ܲ

1	 20	 0.99 0.3	 0.9	 30 2 2 100 50 0.6 0.01 200	 50	 100 0.9
2	 20	 0.99 0.3	 0.5	 50 25 2 200 50 0.5 0.05 100	 30	 30 0.9
3	 10	 0.95 0.01	 0.9	 50 1.5 2 100 50 0.6 0.05 300	 50	 100 0.9
4	 10	 0.95 0.01	 0.9	 40 1.5 2.5 200 30 0.7 0.1 300	 30	 30 0.9
5	 10	 0.99 0.3	 0.9	 40 1.5 1.5 100 40 0.7 0.05 200	 50	 50 0.1
6	 20	 0.95 0.1	 0.5	 30 2 2 200 30 0.5 0.01 200	 30	 100 0.1
7	 5	 0.99 0.01	 0.1	 30 2 2.5 150 50 0.7 0.1 300	 30	 100 0.1
8	 20	 0.95 0.01	 0.5	 40 1.5 1.5 200 50 0.7 0.1 300	 30	 50 0.1
9	 20	 0.9	 0.01	 0.1	 30 1.5 2.5 150 30 0.6 0.01 200	 50	 100 0.1
10	 20	 0.99 0.01	 0.9	 40 2 2.5 200 40 0.6 0.05 200	 20	 100 0.1
11	 20	 0.95 0.3	 0.9	 50 2 1.5 200 30 0.6 0.1 100	 30	 30 0.1
12	 20	 0.95 0.01	 0.1	 50 1.5 2 200 50 0.6 0.01 200	 50	 100 0.9
13	 20	 0.95 0.3	 0.9	 50 2 1.5 200 50 0.7 0.05 300	 50	 50 0.1
14	 10	 0.9	 0.1	 0.5	 30 2 2 150 30 0.6 0.05 300	 20	 30 0.1
15  5	 0.99 0.1	 0.5	 40 1.5 1.5 100 30 0.6 0.1 300	 30	 100 0.9

Table	6	Objective	function	of	the	PSO,	FA	and	DE	algorithms	for	the	generated	problems	
Problem	No.	 HS	 

Objective	function	
PSO

Objective	function	
GA

Objective	function	
DE	

Objective	function	
1	 11579	 11449 17874 12530
2	 49371	 34946 55498 53765
3	 61232	 59110 64833 63498
4	 112440	 89216 123982 119870
5	 134230	 100420 143563 139110
6	 114140	 101930 129390 128765
7	 99366	 71208 101550 99875
8	 127030	 126750 148510 144170
9	 106320	 105770 110289 107540
10	 112430	 109290 115410 113980
11	 41477	 37906 61187 49405
12	 215630	 214010 265670 231720
13	 78911	 70402 86832 84695
14	 221480	 175750 240290 238730
15  221080	 220720 247720 225775

Average	 113781	 101925 127507 120895
St.	Dev	 64446	 61827 73328 68000

Fig.	1	Trend	of	the	objective	function	values	of	the	generated	problems	for	the	proposed	algorithms	
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Table	7	Analysis	of	variance	results	to	compare	the	algorithms	in	terms	of	mean	objective	function	value	
Source	 DF	 Adj.	SS Adj.	MS F‐Value	 P‐value
Algorithms	 3	 5390788752 1796929584 0.40 0.754	
Error	 56	 2.51675E+11 4494189326
Total	 59	 2.57065E+11

Fig.	2	Boxplot	of	the	total	cost	values

In	the	end,	the	one‐way	analysis	of	variance	(ANOVA)	method	is	employed	to	statistically	evalu‐
ate	the	performance	of	the	GA,	PSO,	HS,	and	DE.	This	procedure	was	executed	in	MINITAB	soft‐
ware	version	17.3.1.	The	ANOVA	method	output	outlined	in	Table	7	demonstrates	that	at	a	con‐
fidence	 level	 of	 95	%,	 four	 algorithms	 reveal	 no	 significant	 differences	 in	 the	mean	 objective	
function.	Fig.	2	outlines	the	respective	performance	of	the	four	algorithms.		

5. Conclusion

In	this	paper,	a	T2F	CF	problem	was	examined	with	economic	and	environmental	criteria.	In	the	
proposed	model,	the	costs	associated	with	processing,	material	movement,	energy	loss,	and	tool‐
ing	were	minimized.	The	most	salient	benefits	of	the	mathematical	model	are	as	follows:	CF	us‐
ing	 economic	 and	 environmental	 criteria	 at	 desirable	 cost	 defined	by	T2F	 and	worker	 assign‐
ment	through	the	man‐machine	relationship	aspect.	To	solve	the	presented	CF	model,	a	GA	was	
utilized,	in	which	the	PSO,	HS,	and	DE	algorithms	were	employed	to	evaluate	the	outputs	of	the	
proposed	algorithm.	Another	remarkable	advantage	of	the	present	research	is	the	solution	of	the	
15	random	problems	produced	as	 the	optimal	rates	of	 the	algorithm	parameters	using	TM	for	
each	problem.	The	results	emanating	from	the	algorithms	reveal	that	the	PSO	algorithm	outper‐
forms	the	GA,	DE,	and	HS	algorithms	in	terms	of	the	objective	function	on	15	random	produced	
problems.	The	ANOVA	method	was	also	conducted	to	compare	the	performance	of	the	GA,	PSO,	
HS	and	DE	algorithms	statistically.	Moreover,	the	trend	pattern	demonstrated	that	PSO	outper‐
formed	GA,	DE,	and	HS	in	the	majority	of	the	problems,	in	which	a	statistically	significant	differ‐
ence	was	not	observed	showing	 that	valid	 results	were	derived	using	 the	PSO.	 In	 the	end,	 the	
following	recommendations	for	further	research	are	made:	

 The	application	of	the	model	can	be	extended	to	a	stochastic	environment.
 The	proposed	model	can	be	considered	with	reference	to	other	criteria	for	sustainability.
 The	proposed	model	may	be	considered	in	the	multi‐period	planning	horizon.
 The	Response	Surface	Methodology	(RSM)	may	be	implemented	to	set	the	parameters.
 Future	research	can	concentrate	on	other	meta‐heuristic	algorithms.
 The	model	can	be	extended	to	other	T2F	parameters.
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A B S T R A C T	   A R T I C L E   I N F O	

In	 this	research	study	proposed	are	a	response	surface	methodology	(RSM),	
genetic	algorithm	(GA)	and	a	grey	wolf	optimizer	(GWO)	algorithm	for	predic‐
tion	of	surface	roughness	in	ball‐end	milling	of	hardened	steel.	The	RSM	is	a	
conventional	predicting	approach,	GA	is	an	evolutionary	algorithm	and	GWO	
is	 a	new	swarm	 intelligence‐based	algorithm.	 Spindle	 speed,	 feed	per	 tooth,	
axial	depth	and	radial	depth	of	cut	were	selected	as	input	parameters.	Exper‐
iments	were	performed	on	a	CNC	milling	center	and	experimental	data	were	
collected	 based	 on	 a	 four‐factor‐five‐level	 central	 composite	 design	 (CCD).	
RSM	was	 applied	 for	 establishing	 the	 basic	 relationship	 between	 input	 pa‐
rameters	and	surface	roughness.	After	that	analysis	of	variance	(ANOVA)	was	
conducted	 for	 the	evaluation	of	 the	proposed	mathematical	model.	A	prede‐
fined	reduced	quadratic	model	was	used	as	a	reference	model	for	a	build‐up	
of	predictive	models	using	GA	and	GWO	algorithm.	Predicted	values	of	RSM,	
GA	and	GWO	models	are	compared	with	experimental	results.	In	the	compari‐
son	 of	model	 performance	 for	 all	 the	 three	models	 it	 was	 found	 that	 GWO	
model	 is	 the	best	 solution.	The	model	 accuracy	was	 found	 to	be	at	91.80	%	
and	 89.58	%	 for	 training	 and	 testing	 data,	 respectively,	 which	 showed	 the	
effectiveness	of	the	GWO	algorithm	for	modeling	machining	processes.	
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1. Introduction  
The	primary	objective	of	machining	 operations	modeling	 is	 developing	 a	predictive	 capability	
for	machining	performance	 in	order	 to	 facilitate	effective	planning	of	machining	operations	 to	
achieve	optimum	productivity,	quality,	and	cost	[1].	Modeling	of	output	machining	performanc‐
es,	 fundamental	variables	 (cutting	 forces,	 cutting	 temperature,	 stress,	etc.),	 and	output	perfor‐
mances	which	are	relevant	for	machine	industry	(tool	life,	surface	roughness,	surface	integrity,	
chip	form,	etc.)	is	very	important	due	to	the	fact	that	conventional	machining	processes	still	oc‐
cupy	the	dominant	part	of	all	production	processes	[2].	The	development	of	advanced	predictive	
models	 enables	 the	 selection	optimal	 cutting	 conditions,	 cooling	 (kinds	of	 cutting	 fluids,	 pres‐
sure,	flow),	cutting	tool	material	(coatings)	and	its	geometry,	machine	tools	and	other.	Predictive	
models	also	help	manufacturing	engineers	to	plan	and	manage	machining	processes	more	effi‐
ciently	and	use	the	sophisticated	simulation	tools	to	check	the	effects	of	projected	process	per‐
formances	far	beyond	the	actual	production	of	any	particular	product(s).	
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	 Since	the	conventional	machine	tools	era	to	the	present	times	of	CNC	multi‐tasking	machine	
tools,	 the	 prediction	 of	 machining	 performances	 and	 optimization	 of	 cutting	 conditions	 have	
been	 interesting	 research	areas.	Modeling	of	 output	machining	performances	 is	mainly	 a	 very	
difficult	task	due	to	complexity	and	stochastic	nature	of	most	machining	processes.	Despite	both	
past	 and	present	numerous	 attempts	 to	 analyze	metal	 cutting,	 the	 basic	 relationship	 between	
the	various	variables	has	still	remained	unexplained	[3].	 In	the	 last	60	years,	metal	cutting	re‐
searchers	 have	 applied	many	methods	 or	 techniques	 for	modeling	 the	 output	machining	 per‐
formances.	Predictive	models	in	practice	can	be	analytical,	empirical,	numerical,	Artificial	Intelli‐
gence	 (AI)	based,	 and	hybrid,	 too	 [2].	Each	of	 these	approaches	has	 its	 advantages	and	disad‐
vantages,	or	capabilities	and	constraints.	For	example,	response	surface	methodology	(RSM)	is	
used	for	empirical	models	building.	In	recent	years	the	research	in	the	area	of	machining	process	
modeling	is	oriented	towards	the	use	of	methods	based	on	Artificial	Intelligence.	Artificial	Intel‐
ligence‐based	models	are	commonly	 founded	on	either	a	biological,	molecular,	or	neurological	
phenomenon	that	resembles	the	metaphor	of	natural	biological	evolution	and/or	the	social	be‐
havior	of	different	species	of	natural	organisms	[4].	

These	models	have	been	developed	thanks	to	the	rapid	advancement	of	computer	technology	
over	the	past	two	decades	and	are	often	called	nature‐inspired	algorithms.	Nature‐inspired	algo‐
rithms	could	be	classified	 into	 three	wide	groups:	physics‐based	algorithms	(PBA),	 chemistry‐
based	 algorithms	 (CBA)	 and	 biology‐based	 algorithms	 (BBA)	 [5].	 Physics‐based	 algorithms	
(PBA)	actually	apply	the	basic	principles	of	physics,	 for	 instance,	Newton’s	 laws	of	gravitation,	
laws	of	motion	and	the	like.	

Biology‐based	algorithms	(BBA)	present	a	special	group	of	algorithms	within	algorithms	in‐
spired	by	nature	and	those	can	learn	and	adapt	similar	to	biological	organisms	[6].	These	algo‐
rithms	can	be	put	 into	 three	categories:	evolutionary	algorithms	(EA),	bio‐inspired	algorithms	
(BIA)	and	swarm	intelligence‐based	algorithms	(SIA)	[5].	Biology‐based	algorithms	try	to	mimic	
the	way	in	which	biological	organisms	or	sub‐organisms	(e.g.,	bacteria	or	neurons)	function,	so	
as	to	achieve	a	high	level	of	efficiency	[6].	Evolutionary	algorithms	(EA)	are	based	on	Darwin’s	
theory	of	evolution	and	among	them	are	most	 famous	genetic	algorithm	(GA)	and	genetic	pro‐
gramming	(GP).	

Bio‐inspired	algorithms	(BIA)	are	built	on	the	idea	of	a	commonly	observed	phenomenon	in	
some	animal	species	and	ordered,	natural	movement	of	organisms.	Flocks	of	birds	and	shoal	of	
fish	are	amazing	examples	of	self‐organized	coordination.	For	example,	Particle	Swarm	Optimi‐
sation	(PSO)	simulates	the	social	behavior	of	birds.	In	PSO,	each	solution	in	search	for	space	is	
actually	analogous	to	a	bird	and	it	is	called	“a	particle”.	The	system	is	started	with	a	population	
of	random	particles	(called	a	swarm)	and	their	searches	for	optimum	value	continues	by	updat‐
ing	new	generations.	Each	particle	in	the	swarm	tries	to	reach	a	possible	solution,	whereby	the	
group	attempts	 to	meet	 the	collective	objective	of	 the	group,	all	 that	based	on	the	actual	 feed‐
back	from	the	other	members.	

Swarm	intelligence‐based	algorithms	(SIA)	use	the	fact	that	collective	intelligence	of	swarm	is	
more	than	a	sum	of	individual	intelligences.	Each	agent	of	the	swarm	may	be	considered	as	unin‐
telligent,	 but	 it	 follows	 some	 simple	 rules,	 so	 that	 the	 whole	 swarm	 may	 show	 some	 self‐
organization	behavior	and	thus	can	behave	like	some	kind	of	collective	intelligence.	These	algo‐
rithms	began	from	observing	the	collective	behaviors	of	 insects	 living	in	colonies	such	as	ants,	
bees,	wasps,	termites,	respectively	and	also	the	collective	behaviors	of	some	animal	species,	such	
as	cuckoos,	lions,	wolves,	etc.	The	most	famous	algorithms	based	on	swarm	intelligence	are	Arti‐
ficial	Bee	Colony	(ABC),	Ant	Colony	Optimization	(ACO),	Cuckoo	search	(CS).	

The	 aim	of	 this	work	 is	 to	 present	 the	 various	 approaches	 to	 predict	 surface	 roughness	 in	
ball‐end	milling	 process	 and	 developing	 a	 predictive	model	 to	 obtain	 surface	 roughness	 as	 a	
function	of	machining	parameters:	spindle	speed	(n),	 feed	per	tooth	(fz),	axial	depth	of	cut	(ap)	
and	radial	depth	of	cut	(ae),	using	response	surface	methodology	(RSM),	genetic	algorithm	(GA)	
and	grey	wolf	optimizer	(GWO)	algorithm.	RSM	is	conventional	modeling	approach,	GA	is	a	part	
of	evolutionary	algorithms	and	GWO	is	new	swarm	 intelligence‐based	algorithm.	GWO	is	a	re‐
cently	developed	algorithm	inspired	by	grey	wolves	and	their	life	in	nature	(as	for	example	lead‐
ership	hierarchy	and	hunting	mechanism)	and	has	been	successfully	applied	for	solving	different	
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problems.	As	the	grey	wolf	optimizer	(GWO)	is	a	real	novelty,	there	is	no	study	in	the	literature	
about	the	application	of	this	algorithm	for	modeling	and	optimization	of	machining	operations,	
in	other	words	for	prediction	of	output	machining	performances. 

2. Literature review  

One	of	the	most	important	machining	performances	is	surface	roughness,	particularly	so	in	fin‐
ish	milling	 operations	 [7].	When	 referencing	 to	 the	 already	published	papers,	 obviously	 there	
have	been	a	lot	of	researches	regarding	the	prediction	of	surface	roughness	in	face,	but	also	end	
milling	process.	For	this	purpose,	a	number	of	statistical	methods	were	used	such	as	RSM	and	
soft	computing	techniques	or	bio‐inspired	computing	(ANN,	GA,	GP,	ANFIS).		
	 Numerous	 researchers	 have	 studied	 the	 influence	 of	 input	 cutting	 parameters	 on	 surface	
roughness	 for	 practical	 end	milling.	 Most	 of	 the	 research	 proposal	 is	 the	multiple	 regression	
method	to	predict	surface	roughness	[8,	9],	some	research	applied	ANN,	fuzzy	logic,	ANFIS,	GA	
and	grey‐fuzzy	approaches	for	surface	roughness	prediction	in	end	milling	process	[10‐15],	eve‐
ryone	proposed	GP,	namely	RSM	to	predict	surface	roughness	in	end	milling	[16,	15].		
	 Ball‐end	milling	is	a	type	of	milling	process	where	ball‐end	mill	is	used	with	the	goal	to	gen‐
erate	3D	free	formed	sculptured	products.	In	reality,	die,	mold	and	aerospace	industries	mostly	
apply	that	type	of	process.	There	 is	a	 far	smaller	number	of	published	references	dealing	with	
the	prediction	of	the	surface	roughness	for	this	type	of	end	milling	process.		
	 Dhokia	at	al.	[17]	used	GA	for	predicting	of	surface	roughness	in	ball‐end	milling	of	polypro‐
pylene.	Establishing	a	relationship	between	surface	roughness	and	the	process	parameters	such	
as	feed,	speed,	and	depth	of	cut	for	the	ball‐end	milling	of	polypropylene	was	the	most	signifi‐
cant	goal	for	the	surface	roughness	model.	The	experimental	tests	were	carried	out	according	to	
the	orthogonal	array	design	L16.	The	mean	deviation	of	Ra	obtained	by	surface	roughness	model	
over	the	validation	dataset	was	obtained	as	8.43	%.		
	 	In	their	study	Vakondios	at	al.	[18]	addressed	the	influence	of	milling	strategy	on	the	surface	
roughness	 in	ball	end	milling	of	 the	aluminum	alloy	Al7075‐T6.	Different	 strategies	were	ana‐
lyzed	(vertical,	push,	pull,	oblique,	oblique	push	and	oblique	pull).	A	mathematical	model	of	the	
surface	roughness	was	established	for	each	of	them,	considering	both	the	down	and	up	milling.	
Mathematical	models	for	surface	roughness	were	obtained	using	RSM.	For	a	check	up	of	the	va‐
lidity	of	models	used	was	the	analysis	of	variance	(ANOVA).		
	 Hossain	 and	Ahmad	 [19]	decided	 to	 attempt	with	RSM	and	adaptive‐neuro‐fuzzy‐inference	
system	(ANFIS)	in	order	to	predict	surface	roughness	in	ball‐end	milling.	After	comparing	ANFIS	
results	with	the	RSM	results	the	superiority	of	ANFIS	results	to	the	RSM	results	was	showed.		
	 Zuperl	 and	 Cus	 [20]	 developed	 a	 simplified	model	 to	 provide	 functional	 relations	 between	
surface	 roughness,	 cutting	 chip	 size,	 cutting	 conditions	 and	diameter	 of	 the	 ball‐end	mill.	 The	
ANFIS	method	was	applied	for	predicting	the	cutting	chip	size	in	ball‐end	milling.	In	spite	of	be‐
ing	simple,	the	model	has	reliability	and	efficiency	in	predicting	the	Ra	in‐process	by	utilizing	the	
chip	size.		
	 Quintana	at	al.	[21]	used	artificial	neural	networks	(ANN)	for	predicting	of	surface	roughness	
in	the	function	of	spindle	speed,	 feed	per	tooth,	axial	depth	of	cut,	radial	depth	of	cut	and	tool	
radius.	The	developed	ANN	enabled	 the	prediction	of	surface	roughness	with	a	high	degree	of	
correlation	(R2	=	0.96296). 

3. Materials and methods 

3.1 Experimental setup and results 

The	 experimental	work	 explained	 in	 this	 paper	 referenced	 the	work	 of	 Pejic	V.	 [22],	 and	was	
performed	at	the	Department	of	Production	Engineering,	Faculty	of	Technical	Sciences,	at	Uni‐
versity	of	Novi	Sad	and	at	the	company	"ELMETAL"	doo	in	Senta,	Serbia.	The	experiments	were	
conducted	 on	 HAAS	 VF‐3YT	 vertical	 three‐axis	 CNC	 milling	 machine	 and	 on	 hardened	 steel	
X210CR12	with	58	HRC.	The	cutting	 tools	used	were	TiAlN‐T3	coated	 two‐flutes	solid	carbide	
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ball‐end	milling	 cutters	 of	 diameter	 6	mm	 (Emuge‐Franken,	 type1877A).	 The	 dimension	 of	 a	
workpiece	300	mm		58	mm		20	mm	was	used	in	this	study.	Based	on	the	tool	manufacturer's	
recommendation,	a	cold	air	nozzle,	which	works	on	the	principle	of	a	vortex	tube,	was	used	for	
cooling	the	tool.	Prior	to	performing	the	experiments,	the	workpiece	was	divided	into	84	fields,	
with	dimensions	of	15.33	mm		3	mm	and	a	height	of	2	mm,	as	shown	in	Fig.	1.	Each	field	corre‐
sponded	to	one	experimental	point.	This	method	enables	machining	in	one	clamp,	and	hence	the	
same	machining	conditions	at	all	experimental	points.	According	to	the	data	taken	from	the	de‐
sign	of	 experiments	 (DoE)	CNC	programming	 code	was	 set	 up	 in	Edgecam	2015	 for	 each	 and	
every	 experimental	 point,	 as	 seen	 in	 Table	 2.	 The	 surface	 roughness	 value	 of	 the	 machined	
workpiece	was	measured	using	the	MarSurf	PS1	portable	unit.	

Applying	the	rotatable	central	composite	design	(RCCD),	the	Design	of	experiment	(DOE)	was	
obtained.	Using	different	combinations	of	the	input	parameters	levels	performed	was	a	total	of	
30	experiments.	The	machining	parameters	chosen	to	analyze	their	effect	on	surface	roughness	
were	spindle	speed,	feed	per	tooth,	axial	depth	of	cut	and	radial	depth	of	cut.	Values	of	cutting	
conditions	have	been	determined	for	a	4‐factor	design	of	experiments	according	to	tool	produc‐
er	recommendations	and	the	workpiece	material,	Table	1.	
	

	
Fig.	1	Test	part	designed	in	Edgecam	2015	

	 	
Table	1	Machining	parameters	and	their	levels	

Parameters	 Levels
‐2 ‐1 0 1	 1

Spindle	speed,	n	(min‐1)	 3981 4777 5573 6369	 7169
Feed	per	tooth,	fz	(mm/tooth)	 0.018 0.024 0.030 0.036	 0.042
Axial	depth	of	cut,	ap	(mm) 0.04 0.08 0.12 0.16	 0.20
Radial	depth	of	cut,	ae	(mm) 0.20 0.40 0.60 0.80	 1.00

	
Spindle	speed	is	calculated	by	the	equation	below:	

 pp ada

v
n




12 
	 (1)

where	v	is	the	cutting	speed,	ap	is	the	axial	depth	of	cut	and	d1	is	a	diameter	of	the	tool.	
Measured	results	of	surface	roughness	are	presented	in	Table	2.	
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Table	2	Experimental	results	for	surface	roughness	Ra	

Trial	No.	
Code	 Parameters	 Measured	value	

Ra	(m)	x0	 x1	 x2	 x3	 x4	 n	(min‐1)	 fz	(mm/z) ap	(mm)	 ae	(mm)	

1	 1	 ‐1	 ‐1	 ‐1	 ‐1	 4777	 0.024	 0.08	 0.40	 0.745	
2	 1	 1	 ‐1	 ‐1	 ‐1	 6369	 0.024	 0.08	 0.40	 0.305	
3	 1	 ‐1	 1	 ‐1	 ‐1	 4777	 0.036	 0.08	 0.40	 0.643	
4	 1	 1	 1	 ‐1	 ‐1	 6369	 0.036	 0.08	 0.40	 0.497	
5	 1	 ‐1	 ‐1	 1	 ‐1	 4777	 0.024	 0.16	 0.40	 0.662	
6	 1	 1	 ‐1	 1	 ‐1	 6369	 0.024	 0.16	 0.40	 0.569	
7	 1	 ‐1	 1	 1	 ‐1	 4777	 0.036	 0.16	 0.40	 0.850	
8	 1	 1	 1	 1	 ‐1	 6369	 0.036	 0.16	 0.40	 0.425	
9	 1	 ‐1	 ‐1	 ‐1	 1	 4777	 0.024	 0.08	 0.80	 3.370	
10	 1	 1	 ‐1	 ‐1	 1	 6369	 0.024	 0.08	 0.80	 3.040	
11	 1	 ‐1	 1	 ‐1	 1	 4777	 0.036	 0.08	 0.80	 3.302	
12	 1	 1	 1	 ‐1	 1	 6369	 0.036	 0.08	 0.80	 3.149	
13	 1	 ‐1	 ‐1	 1	 1	 4777	 0.024	 0.16	 0.80	 3.261	
14	 1	 1	 ‐1	 1	 1	 6369	 0.024	 0.16	 0.80	 3.116	
15	 1	 ‐1	 1	 1	 1	 4777	 0.036	 0.16	 0.80	 3.379	
16	 1	 1	 1	 1	 1	 6369	 0.036	 0.16	 0.80	 3.113	
17	 1	 0	 0	 0	 0	 5573	 0.030	 0.12	 0.60	 1.677	
18	 1	 0	 0	 0	 0	 5573	 0.030	 0.12	 0.60	 1.518	
19	 1	 0	 0	 0	 0	 5573	 0.030	 0.12	 0.60	 1.571	

20	 1	 0	 0	 0	 0	 5573	 0.030	 0.12	 0.60	 1.296	

21	 1	 ‐2	 0	 0	 0	 3981	 0.030	 0.12	 0.60	 1.926	
22	 1	 2	 0	 0	 0	 7166	 0.030	 0.12	 0.60	 1.159	
23	 1	 0	 ‐2	 0	 0	 5573	 0.018	 0.12	 0.60	 1.334	
24	 1	 0	 2	 0	 0	 5573	 0.042	 0.12	 0.60	 1.299	
25	 1	 0	 0	 ‐2	 0	 5573	 0.030	 0.04	 0.60	 1.324	
26	 1	 0	 0	 2	 0	 5573	 0.030	 0.20	 0.60	 1.285	
27	 1	 0	 0	 0	 ‐2	 5573	 0.030	 0.12	 0.20	 0.245	
28	 1	 0	 0	 0	 2	 5573	 0.030	 0.12	 1.00	 4.258	
29	 1	 0	 0	 0	 0	 5573	 0.030	 0.12	 0.60	 1.470	
30	 1	 0	 0	 0	 0	 5573	 0.030	 0.12	 0.60	 1.471	

3.2 Response surface methodology (RSM) background 

A	 collection	 of	 statistical	 and	mathematical	methods	 is	 named	 response	 surface	methodology	
(RSM)	and	it	can	be	used	in	modeling	and	optimization	of	different	machining	processes	[23‐25].	
In	 the	actual	development	of	conventional	predictive	modeling	 this	methodology	 is	commonly	
present.	The	input	variables	are	here	referred	to	as	independent	variables,	and	they	are	subject‐
ed	to	the	control	of	an	engineer	or	a	scientist,	with	the	purpose	of	completing	a	test	or	an	exper‐
iment.		
	 Measurable	output	performance	of	the	process	is	called	response	and	it	is	a	dependent	varia‐
ble	being	tested.	RSM	quantifies	the	relationship	between	the	controllable	input	parameters	and	
the	obtained	response,	in	other	words,	attempts	to	analyze	the	influence	of	independent	param‐
eters	on	a	specific	dependent	response.	For	modeling	and	optimization	of	machining	processes	
data	are	needed	which	are	collected	through	experimental	work.	This	methodology	represents	
the	empirical	 statistical	 technique,	which	 is	applied	 for	 the	regression	analysis	of	 the	data	ob‐
tained	 through	 the	experiment	 in	order	 to	obtain	 the	equation	which	represents	 the	response	
function	(depending	on	the	variable	size	being	examined).	This	function	can	be	graphically	dis‐
played	 as	 a	 response	 surface,	 whereby	 which	 this	 methodology	 has	 been	 named.	 A	 few	 ad‐
vantages	 that	Response	surface	methodology	(RSM)	offers	when	compared	 to	 the	classical	ex‐
perimental	or	optimization	methods	where	only	one	variable	at	a	time	technique	is	used	are	as	
follows	[4]:	implies	a	large	amount	of	information	from	not	so	many	experiments	and	a	possibil‐
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ity	to	notice	easily	the	interaction	effect	of	the	independent	parameters	on	the	response.	To	ob‐
tain	information	about	the	process	useful	was	the	empirical	model	as	it	 linked	the	response	to	
the	independent	variables	and	it	could	also	be	a	practical	tool	for	the	optimization	of	machining	
processes.	
	 According	to	RSM,	the	measurability	of	all	the	input	process	parameters	is	assumed	and	the	
corresponding	equation	expresses	the	process:	
	

ݕ ൌ ݂ሺݔଵ, ,ଶݔ … , ௞ሻݔ ൅ ε	 (2)
	 	

where	y	is	the	response,	f	is	the	unknown	function	of	response,	x1,	x2,…,	xk	refer	to	the	independ‐
ent	parameters	or	variables,	k	is	the	independent	variables	number	and	in	the	end	ɛ	is	the	statis‐
tical	error	that	denotes	other	sources	of	variability	not	accounted	for	by	f.	
	 In	RSM	two	models	are	commonly	used.	The	first‐degree	model:	
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and	the	second‐degree	model:	
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where	b0	 is	 coefficient	of	 the	 free	 term,	 coefficients	bi	 are	 the	 linear	 terms,	 coefficients	ܾ௜௜	 are	
quadratic	terms	and	coefficients	ܾ௜௝	are	interaction	terms.	

Value	of	coefficients	bi,	bii,	bij	is	determined	using	the	method	of	least	squares	(MLS).	

3.3 Genetic algorithm (GA) background 

The	GA	is	a	search	algorithm	for	optimization,	based	on	a	Darwinian	theory	of	evolution	and	on	
the	concept	of	"survival	of	the	fittest".	As	in	nature,	the	strong	species	remain	intact,	while	the	
sleazy	species	is	eliminated.	The	two	most	significant	advantages	of	the	GA	approach	are	its	sim‐
plicity	of	operation	and	computational	efficiency.	GA	deals	with	chromosome	populations.	Actu‐
ally,	string	representations	of	solutions	to	a	particular	problem	are	called	chromosomes.	Using	
the	real	analogy	with	biology,	the	chromosome	is	presented	as	the	genotype,	whereas	the	solu‐
tion	it	describes	is	called	the	phenotype.		

The	simplest	form	of	GA	involves	three	types	of	operators:	selection,	crossover,	and	mutation.	
Fig.	2	 illustrates	the	flowchart	of	GA	for	optimization	[26].	For	using	this	algorithm,	a	problem	
solution	is	defined	in	terms	of	the	fitness	function.	A	fitness	function	is	used	to	evaluate	each	of	
the	solutions	in	the	population,	represented	by	the	chromosomes.	Defining	this	function	for	the	
given	problem	is	one	of	the	most	difficult	tasks	in	creating	a	good	genetic	algorithm.		

To	allow	the	entire	range	of	possible	solutions	(the	search	space)	 the	original	chromosome	
population	is	created	randomly.	Several	hundreds	or	thousands	of	possible	solutions	is	a	typical	
content	of	the	population	size.	The	fitness	function	measures	the	quality	of	the	represented	solu‐
tion	and	it	depends	on	the	nature	of	a	problem.	Selection	is	the	process	of	choosing	two	or	more	
parents	from	the	population	for	crossing.	The	mixing	of	genetic	material	from	two	selected	par‐
ent	 chromosomes	 to	produce	one	or	 two	child	 chromosomes	 is	 called	 the	 crossover	operator.	
That	crossover	operation	can	be	presented	in	many	alternatives,	and	mutation	is	one	of	last	GA	
operators.	This	is	a	background	operator	which	produces	spontaneous	random	changes	in	vari‐
ous	chromosomes.	The	purpose	of	mutation	in	GA	is	preserving	and	introducing	diversity.	Popu‐
lation	size,	number	of	generations,	crossover	rate,	and	mutation	rate	are	the	dependable	varia‐
bles	for	the	GA	performance.		

The	GA	can	actually	be	stopped	under	some	strict	general	criteria.	Looking	at	the	number	of	
generations	 the	 stopping	 criteria	 are	prescribed.	 In	 case	 the	maximum	number	of	 the	genera‐
tions	exceeds	the	number	of	generations,	the	GA	process	is	terminated	and	optimised	results	are	
provided	[17].	
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Fig.	2	The	flow	of	GA	for	optimization	

	
	 The	pseudo	code	of	the	GA	is	presented	in	Fig.	3	[17]:	
	

begin
k	= 0;
initialize	(k);
evaluate	P(t);

while	(gen		Max_gen)	
begin
k	= k + 1
evaluate	P(k –1)
select	P(k) from	P(k – 1)
crossover	on	P(k)
mutation	on	P(k)
evaluate	P(t)
end

end

Fig.	3	Pseudo	code	of	the	GA	

3.4 Gray wolf optimizer (GWO) algorithm background 

The	 leadership	 hierarchy	 and	 hunting	mechanism	 of	 grey	wolves	 in	 nature	 is	 imitated	 in	 the	
grey	wolf	optimizer	 (GWO)	algorithm.	 In	2014	S.	Mirjalilli	at	al.	developed	 the	algorithm	[27].	
Grey	wolves	mainly	have	a	preference	for	living	in	a	pack.	To	simulate	the	leadership	hierarchy	
observed	were	four	types	of	grey	wolves	such	as	alpha	beta,	delta,	and	omega.	The	alpha	is	actu‐
ally	the	first	level	in	the	hierarchy	and	is	referred	to	as	the	leader	of	the	pack.	In	the	hierarchy	of	
grey	wolves	beta	 is	 the	second,	next	 level.	The	betas	are	subordinated	 to	alphas	but	can	be	of	
assistance	 in	 decision‐making	 or	 other	 pack	 activities.	 Omega	 is	 the	 lowest	 ranking	 of	 grey	
wolves.	Even	delta	wolves	are	dominating	over	omega,	but	of	course	they	have	to	submit	to	al‐
phas	and	betas.	
	 The	main	 inspiration	 of	 this	 algorithm	 apart	 from	 their	 social	 leadership	was	 the	 hunting	
technique	of	grey	wolves.	Alpha	wolves	always	lead	the	way,	but	grey	wolves	hunt	in	groups	and	
coordinate	with	each	other	very	well.	Multiple	steps	are	taken	when	hunting	a	prey.	That	hunt‐
ing	can	be	divided	into	a	few	main	stages:	tracking,	chasing,	and	approaching	the	prey;	pursuing,	
encircling	and	harassing	the	prey	until	it	stops	moving;	attack	towards	the	prey	[27].	Mathemat‐
ical	modeling	hunting	technique	and	social	behavior	of	grey	wolves	is	observed	in	this	GWO	al‐
gorithm.	 The	 prey	 is	 located	 by	 alpha,	 beta	 and	 delta	 through	 its	 body	 stance,	 uncoordinated	
movements	or	 the	smell	of	wounds	and	 then	 the	chasing	starts.	The	dominant	wolves	are	 fol‐
lowed	by	omegas.	The	prey	is	first	approached	as	near	as	possible,	encircled	and	then	harassed	
until	it	stops	moving.	The	next	step	by	the	pack	is	jumping	and	attacking	the	prey.	The	flowchart	
of	the	GWO	algorithm	is	shown	in	Fig.	4	[28].	
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Fig.	4	Flowchart	of	the	GWO	algorithm	

	
	 The	most	appropriate	solution	is	α	and	this	solution	is	followed	by	β	and	δ,	respectively,	and	
the	rest	of	the	solutions	belong	to	the	ω,	in	respect	to	the	GWO.	The	first	three	fittest	wolves	that	
are	 closest	 to	 the	prey	 are	α,	β,	 and	δ	who	guide	ω	 to	 search	prey	 in	promising	 search	 areas.	
Omega	updates	its	location	based	on	the	location	of	alpha,	beta,	and	delta	in	a	2D	search	space.	
In	 the	 GWO	 algorithm	 the	 search	 process	 is	 started	 by	 forming	 a	 random	 population	 of	 grey	
wolves	 (candidate	 solutions).	The	estimation	of	probable	position	of	 the	prey	 is	 conducted	by	
alpha,	beta,	and	delta	wolves	using	multiple	iterations.	The	distance	from	the	prey	is	updated	by	
each	candidate	solution.		
With	the	goal	to	stimulate	the	main	phases	of	grey	wolf	hunting	proposed	are	more	vector	equa‐
tions	[27],	which	indicate	the	position	of	the	prey	and	grey	wolfs	during	encircling	prey,	hunting	
and	attacking	prey.	The	pseudo	code	of	 the	GWO	algorithm	is	presented	 in	Fig.	5	[27]	where	t	
indicates	the	current	iteration,	a	 is	a	component	which	linearly	decreased	from	2	to	0	over	the	
course	of	iterations,	A	and	C	are	coefficient	vectors,	X,,	are	the	position	vectors	of	grey	wolfs.		

	
Initialize	the	grey	wolf	population	Xi	(i = 1,2,...,n)
Initialize	a,	A	and	C
Calculate	the	fitness of	each	search	agent
X		=	the	best	search	agent	
X		=	the	second	best	search	agent	
X		=	the	third	best	search	agent	
while	(t		Max	number	of	iterations)	

for	each	search	agent
	 Update	the	position	of	the	current	search	agent
end	for	

Update	a,	A	and	C
Calculate	the	fitness of	all	search	agent
Update	X,	X	and	X	
t	=	t	+	1	
end	while	
return	X	

Fig.	5	Pseudo	code	of	the	GWO	algorithm	
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4. Results and discussion 

4.1 Modeling surface roughness by RSM 

Applying	Design	Expert	software	created	was	RSM	model	with	the	intention	to	model	and	ana‐
lyze	 surface	 roughness.	 Setting	 up	 a	 relationship	 between	 surface	 roughness	 and	 the	 process	
parameters	such	as	spindle	speed,	feed	per	tooth,	axial	depth	of	cut	and	radial	depth	of	cut	a	for	
the	ball‐end	milling	of	hardened	steel	is	the	most	important	objective	of	the	surface	roughness	
model.	 The	mathematical	model	 for	 surface	 roughness	 as	 a	 function	of	machining	parameters	
was	 developed	 by	 using	 a	 reduced	 second‐order	 polynomial	 response	 surface	 mathematical	
equation.	 Analysis	 of	 variance	 (ANOVA)	 for	 response	 surface	 reduced	 quadratic	model	 is	 the	
basis	for	this	kind	of	equation,	as	shown	in	Table	3.		
	 The	developed	mathematical	model	to	predict	surface	roughness	Ra	is:	
	

24
)( 76.585.026.053.11085.195.0 eepzRSMa aaafnR   	 (5)

	
Table	3	Choice	of	model	type	based	on	ANOVA	

Response	 Ra	 	

ANOVA	for	response	surface	 	

Analysis	of	variance	table	(Partial	sum	of	squares	–	Type	III)	 	

Source	 Sum	of	
squares	

df	 Mean	
square

F	
Value

p‐value	
Prob	>	F 	

PC	
(%)

Model	 37.24	 5	 7.45	 140.10	 <	0.0001	 significant	 	

A‐n	 0.52	 1	 0.52	 9.78	 0.0046	 1.35	
B‐fz	 2.017E‐03	 1	 2.017E‐03	 0.038	 0.8472	 0.01	
C‐ap	 2.521E‐03	 1	 2.521E‐03	 0.047	 0.8294	 0.01	
D‐ae	 35.19	 1	 35.19	 661.90	 <	0.0001	 91.36	
D^2	 1.53	 1	 1.53	 28.72	 <	0.0001	 3.96	
Residual	 1.28	 24	 0.053	 3.31	
Lack	of	fit	 1.20	 19	 0.063	 3.93	 0.0677	 not	significant	 3.10	
Pure	error	 0.080	 5	 0.016	 0.21	
Corrected	total	 38.51	 29	 100	

R2	=	0.9669;	Adj	R2	=	0.9599	

	
	 With	 the	aim	 to	 justify	 the	validity	of	 the	model	 the	ANOVA	was	conducted.	The	p‐value	 is	
lower	 than	 0.05	which	 proves	 that	 the	model	 is	 considered	 adequate	 at	 the	 95	%	 confidence	
level.	The	validity	of	the	model	is	confirmed,	by	the	determination	coefficient	R2	=	0.9669.	If	R2	
convergences	unity	the	response	model	gives	better	results	and	there	exists	less	difference	be‐
tween	predicted	and	measured	data.	The	variability	measure	of	the	observed	output	 is	the	ad‐
justed	correlation	coefficient	(Adj	R2	=	0.96).	The	approximate	value	of	the	Adj	R2	with	R2	deter‐
mines	the	fitness	of	the	model	The	p‐value	is	separately	calculated	for	all	the	parameters	of	the	
proposed	model	and	it	can	be	concluded	the	radial	depth	of	cut	ae	(p		0.0001)	is	the	most	signif‐
icant	parameter	on	surface	roughness.	

4.2 Modeling surface roughness by GA 

The	RSM	was	used	to	develop	basically	the	reduced	second‐order	polynomial	response	surface	
mathematical	model	for	prediction	of	surface	roughness	in	ball‐end	milling	and	GA	was	used	for	
fine‐tuning	of	the	constants	in	Eq.	5,	which	obtained	from	RSM.	The	fine‐tuning	of	the	constants	
in	GA	is	performed	in	order	to	find	the	minimum	value	of	the	fitness	function.	

The	fitness	function	is	defined	as:  
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where	n	is	the	size	of	sample	data,	Ei	the	measured	Ra	and	Gi	the	predicted	Ra	calculated	by	GA.	
	 The	lower	the	values	of	Eq.	6,	the	better	agreement	of	the	model	is	to	the	experimental	data.	
For	implementing	GA	GATool	was	used	in	MATLAB.	The	GA	predictive	model	is	developed	using	
25	datasets	selected	based	on	experimental	results,	without	6	datasets	on	the	average	level	(cen‐
ter	points),	Table	2.	Six	datasets	on	the	average	level	were	used	as	one	average	value.	The	best	
result	was	obtained	with	population	size	of	1500.	The	developed	mathematical	model	to	predict	
surface	roughness	Ra	using	GA	is:	
 

24
)( 8.894.379.075.41085.148.1 eepzGAa aaafnR   	 (7)

4.3 Modeling surface roughness by GWO algorithm 

The	 fitness/objective	 function	 in	GWO	algorithm	 is	 calculated	 identically	as	 in	GA,	using	Eq.	6	
and	 same	datasets	 of	 experimental	 results.	 Solving	 of	 the	 optimization	problem	 is	 finding	 the	
minimum	value	of	fitness	function.	For	implementing	GWO	was	used	GWO	toolbox	in	MATLAB,	
developed	by	S.	Mirjalilli	at	al.	 [27].	This	 toolbox	 is	very	simple	and	can	be	used	without	high	
programming	skills	because	its	user‐friendly	graphical	interface.	In	the	toolbox	the	parameters	
of	the	GWO	algorithm	parameters	can	easily	be	calculated.	Cost	Function	is	the	objective	 func‐
tion	default	name	for	this	toolbox.		
	 The	developed	mathematical	model	to	predict	surface	roughness	Ra	using	GWO	algorithm	is:	
 

24
)( 88.80.486.030.41081.147.1 eepzGWOa aaafnR    (8)

4.4 Comparison of RSM, GA and GWO model performance 

Predicted	values	for	surface	roughness	as	obtained	in	the	RSM,	GA	and	GWO	are	compared	with	
the	experimental	values.	In	Table	4	presented	are	the	compared	values	of	the	predictive	perfor‐
mance	for	all	the	three	models	(RSM	model,	GA	model,	and	GWO	model)	with	the	measured	val‐
ue.	The	prediction	accuracy	PA	of	each	datasets	was	calculated	using	Eq.	9	[29].	The	model	accu‐
racy	of	the	developed	RSM,	GA	and	GWO	models	to	predict	the	surface	roughness,	was	evaluated	
using	Eq.	10.	
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The	model	accuracy	of	the	RSM,	GA	and	GWO	models	are	86.79	%,	91.78	%,	and	91.80	%,	re‐
spectively.	 It	can	be	concluded	that	the	model	accuracy	of	the	GWO	and	GA	models	almost	the	
same	 although	 they	 have	 been	 developed	 using	 the	 various	 approaches	 to	 predict	 surface	
roughness	 in	 ball‐end	milling	 process	 and	 different	 pseudo	 codes.	 Both	models	 showed	 good	
agreement	with	the	experimental	data,	but	GWO	model	was	more	accurate	than	the	GA	model.	It	
should	be	noted	that	the	GWO	algorithm	is	easier	 for	application	than	the	GA	and	the	time	re‐
quired	to	calculate	the	minimum	value	of	the	fitness	function	is	shorter	than	when	using	the	GA.	

Confirmation	for	the	models	developed	has	also	been	conducted	using	ten	additional	experi‐
ments,	which	were	 randomly	 selected	 from	 the	 set	of	 experiments	performed	as	 according	 to	
Taguchi	orthogonal	array	L25	(56).	Those	confirmation	tests	have	also	proved	good	accuracy	of	
all	the	models	obtained,	having	in	mind	the	model	based	on	GWO	enabled	the	best	predictability	
of	surface	roughness	for	the	given	case.	In	Table	5	presented	are	the	values	of	the	input	parame‐
ters	as	well	as	the	results	of	the	roughness	measured	for	all	the	ten	additional	measurements.	

	
	
	

	



Sekulic, Pejic, Brezocnik, Gostimirović, Hadzistevic 
 

28  Advances in Production Engineering & Management 13(1) 2018
 

Table	4	Comparison	of	RSM,	GA,	and	GWO	predictive	models	

Trial	
No.	

Measured	
value	Ra	
(m)	

RSM	 GA	 GWO	
Predicted	value	

Ra	(m)	
Prediction	
accuracy	(%)	

Predicted	value	
Ra	(m)	

Prediction	
accuracy	(%)

Predicted	value	
Ra	(m)	

Prediction	
accuracy	(%)

1	 0.745	 0.705	 94.63	 0.600 80.56 0.593 79.66	

T
ra
in
in
g	
da
ta
	

2	 0.305	 0.411	 65.25	 0.306 99.79 0.305 99.96	
3	 0.643	 0.724	 87.40	 0.657 97.80 0.645 99.68	
4	 0.497	 0.429	 86.32	 0.363 72.97 0.356 71.73	
5	 0.662	 0.726	 90.33	 0.663 99.82 0.662 99.99	
6	 0.569	 0.432	 75.92	 0.369 64.79 0.373 65.64	
7	 0.850	 0.745	 87.65	 0.720 84.73 0.714 83.96	
8	 0.425	 0.450	 94.12	 0.426 99.85 0.425 99.98	
9	 3.370	 3.130	 92.88	 3.246 96.31 3.254 96.55	
10	 3.040	 2.836	 93.29	 2.951 97.08 2.965 97.53	
11	 3.302	 3.149	 95.37	 3.303 99.98 3.305 99.90	
12	 3.149	 2.854	 90.63	 3.008 95.53 3.017 95.80	
13	 3.261	 3.151	 96.63	 3.309 98.54 3.322 98.12	
14	 3.116	 2.856	 91.66	 3.014 96.73 3.034 97.35	
15	 3.379	 3.169	 93.79	 3.366 99.61 3.374 99.85	
16	 3.113	 2.875	 92.35	 3.071 98.66 3.085 99.11	
17	 1.677	 1.560	 93.02	 1.484 88.48 1.484 88.50	
18	 1.518	 1.560	 97.23	 1.484 97.75 1.484 97.77	
19	 1.571	 1.560	 99.30	 1.484 94.45 1.484 94.47	
20	 1.296	 1.560	 79.63	 1.484 85.51 1.484 85.49	
21	 1.926	 1.854	 96.26	 1.778 92.33 1.773 92.04	
22	 1.159	 1.265	 90.85	 1.189 97.40 1.195 96.87	
23	 1.334	 1.541	 84.48	 1.427 93.04 1.432 92.62	
24	 1.299	 1.578	 78.52	 1.541 81.38 1.536 81.78	
25	 1.324	 1.539	 83.76	 1.421 92.69 1.415 93.09	
26	 1.285	 1.580	 77.04	 1.547 79.62 1.553 79.17	
27	 0.245	 0.056	 22.86	 0.246 99.75 0.245 99.99	
28	 4.258	 4.906	 84.78	 5.537 69.97 5.565 69.30	
29	 1.470	 1.560	 93.88	 1.484 99.06 1.484 99.04	
30	 1.471	 1.560	 93.95	 1.484 99.13 1.484 99.11	

Model	accuracy	 86.79	 91.78 91.80	
1	 1.587	 1.854 83.16	 1.778 87.94 1.773 88.30	

T
es
ti
ng
	d
at
a	

2	 1.402	 1.678 80.30	 1.543 89.97 1.542 89.98	
3	 3.235	 3.141 97.08	 3.277 98.70 3.288 98.37	
4	 5.259	 5.064 96.29	 5.715 91.32 5.744 90.78	
5	 0.523	 0.598 85.57	 0.576 89.88 0.578 89.51	
6	 1.328	 1.548 83.43	 1.449 90.86 1.441 91.47	
7	 3.640	 3.010 82.70	 3.184 87.47 3.187 87.55	
8	 1.602	 1.424 88.89	 1.371 85.59 1383 86.30	
9	 4.851	 4.758 98.07	 5.386 88.96 5.412 88.43	
10	 3.405	 2.710 79.60	 2.870 84.28 2.898 85.10	

Model	accuracy	 87.51	 89.50 89.58	
	

Table	5	Experimental	results	of	confirmation	tests	

Trial	No.	
Parameters	 Measured	value	

Ra	(m)	n	(min‐1)	 fz	(mm/z)	 ap	(mm)	 ae	(mm)	
1	 3981	 0.030	 0.12	 0.60	 1.587	
2	 4777	 0.018	 0.08	 0.60	 1.402	
3	 4777	 0.024	 0.12	 0.80	 3.235	
4	 4777	 0.030	 0.16	 1.00	 5.259	
5	 5573	 0.030	 0.20	 0.40	 0.523	
6	 5573	 0.036	 0.04	 0.60	 1.328	
7	 5573	 0.042	 0.08	 0.80	 3.640	
8	 6369	 0.024	 0.20	 0.60	 1.602	
9	 6369	 0.036	 0.08	 1.00	 4.851	
10	 7166	 0.018	 0.20	 0.80	 3.405	
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5. Conclusion 
This paper presents the predictive models for surface roughness Ra during ball-end milling pro-
cess which were developed using RSM, GA and GWO algorithm. In the first step of the research 
basic mathematical model was developed by the use of RSM. The developed model is adequate. 
The validity of the model was confirmed using ANOVA. This reduced quadratic model was used 
in next steps as basic shape for a build-up of predictive models using GA and GWO algorithm. In 
the second step, the predictive models were developed applying GA and GWO algorithm. The 
fitness function was same for both algorithms and was calculated identically, using Eq. 6. For 
implementing GA and GWO algorithm were used toolboxes in MATLAB. The predictive capability 
developed models were compared. Experimental results were compared with predicted values 
for all three the models. The predictive model developed using GWO algorithm providing the 
best prediction accuracy. The model accuracy for surface roughness was 91.8 % and 89.58 % for 
training and testing data, respectively. On comparison RSM, GA and GWO models were found 
that nature-inspired algorithms show the good ability for prediction of surface roughness in 
ball-end milling process. Results have confirmed that new swarm intelligence-based algorithm, 
called GWO as useful for modeling machining processes. 
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A B S T R A C T	   A R T I C L E   I N F O	

In	 this	paper,	we	develop	an	analytical	model	 for	a	multi‐period	production	
planning	problem	with	dual	supply	sources	of	production	capacity,	where	the	
supply	price	 of	 one	 source	 (i.e.,	 the	 spot	market)	 is	 random	and	 the	 supply	
capacity	 of	 the	 other	 source	 (i.e.,	 the	 contract	 supplier)	 is	 limited.	 The	 pur‐
chasing	cost	of	 reserved	capacity	 is	assumed	to	be	a	convex	 function,	rather	
than	a	linear	function.	We	solve	this	problem	by	first	characterizing	the	struc‐
ture	 of	 the	 optimal	 production	 policy	 by	 employing	 a	 stochastic	 dynamic	
programming	approach,	and	 then	determining	 the	optimal	capacity	reserva‐
tion	 level	 by	 applying	 a	 single‐variable	 optimization	method.	 For	 any	 given	
level	of	capacity	reservation,	the	optimal	periodic	production	policy	is	a	quan‐
tity‐dependent	base	stock	policy	with	a	threshold	of	production	quantity	that	
increases	with	 the	 spot	price.	With	 this	 structure	of	 the	optimal	production	
policy,	 the	expected	 total	discounted	cost	 function	 is	 shown	 to	be	convex	 in	
the	capacity	reservation	level.	These	results	are	also	extended	to	the	infinite‐
horizon	case.	A	numerical	study	is	conducted	to	examine	the	impacts	of	spot	
market	characteristics	on	the	optimal	capacity	reservation	level	and	the	cor‐
responding	optimal	total	cost.	
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1. Introduction 
Supply	 chain	 disruptions	 caused	 by	 natural	 disasters	 or	man‐made	 interruptions	 have	 drawn	
significant	 attention	 in	 the	past	decade	 [1].	To	manage	 the	 risk	of	disruptions	and	 to	mitigate	
their	impacts	on	the	whole	supply	chain,	many	companies	have	adopted	dual	sourcing	(backup	
supply)	as	an	easy‐to‐implement	but	quite	effective	operational	mitigation	strategy.	In	the	pres‐
ence	of	a	spot	trading	market,	the	manufacturer	inclines	to	build	a	long‐term	relationship	with	
the	 primary	 supplier	 through	 supply	 contracts	 while	 utilizing	 spot	 purchase	 as	 a	 backup	 re‐
source.	 A	 typical	 example	 is	 the	 Chinese	 steel‐makers’	 procurement	 practice	 for	 iron	 ore	 [2].	
They	 receive	 their	 supply	of	 iron	ore	 from	 long‐term	contracts	with	major	 iron	miners	 in	 the	
world.	Besides	the	long‐term	contracts,	they	also	purchase	iron	ore	cargoes	from	the	spot	mar‐
ket	with	a	volatile	trading	price.	

There	are	numerous	forms	of	supply	contracts,	among	which	quantity‐flexible	or	options	con‐
tracts	such	as	capacity	reservation	are	more	preferred	in	industrial	procurement.	In	a	capacity	
reservation	contract,	the	manufacturer	first	pays	a	reservation	fee	to	set	a	capacity	reservation	
quantity.	After	some	uncertainties	of	the	spot	market	price	and	consumer	demand	are	resolved,	
the	manufacturer	has	the	right	to	use	any	desired	portion	of	the	reserved	capacity	according	to	
the	 contract	 agreement.	 The	manufacturer	 then	 pays	 an	 additional	 capacity	 cost	 for	 only	 the	
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used	capacity.	This	provides	the	manufacturer	with	flexibility	in	responding	to	changes	in	mar‐
ket	demands	and	spot	prices.	In	practice,	such	supply	contracts	are	observed	in	apparel,	power	
generation	 and	 high‐tech	 industries	 such	 as	 semiconductors,	 electronics,	 and	 telecommunica‐
tions	equipment.	For	example,	Apple’s	major	chip	suppliers	were	reported	to	reserve	capacity	
for	the	second	and	third	quarters	of	2016	for	iPhone	7	production	[3].	

There	is	a	rich	body	of	literature	in	operations	research/management	science	that	addresses	
various	procurement	problems	with	capacity	reservation	contracts.	Early	work	mainly	focused	
on	deriving	the	optimal	contract	parameters	to	minimize	the	total	cost	of	the	supply	chain	sys‐
tem.	Silver	and	Jain	[4]	and	later	Jain	and	Sliver	[5]	considered	the	case	where	the	buyer	pays	a	
premium	to	the	supplier	for	reserving	a	certain	level	of	dedicated	capacity	in	response	to	capaci‐
ty	 supply	uncertainty.	They	developed	computational	methods	 for	 the	buyer	 to	determine	 the	
capacity	reservation	level	and	the	periodic	replenishment	quantity.	Costa	and	Silver	[6]	extend‐
ed	the	work	of	 [4]	 to	 the	case	with	discretely	distributed	demand	and	capacity	supply.	Brown	
and	Lee	[7]	considered	a	pay‐to‐delay	capacity	reservation	contract	which	is	commonly	seen	in	
the	semiconductor	manufacturing.	Peleg	et	al.	[8]	studied	a	two‐period	inventory	model	where	
the	manufacturer	(buyer)	can	procure	from	a	long‐term	contract	supplier	with	a	fixed	price	and	
from	the	suppliers	on	 the	 Internet	with	a	random	price.	They	discussed	 three	alternative	pro‐
curement	strategies	and	identify	the	conditions	under	which	each	strategy	is	optimal.	A	compre‐
hensive	review	of	earlier	literature	on	option	contracts	is	provided	by	Kleindorfer	and	Wu	[9].		

Some	research	papers	are	devoted	to	the	design	of	reservation	contracts	to	achieve	channel	
coordination.	Barnes‐Schuster	et	al.	[10]	studied	channel	coordination	with	option	contracts	in	a	
two‐period	buyer‐supplier	model	with	 correlated	demand.	They	 found	 that	 channel	 coordina‐
tion	 can	 be	 achieved	 in	 case	 of	 piecewise	 linear	 option	 exercise	 prices.	 Moreover,	 they	 also	
showed	that	the	backup	agreement	(Eppen	and	Iyer	[11]),	the	quantity	flexibility	contract	(Tsay	
and	Lovejoy	[12]),	and	the	pay‐to‐delay	capacity	reservation	contract	are	special	cases	of	a	gen‐
eral	option	contract	they	discussed.	Erkoc	and	Wu	[13]	analysed	a	single‐period	supplier‐buyer	
model	with	capacity	reservation	in	the	context	of	high‐tech	manufacturing.	They	proposed	two	
reservation	contracts	under	which	channel	coordination	can	be	achieved	and	discussed	the	im‐
plications	 of	 them	under	 different	 situations	 on	 contract	 compliance	 and	 demand	uncertainty	
resolution.	In	a	similar	model	setting,	Jin	and	Wu	[14]	compared	the	deductible	reservation	con‐
tract	with	 the	take‐or‐pay	contract	 in	 terms	of	channel	coordination.	They	also	extended	their	
model	 to	 the	multi‐buyer	case	where	one	buyer	with	unsatisfied	demand	may	use	 the	unused	
capacity	reserved	by	other	buyers.	In	the	presence	of	spot	market	trading,	Pei	et	al.	[15]	studied	
the	 design	 of	 option	 contracts	 including	 exercise	 price	 and	 reservation	 price	 in	 a	 two‐period	
seller‐buyer	model.	They	showed	that	the	optimal	contract	can	be	either	a	sales	contract	or	an	
options	contract	depending	on	the	value	of	the	optimal	exercise	price,	while	the	optimal	reserva‐
tion	price	can	be	either	fixed	or	volume‐dependent	(i.e.,	volume	discounts	or	volume	premia).	

The	research	on	capacity	reservation	in	a	multi‐period	setting	arises	in	recent	years.	Serel	et	
al.	 [16]	 first	 studied	 a	 multi‐period	 buyer‐supplier	 model	 with	 capacity	 reservation.	 They	
showed	that	the	buyer’s	optimal	sourcing	decision	is	a	base‐stock	type	policy	with	two	order‐up‐
to	levels	corresponding	to	different	supply	strategies.	Serel	[17]	extended	the	work	of	[16]	to	the	
case	 of	 considering	 supply	 uncertainty	 in	 the	 spot	market.	 Inderfurth	 and	Kelle	 [18]	 incorpo‐
rated	spot	price	uncertainty	into	the	model	discussed	in	[16],	and	provided	a	base	stock	policy	
for	the	dual	sourcing	problem	which	is	suboptimal	but	easy	to	implement.	For	the	same	model,	
Inderfurth	et	al.	[19]	derived	the	optimal	policy	which	contains	three	critical	parameters:	a	ca‐
pacity	reservation	level,	a	base	stock	level	for	sourcing	from	the	long‐term	supplier,	and	a	spot‐
price‐dependent	base	stock	level	for	sourcing	from	the	spot	market.	

In	addition	to	these	above	mentioned	papers,	many	researchers	have	been	working	on	the	is‐
sues	of	production	planning	optimization	and	simulation	[20‐23],	production	coordination	[24],	
cell	production	[25]	and	spot	market	price	volatility	[26‐30].	In	these	related	papers	it	is	usually	
assumed	that	the	reserved	capacity	is	charged	at	a	fixed	unit	capacity	cost.	However,	as	stated	in	
[13],	“capacity	expansion	demonstrates	diseconomy	of	scale	in	this	context	(high‐tech	manufac‐
turing),	we	(should)	assume	convex	capacity	costs”.	 It	 is	recognized	that	the	reserved	capacity	
price	should	not	be	linear	for	some	industries	such	as	high‐tech	industries,	the	apparel	industry	
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and	the	power	generation	 industry.	The	presence	of	nonlinear	purchasing	cost	of	reserved	ca‐
pacity	creates	new	challenges	for	manufacturers	in	making	their	production	planning	decisions.	
Previous	research	work	mainly	focus	on	the	production	planning	problem	with	capacity	reserva‐
tion	in	the	context	of	a	 linear	capacity	cost	(see,	e.g.,	 [16‐19]),	very	limited	literature	has	been	
devoted	to	the	production	planning	problem	with	nonlinear	capacity	costs.	

In	this	paper,	we	consider	a	manufacturer	who	procures	capacity	to	produce	finished	prod‐
ucts	to	satisfy	random	market	demands.	During	the	planning	horizon,	the	manufacturer	pays	a	
unit	premium	per	period	to	the	contract	supplier	for	reserving	a	certain	level	of	production	ca‐
pacity.	In	each	period,	the	manufacturer	can	either	procure	any	amount	up	to	the	capacity	reser‐
vation	level	from	the	contract	supplier	or	procure	from	the	spot	market.	The	purchasing	cost	for	
the	reserved	capacity	is	increasing	and	convex,	which	reflects	the	diseconomy	of	scale	when	the	
contract	supplier	builds	capacity.	The	spot	market	price	follows	a	Markov	process,	whose	reali‐
zation	 is	revealed	to	 the	manufacturer	before	 the	periodic	procurement	decisions	are	made.	 If	
the	reserved	capacity	is	not	fully	utilized	in	a	period,	the	unused	capacity	cannot	be	sold	back	to	
the	spot	market	and	has	no	value	to	the	manufacturer.	The	manufacturer’s	objective	is	to	make	
optimal	capacity	reservation	level	and	production	decisions	to	minimize	the	expected	total	dis‐
counted	cost	over	the	planning	horizon.	

This	problem	can	be	modelled	as	a	cost	minimization	problem	in	which	the	long‐term	capaci‐
ty	reservation	level	and	the	periodic	production	decisions	are	determined	sequentially.	For	any	
given	capacity	reservation	level,	we	formulate	the	problem	as	a	stochastic	dynamic	program	and	
characterize	the	structure	of	the	optimal	production	policy.	Our	analysis	reveals	that	the	optimal	
periodic	production	policy	is	a	quantity‐dependent	base	stock	policy,	characterized	by	a	thresh‐
old	increasing	with	the	spot	price.	That	is,	if	the	production	quantity	is	lower	than	the	threshold,	
the	manufacturer	produces	exclusively	from	the	reserved	capacity;	otherwise	he	produces	from	
both	the	reserved	capacity	and	the	purchased	capacity.	For	the	former	case	the	optimal	produce‐
up‐to	level	is	increasing	with	the	initial	inventory	level,	whereas	for	the	latter	case	the	optimal	
produce‐up‐to	level	is	decreasing	with	the	spot	price.	With	this	structure	of	the	production	poli‐
cy,	the	expected	total	discounted	cost	function	is	shown	to	be	convex	in	the	capacity	reservation	
level.	 These	 results	 are	 also	 extended	 to	 the	 infinite‐horizon	 case.	Numerical	 experiments	 are	
conducted	to	examine	the	impacts	of	spot	market	characteristics	on	the	optimal	capacity	reser‐
vation	decisions.		

The	main	 contributions	of	 this	paper	 are	 threefold.	 First,	 in	 the	present	of	 convex	 capacity	
costs	we	find	that	the	optimal	order‐up‐to	level	for	purchasing	from	the	long‐term	supplier	is	an	
increasing	function	of	the	initial	inventory	level,	rather	than	a	fixed	value	in	the	linear	capacity	
cost	 case.	Second,	we	show	that	with	 the	 increase	of	 spot	price	variance,	 the	optimal	 capacity	
reservation	level	may	decrease	while	the	corresponding	optimal	total	cost	increases,	which	im‐
plies	 that	 the	 capacity	 reservation	contract	might	not	be	an	effective	operational	hedging	 tool	
against	spot	market	price	volatility.	Third,	the	optimal	capacity	reservation	level	is	shown	to	be	
decreasing	 with	 the	 initial	 inventory	 level	 at	 the	 beginning	 of	 the	 planning	 horizon,	 which	
demonstrates	 the	 substitution	effect	 in	mitigating	 supply	 chain	 risks	between	 the	 carrying	 in‐
ventory	strategy	and	the	sourcing	strategy	[31].	

The	remainder	of	this	paper	is	organized	as	follows.	In	Section	2,	we	introduce	the	model	and	
its	mathematical	 formulation	 in	 detail.	 In	 Section	 3,	we	 study	 the	 structural	 properties	 of	 the	
model	and	analyse	the	manufacturer’s	optimal	capacity	reservation	and	production	strategies.	A	
numerical	study	is	conducted	in	Section	4.	We	conclude	the	paper	in	Section	5.	

2. The model 

We	 consider	 a	manufacturer	who	 procures	 production	 capacity	 from	 upstream	 suppliers	 and	
supplies	 finished	 products	 to	 end‐consumers.	 The	 planning	 horizon	 is	 finite	 and	 indexed	 by	
	ݐ ൌ 	1, … , ܶ.	The	random	demands	ܦ௧	for	the	finished	products	in	each	period	are	independently	
and	identically	distributed.	Without	loss	of	generality,	we	assume	that	the	production	lead	time	
is	negligible	compared	 to	 the	period	 length	and	one	unit	of	capacity	 is	 required	 for	producing	
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one	unit	 of	 finished	product.	 Thus,	ܦ௧	can	 also	be	 regarded	 as	 the	manufacturer’s	 demand	 for	
production	capacity	in	each	period.	
In	 a	 capacity	 reservation	 contract,	 the	 long‐term	 supplier	 allows	 the	manufacturer	 to	pay	 a	

unit	 premium	ܿ௥	per	 period	 for	 keeping	 a	 certain	 level	 of	 reserved	 capacity	ܭ	throughout	 the	
planning	horizon.	In	each	period,	the	manufacturer	has	the	right,	but	not	the	obligation,	to	pro‐
duce	ܳ	ሺ0 ൑ 	ܳ ൑ 	the	by	charged	cost	capacity	The	capacity.	reserved	the	by	products	of	units	ሻܭ
long‐term	supplier,	ܴሺܳሻ,	is	a	convex	and	increasing	function	of	ܳ,	where	ܴᇱሺ0ሻ ൌ 0.		
The	manufacturer	can	also	purchase	capacity	from	the	spot	market	–	an	outside	market	which	

is	established	by	a	group	of	homogeneous	short‐term	suppliers.	Let	ܥ௧	be	the	spot	price	in	peri‐
od	ݐ	and	ܿ௧	be	 its	realization.	We	assume	that	 the	spot	prices	ܥଵ,…,	்ܥ	follow	a	Markov	process.	
That	is,	the	distribution	of	ܿ௧ାଵ	is	only	determined	by	ܿ௧.	In	addition,	ܦ௧	and	ܥ௧	are	assumed	to	be	
independent	since	the	spot	market	size	is	sufficiently	large.		
The	unit	production	cost	ܿ௠	is	identical	for	both	the	reserved	capacity	and	the	purchased	ca‐

pacity.	At	the	end	of	each	period,	excess	inventory	of	finished	products	is	carried	over	to	the	next	
period	and	unsatisfied	demand	is	backlogged.	Denote	ܮ௧ሺݕሻ	as	the	expected	holding/backlogging	
cost	in	period	ݐ	if	the	inventory	level	after	production	is	ݕ,	where	

ሻݕ௧ሺܮ ൌ ݕሾሺܧ݄ െ ௧ሻାሿܦ ൅ ௧ܦሾሺܧܾ െ 	ሻାሿݕ (1)

where	݄	and	ܾ	are	 respectively	 the	 unit	 inventory	 holding	 cost	 and	 unit	 demand	 backlogging	
cost	in	one	period.	
The	sequence	of	events	is	as	follows.	At	the	beginning	of	the	planning	horizon,	the	manufac‐

turer	determines	the	 long‐term	capacity	reservation	 level	ܭ.	At	the	beginning	of	each	period	ݐ,	
the	manufacturer	 first	 observes	 his	 on‐hand	 inventory	 level	ݔ௧	and	 the	 realized	 spot	 price	ܿ௧.	
Then	he	decides	on	how	many	to	produce	from	each	capacity.	We	denote	by	ݕଵ௧	and	ݕଶ௧	the	in‐
ventory	level	after	production	from	the	reserved	capacity	and	the	inventory	level	after	produc‐
tion	 from	all	 the	capacity,	 respectively.	Hence,	ݕଵ௧ െ 	is	௧ݔ the	production	quantity	 from	the	re‐
served	capacity,	and	ݕଶ௧ െ 	spot	the	from	purchased	capacity	the	from	quantity	production	is	ଵ௧ݕ
market.	 Finally,	 demand	 is	 realized	 and	 satisfied	 by	 the	 available	 inventory.	 All	 costs	 are	 in‐
curred	and	calculated	at	the	end	of	the	period.	The	objective	of	the	manufacturer	is	to	make	op‐
timal	capacity	reservation	and	production	decisions	to	minimize	the	expected	total	discounted	
cost	over	the	planning	horizon.	
Let	 ௧ܸሺݔ௧, ܿ௧, ‐ini	the	given	ܶ,	to	ݐ	period	from	cost	discounted	total	expected	optimal	the	be	ሻܭ

tial	 inventory	level	ݔ௧,	 the	realized	spot	price	ܿ௧,	and	the	capacity	reservation	level	ܭ.	Then	the	
manufacturer’s	production	planning	problem	can	be	formulated	as	the	following	dynamic	pro‐
gram:	for	ݐ	 ൌ 	1, … , ܶ,	

௧ܸሺݔ௧, ܿ௧, ሻܭ ൌ min
௫೟ା௄ஹ௬భ೟ஹ௫೟,௬మ೟ஹ௬భ೟

ሼܿ௥ܭ ൅ ܴሺݕଵ௧ െ ௧ሻݔ െ ܿ௧ݕଵ௧ െ ܿ௠ݔ௧ ൅ 	ଶ௧ሻሽݕ௧ሺܩ (2)

where	

ଶ௧ሻݕ௧ሺܩ ൌ ሺܿ௧ ൅ ܿ௠ሻݕଶ௧ ൅ ଶ௧ሻݕ௧ሺܮ ൅ ௧ሾܧߙ ௧ܸାଵሺݕଶ௧ െ ,௧ܦ ,௧ାଵܥ 	ሻሿܭ (3)

The	 boundary	 condition	 is	்ܸ ାଵሺ்ݔାଵ, ்ܿାଵ, ሻܭ ൌ 0.	 Here	 we	 use	ܧ௧ሾ∙ሿ	to	 denote	ܧ஽೟ ቂܧ஼೟శభሾ∙

௧ܥ| ൌ ܿ௧ሿቃ,	where	the	first	expectation,	ܧ஽೟,	is	taken	with	respect	to	the	random	demand	ܦ௧,	and	

the	second	expectation,	ܧ஼೟శభሾ∙ ௧ܥ| ൌ ܿ௧ሿ,	is	taken	with	respect	to	the	random	spot	price	in	period	
ݐ ൅ 	.௧ܿ	,ݐ	period	in	price	spot	realized	the	given	௧ାଵ,ܥ	,1
Our	model	includes	the	models	in	Henig	et	al.	[32]	and	Inderfurth	et	al.	[19]	as	special	cases.	

Henig	et	al.	 [32]	studied	a	multi‐period	 inventory	problem	embedded	 in	a	 transportation	con‐
tract	 assuming	 that	 the	 unit	 transportation	 cost	 for	 the	 delivery	 amount	 beyond	 the	 contract	
volume	is	larger.	In	the	presence	of	a	spot	market,	we	assume	that	the	spot	price	is	random	and	
thus	may	be	either	smaller	or	 larger	 than	 the	contract	price.	 Inderfurth	et	al.	 [19]	 studied	 the	
multi‐period	 inventory	 problem	with	 a	 linear	 reserved	 capacity	 cost.	 Here	 we	 generalize	 the	
model	in	Inderfurth	et	al.	[19]	to	the	case	with	convex	reserved	capacity	costs.	
	



Optimal production planning with capacity reservation and convex capacity costs
 

Advances in Production Engineering & Management 13(1) 2018  35
 

3. Optimal policies 

In	this	section,	we	first	characterize	the	structure	of	the	optimal	production	policies	for	a	given	
capacity	reservation	level,	and	then	determine	the	optimal	capacity	reservation	level.		
For	notational	convenience,	we	define	

ሻݕ௧ሺܪ ൌ ܿ௠ݕ ൅ ሻݕ௧ሺܮ ൅ ௧ሾܧߙ ௧ܸାଵሺݕ െ ,௧ܦ ,௧ାଵܥ 	ሻሿܭ (4)

Then,	the	optimality	equation	(2)	with	respect	to	initial	inventory	level	ݔ	can	be	rewritten	as		

௧ܸሺݔሻ ൌ min
௫ା௄ஹ௬భ೟ஹ௫

൜ܴሺݕଵ௧ െ ሻݔ െ ܿ௧ݕଵ௧ ൅ min
௬మ೟ஹ௬భ೟

ሾܿ௧ݕଶ௧ ൅ ଶ௧ሻሿൠݕ௧ሺܪ ൅ ܿ௥ܭ െ ܿ௠ݔ	 (5)

The	convexity	of	the	cost‐to‐go	function	is	established	in	Lemma	1.	

Lemma	1:	In	period	ݐ	 ൌ 	1, … , ܶ,	for	any	given	ܭ	and	ܿ௧,	 ௧ܸሺݔሻ	is	convex	in	ݔ.	

Proof:	 We	 prove	 by	 induction	 that,	 when	 ௧ܸାଵሺݔሻ	is	 convex	 in	ݔ,	 then	 ௧ܸሺݔሻ	is	 convex.	 Since	
்ܸ ାଵሺݔሻ ൌ 0	is	 clearly	 convex,	 we	 assume	 that	 the	 convexity	 of	 ௧ܸାଵሺݔሻ	holds	 for	 period	ݐ ൅ 1	
where	ݐ ൑ ܶ.	Then	it	is	easy	to	verify	that	ܪ௧ሺݕሻ	is	convex	in	ݕ.	Thus,	ܿ௧ݕଶ௧ ൅ 	convex	a	is	ଶ௧ሻݕ௧ሺܪ
function	of	ݕଶ௧.	Note	that	the	feasible	region	ݕଶ௧ ൒ ,ଵ௧ݕሺ	of	set	convex	a	is	ଵ௧ݕ 	follows	it	Then	ଶ௧ሻ.ݕ
from	Proposition	B‐4	in	Heyman	and	Sobel	[33]	that,	min௬మ೟ஹ௬భ೟ሾܿ௧ݕଶ௧ ൅ 	.ଵ௧ݕ	in	convex	is	ଶ௧ሻሿݕ௧ሺܪ
Given	ܿ௧,	ܴሺݕଵ௧ െ ሻݔ െ ܿ௧ݕଵ௧ ൅ min௬మ೟ஹ௬భ೟ሾܿ௧ݕଶ௧ ൅ 	is	ଶ௧ሻሿݕ௧ሺܪ jointly	 convex	 in	ݔ	and	ݕଵ௧.	 For	 a	
given	ܭ,	 the	 feasible	 region	ݔ ൅ ܭ ൒ ଵ௧ݕ ൒ 	is	ݔ a	 convex	 set	 of	ሺݔ, 	.ଵ௧ሻݕ Then	 by	 [33]	 again	we	
obtain	that	 ௧ܸሺݔሻ	is	convex	in	ݔ.	∎	

Define	

ܵு ൌ argmin
௬
	ሻݕ௧ሺܪ (6)

ܵோሺݔሻ ൌ argmin
௬
ܴሺݕ െ ሻݔ ൅ 	ሻݕ௧ሺܪ (7)

ܵிሺܿ௧ሻ ൌ argmin
௬
ܿ௧ ݕ ൅ 	ሻݕ௧ሺܪ (8)

ܵ௄ ൌ ሼݕ|ܴᇱሺܭሻ ൅ ௧ܪ
ᇱሺݕሻ ൌ 0ሽ	 (9)

௧ܯ ൌ ܴᇱିଵሺܿ௧ሻ	 (10)

and	

ܿ௄ ൌ ܴᇱሺܭሻ	 (11)

where	ܵு	is	 the	minimizer	of	ܪ௧ሺݕሻ,	ܵோሺݔሻ	is	 the	minimizer	of	ܴሺݕ െ ሻݔ ൅ 	,ݔ	given	any	for	ሻݕ௧ሺܪ
ܵிሺܿ௧ሻ	is	 the	 minimizer	 of	ܿ௧ݕ ൅ 	for	ሻݕ௧ሺܪ any	 spot	 price	 realization	ܿ௧,	ܵ௄	is	 the	 minimizer	 of	
ܿ௄ݕ ൅ 	for	ሻݕ௧ሺܪ any	 given	,ܭ	ܯ௧	is	 a	 threshold	 capacity	 level	 for	 any	ܿ௧,	 and	ܿ௄	is	 a	 threshold	
price	for	any	ܭ.	Some	order	relations	and	monotonic	properties	of	these	critical	points	are	given	
in	Lemma	2.	

Lemma	2:	For	any	period	ݐ	 ൌ 	1, … , ܶ,	we	have	the	following	results.	

(a)	ܵ௄ ൑ ܵிሺܿ௧ሻ ൏ ܵு	if	ܿ௧ ൑ ܿ௄;	otherwise	ܵிሺܿ௧ሻ ൏ ܵ௄ ൏ ܵு	
(b)	ܵோሺܵுሻ ൌ ܵு,	ܵோሺܵிሺܿ௧ሻ െ ௧ሻܯ ൌ ܵிሺܿ௧ሻ,	ܵிሺ0ሻ ൌ ܵு,	ܵிሺܿ௄ሻ ൌ ܵ௄	
(c)	ܵோሺݔሻ	is	increasing	in	ݔ	
(d)	ܵோሺݔሻ െ 	ݔ	in	decreasing	is	ݔ
(e)	ܵிሺܿ௧ሻ	is	decreasing	in	ܿ௧	
(f)	ܵ௄	is	decreasing	in	ܭ	
(g)	ܯ௧	is	increasing	in	ܿ௧	
(h)	If	ܿ௧ ൑ ܿ௄,	then	ܭ ൒ ܭ	otherwise	௧;ܯ ൏ 	௧ܯ

Proof:	Please	see	the	Appendix	A.	∎	
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Based	on	these	critical	points,	the	optimal	production	policy	is	characterized	as	follows.	

Theorem	 1:	 In	 period	ݐ	ݐ)	 ൌ 	1, … , ܶ),	 for	a	 given	 state	ሺݔ, ܿ௧, 	the	ሻܭ optimal	production	 policy,	
ሺݕଵ

∗, ଶݕ
∗ሻ,	is:	

if ܿ௧ ൑ ܿ௄, ሺݕଵ∗, ଶ∗ሻݕ ൌ ቐ
൫ݔ ൅ܯ௧, ܵிሺܿ௧ሻ൯, ݂݅ ݔ ൏ ܵிሺܿ௧ሻ െ ௧ܯ

൫ܵோሺݔሻ, ܵோሺݔሻ൯, ݂݅ ܵிሺܿ௧ሻ െ ௧ܯ ൑ ݔ ൏ ܵு
ሺݔ, 																,ሻݔ ݂݅ ܵு ൑ ݔ

	

otherwise,	ሺݕଵ
∗, ଶݕ

∗ሻ ൌ

ە
ۖ
۔

ۖ
ۓ ൫ݔ ൅ ,ܭ 	ܵிሺܿ௧ሻ൯, ݂݅ ݔ ൏ ܵிሺܿ௧ሻ െ ܭ
ሺݔ ൅ ,ܭ ݔ ൅ ,ሻܭ ݂݅ ܵிሺܿ௧ሻ െ ܭ ൑ ݔ ൏ ܵ௄ െ ܭ
൫ܵோሺݔሻ, ܵோሺݔሻ൯, ݂݅ ܵ௄ െ ܭ ൑ ݔ ൏ ܵு
ሺݔ, 													,ሻݔ ݂݅ ܵு ൑ ݔ

	

Proof:	It	follows	from	the	convexity	of	ܴሺݔሻ	that,	the	marginal	reserved	capacity	cost	ܴᇱሺݔሻ ൑ ܿ௧	
if	ݔ ൑ ሻݔܴᇱሺ	and	௧;ܯ	 ൐ ܿ௧	otherwise.	Thus,	when	the	production	quantity	is	smaller	than	ܯ௧,	it	is	
optimal	 to	produce	exclusively	 from	the	reserved	capacity	(the	exclusive	case);	otherwise	 it	 is	
optimal	to	produce	from	both	types	of	capacity	in	which	only	ܯ௧	reserved	capacity	is	used	(the	
non‐exclusive	case).		

When	ܿ௧ ൑ ܿ௄,	the	capacity	reservation	level	ܭ	is	larger	than	ܯ௧.	For	the	exclusive	case,	from	
the	convexity	of	ܴሺݕ െ ሻݔ ൅ 	level	inventory	the	make	to	is	policy	production	optimal	the	ሻ,ݕ௧ሺܪ
after	production	from	the	reserved	capacity,	ݕଵ௧,	as	close	to	ܵோሺݔሻ	as	possible.	 If		ܵிሺܿ௧ሻ െ ௧ܯ ൑
ݔ ൏ ܵு,	it	is	optimal	to	set	ݕଶ௧ ൌ ଵ௧ݕ ൌ ܵோሺݔሻ	since	the	optimal	production	quantity	satisfies	that	
0 ൏ ܵோሺݔሻ െ ݔ ൑ 	,Next	௧.ܯ if	ݔ ൒ ܵு,	 it	 is	 optimal	 to	 set	ݕଶ௧ ൌ ଵ௧ݕ ൌ 	since	ݔ for	 any	ݕ ൒ ݔ ൒ ܵு,	
ܴሺݕ െ ሻݔ ൅ ‐pro	optimal	the	case,	non‐exclusive	the	For	.ݕ	in	increasing	monotonically	is	ሻݕ௧ሺܪ
duction	policy	is	to	make	the	inventory	level	after	production	from	both	capacity,	ݕଶ௧,	as	close	to	
	ܵிሺܿ௧ሻ	as	possible.	Then,	if	ݔ ൏ 	 ܵிሺܿ௧ሻ െ ଵ௧ݕ	set	to	optimal	is	it	௧,ܯ ൌ ݔ ൅ ଶ௧ݕ	and	௧ܯ ൌ 	ܵிሺܿ௧ሻ.	

When	ܿ௧ ൐ ܿ௄,	 the	 reserved	 capacity	 level	ܭ	is	 smaller	 than	ܯ௧.	 For	 the	 non‐exclusive	 case,	
the	 optimal	 policy	 is	 modified	 by	 replacing	ܯ௧	with	ܭ	since	 only	ܭ	reserved	 capacity	 can	 be	
used.	For	the	exclusive	case,	following	a	similar	proof	to	that	of	Theorem	1(a),	it	can	be	shown	
that	 it	 is	optimal	to	set	ݕଶ௧ ൌ ଵ௧ݕ ൌ ܵோሺݔሻ	if		ܵ௄ െ ܭ ൑ ݔ ൏ ܵு	and	ݕଶ௧ ൌ ଵ௧ݕ ൌ ݔ	if	ݔ ൒ ܵு.	Final‐
ly,	 if		ܵிሺܿ௧ሻ െ ܭ ൑ ݔ ൏ 	ܵ௄ െ 	,ܭ it	 is	 optimal	 to	 set	ݕଵ௧ ൌ ݔ ൅ 	as	ଵ௧ݕ	make	to	ܭ close	 to	ܵோሺݔሻ	as	
possible,	and	set	ݕଶ௧ ൌ 	reserved	the	from	production	after	level	inventory	optimal	the	since	ଵ௧ݕ
capacity,	ݔ ൅ 	∎	.ܵிሺܿ௧ሻ		than	larger	is	,ܭ

Fig.	1	illustrates	the	optimal	policy	in	Theorem	1.	For	a	given	capacity	reservation	level	ܭ,	the	
state	space	ሺݔ, ܿ௧ሻ	is	divided	into	different	decision	regions.	If	the	state	ሺݔ, ܿ௧ሻ	falls	into	region	I,	it	
is	optimal	to	raise	the	inventory	level	to		ܵிሺܿ௧ሻ	by	producing	an	amount	of	minሺܯ௧, 	the	from	ሻܭ
reserved	capacity	and	the	additional	amount	over	minሺܯ௧, 	the	in	purchased	capacity	the	from	ሻܭ
spot	market.	For	ሺݔ, ܿ௧ሻ	in	region	II,	it	is	optimal	to	produce	up	to	ܵோሺݔሻ	exclusively	from	the	re‐
served	capacity.	However,	in	region	IIᇱ,	the	desired	inventory	level	ܵோሺݔሻ	cannot	be	reached	and	
it	is	optimal	to	exploit	all	the	reserved	capacity	to	raise	the	inventory	level	as	close	to	ܵோሺݔሻ	as	
possible.	Finally,	for	ሺݔ, ܿ௧ሻ	in	region	III,	it	is	optimal	for	the	manufacturer	to	do	nothing.	

	
Fig.	1	The	optimal	policy	for	different	ݔ	and	ܿ௧	
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The	optimal	production	policy	in	Theorem	1	can	be	interpreted	as	a	quantity‐dependent	base	
stock	policy	with	dual	production	capacity	supply	sources.	 If	 the	production	quantity	 is	 lower	
than	a	threshold	level,	 the	manufacturer	produces	exclusively	from	the	reserved	capacity;	oth‐
erwise	he	produces	an	amount	equal	to	the	threshold	level	from	the	reserved	capacity	and	the	
additional	amount	over	the	threshold	level	 from	the	capacity	purchased	from	the	spot	market.	
The	 threshold	 level	 of	 production	 quantity,	minሺܯ௧, 	,ሻܭ is	 non‐decreasing	 in	 the	 spot	 price	ܿ௧.	
When	the	capacity	reservation	level	is	sufficient,	the	optimal	produce‐up‐to	level	for	the	exclu‐
sive	 case	 is	ܵோሺݔሻ;	 otherwise,	 this	 desired	 inventory	 level	 cannot	 be	 reached	 and	 the	 optimal	
produce‐up‐to	 level	 is	ݔ ൅ 	.ܭ For	 the	 non‐exclusive	 case	 the	 optimal	 produce‐up‐to	 level	 is	
	ܵிሺܿ௧ሻ,	which	is	decreasing	in	ܿ௧.	

Corollary	1:	The	threshold	of	ݔ	that	triggers	spot	purchase	is	decreasing	in	ܿ௧.	

Proof:	It	is	clearly	seen	from	Theorem	1	that	spot	purchase	is	used	only	when	the	initial	invento‐
ry	 level	ݔ	is	 low	 (i.e.,	ݔ ൏ ܵிሺܿ௧ሻ െ minሺܯ௧, 	.(ሻܭ Since		ܵிሺܿ௧ሻ	is	 decreasing	 in	ܿ௧	and	minሺܯ௧, 	,ሻܭ
is	 non‐decreasing	 in	ܿ௧,	 the	 threshold	 that	 triggers	 spot	 purchase,	ܵிሺܿ௧ሻ െ minሺܯ௧, 	,ሻܭ is	 de‐
creasing	in	ܿ௧.	∎	

Corollary	1	 implies	 that	with	a	higher	spot	market	price,	spot	purchase	will	be	used	by	the	
manufacturer	at	a	lower	initial	inventory	level.	

It	is	shown	in	Theorem	1	that	if	the	capacity	reservation	level	ܭ	is	insufficient,	the	manufac‐
turer	cannot	extract	the	benefit	of	lower	capacity	cost	from	capacity	reservation.	However,	if	ܭ	
is	 too	 large,	 some	amount	of	 the	 reserved	capacity	will	never	be	used.	 In	Lemma	3,	 given	 the	
initial	inventory	level	at	the	beginning	of	the	planning	horizon,	ݔଵ,	we	characterize	the	convexity	
of	the	expected	total	discounted	cost	 ଵܸሺݔଵ, 	reservation	capacity	the	to	respect	with	2	Eq.	in	ሻܭ
level.	

Lemma	3:	Given	the	initial	inventory	level	ݔଵ,	 ଵܸሺݔଵ, 	.ܭ	in	convex	is	ሻܭ

Proof:	 The	 convexity	 of	 ଵܸሺݔଵ, 	be	can	ሻܭ shown	by	 induction.	 The	proof	 is	 similar	with	 that	 of	
Lemma	1.	∎	

Lemma	 3	 guarantees	 that	 for	 a	 given	ݔଵ	the	 optimal	 capacity	 reservation	 level	 can	 be	 ob‐
tained	by	minimizing	the	expected	total	discounted	cost	 ଵܸሺݔଵ, 		.ܭ	to	respect	with	ሻܭ

Theorem	2:	When	demands	are	stationary,	 all	cost	parameters	are	 time	homogeneous,	 and	 the	
discount	factor	ߙ ∈ ሺ0,1ሻ,	 the	optimal	policy	for	the	infinite‐horizon	case	 (i.e.,	ܶ → ൅∞	)	 takes	the	
same	structure	as	that	of	the	finite‐horizon	case.	

Proof:	We	prove	 this	 theorem	by	 verifying	 that	 conditions	 (a)‐(d)	 and	 (f)	 in	 Theorem	8‐15	 in	
Heyman	and	Sobel	[33]	is	hold	here.	Consider	a	(non‐optimal)	production	policy	which	selects	
ଵݕ ൌ ଶݕ	,ݔ ൌ ܵிሺܿ௧ሻ	for	all	ݐ,	and	let	߭ఒሺݔሻ	denote	its	total	expected	(infinite	horizon)	discounted	
cost	when	initial	inventory	level	is	ݔ.	Since	the	discount	factor	ߙ ∈ ሺ0,1ሻ,	it	is	easy	to	prove	that	
߭ఒሺݔሻ	is	bounded.	From	Theorem	8‐13	in	Heyman	and	Sobel	[33],	condition	(a)	holds.	Since	all	
costs	 are	 non‐negative,	 the	 single‐period	 cost	 function	 is	 increasing	 and	 condition	 (b)	 holds.	
Conditions	(c)	and	(d)	are	immediate.	Furthermore,	for	a	given	ݔ,	the	total	inventory	level	after	
production,	ݕଶ,	is	bounded	by	max	ሺܵு, 	□	.valid	is	(f)	Condition	thus	and	ሻݔ

Theorem	2	implies	that	for	a	given	capacity	reservation	level	the	optimal	policy	for	the	infi‐
nite‐horizon	problem	inherits	the	structure	of	the	T‐period	problem.	Moreover,	the	convexity	of	
the	expected	total	discounted	cost	function	in	Lemma	3	is	still	hold	in	the	infinite‐horizon	case	as	
the	limit	of	the	convex	function	 ଵܸሺݔଵ, 	.well	as	convex	is	ሻܭ

4. A numerical study: Results and discussion 

In	this	section,	we	conduct	numerical	experiments	to	examine	the	impacts	of	spot	market	char‐
acteristics	 on	 the	optimal	 capacity	 reservation	 level	 and	 the	 corresponding	optimal	 total	 cost.	
We	consider	a	 five‐period	example	with	 the	 following	cost	parameters:	ܿ௠ ൌ 10,	ܿ௥ ൌ 5,	݄ ൌ 8,	
ܾ ൌ 50	and	ߙ ൌ 0.95.	The	reserved	capacity	cost	is	assumed	to	be	ܴሺݔሻ ൌ 	that	assume	We	ଶ.ݔ0.2
demand	 in	 each	 period	 follows	 a	 discrete	 uniform	 distribution	 on	ሾܣ, 	,ሿܤ where	ܣ ൌ 1	and	
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ܤ ൌ 20.	We	use	a	simple	Markov	chain	with	three	possible	states:	ሺܿଵ, ܿଶ, ܿଷሻ ൌ ሺ12 െ Δ, 12,12 ൅
Δሻ	to	model	the	spot	price	process,	where	a	larger	value	of	Δ	implies	a	higher	level	of	spot	price	
variance.	 The	 one‐step	 transition	 probabilities	݌௜௝ ൌ ሺܿ௧ାଵݎ݌ ൌ ௝ܿ|ܿ௧ ൌ ܿ௜ሻ	for	݅, ݆ ൌ 1,2,3	are	
given	in	the	following	matrix:	

ܲ ൌ ൥
0.80 0.15 0.05
0.15 0.70 0.15
0.15 0.25 0.60

൩	

Figs	2	and	3	illustrate	the	optimal	capacity	reservation	level	and	the	corresponding	optimal	
total	 cost	with	 respect	 to	 the	 initial	 inventory	 level	 at	different	 level	of	Δ.	 It	 is	 shown	 that	 the	
optimal	capacity	reservation	level	is	decreasing	in	the	initial	inventory	level.	The	explanation	is	
that	with	a	larger	initial	inventory	level,	a	fewer	production	quantity	is	needed	and	the	manufac‐
turer	would	like	to	keep	a	lower	capacity	reservation	level.	The	optimal	total	cost	is	observed	to	
be	convex	in	the	initial	inventory	level,	which	is	in	line	with	the	preceding	analytical	results.	

		 	
Fig.	2	Optimal	capacity	reservation	level	vs.	initial	inventory	level	at	different	level	of	Δ	

	
Fig.	3	Optimal	total	cost	vs.	initial	inventory	level	at	different	level	of	Δ	
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Another	observation	is	that	both	the	optimal	capacity	reservation	level	and	the	correspond‐
ing	optimal	total	cost	are	decreasing	in	Δ.	This	is	because	that	as	Δ	increases,	the	likelihood	that	
the	manufacturer	can	purchase	capacity	at	a	lower	price	also	increases,	which	directly	benefits	
the	manufacturer	and	makes	the	capacity	reservation	contracts	less	valuable.	This	observation	
implies	that	the	more	volatile	the	spot	market	price	is,	the	less	production	capacity	the	manufac‐
turer	would	like	to	reserve	in	advance.	

Next,	we	examine	the	impacts	of	the	expected	spot	price.	We	set	the	possible	spot	price	reali‐
zations	 as	ሺܿଵ, ܿଶ, ܿଷሻ ൌ ሺܵ െ 2, ܵ, ܵ ൅ 2ሻ.	 Here,	 a	 larger	 value	 of		ܵ	implies	 a	 higher	 level	 of	 ex‐
pected	spot	price.	Figs	4	and	5	show	the	optimal	capacity	reservation	level	and	the	correspond‐
ing	optimal	 total	 cost	with	 respect	 to	 the	 initial	 inventory	 level	 at	different	 level	of		ܵ.	We	 find	
that	 both	 the	 optimal	 capacity	 reservation	 level	 and	 the	 corresponding	 optimal	 total	 cost	 are	
increasing	 in	ܵ.	 This	 is	 in	 line	with	 the	 intuition	 that	 as	 the	 expected	 spot	 price	 increases	 the	
manufacturer	becomes	more	dependent	on	supply	contracts	with	the	long‐term	supplier.	How‐
ever,	when	the	expected	spot	price	is	at	a	lower	level,	the	optimal	capacity	reservation	level	may	
drop	to	0	more	quickly	as	 the	 initial	 inventory	 level	 increases.	Under	such	spot	market	condi‐
tions,	the	manufacturer	will	refuse	to	sign	the	long‐term	reservation	contract	with	the	supplier	
and	fully	depends	on	the	spot	market.	This	is	what	the	Chinese	steel	makers	did	in	their	iron	ore	
procurement	in	2014!	

	
Fig.	4	Optimal	capacity	reservation	level	vs.	initial	inventory	level	at	different	level	of	ܵ	

	
Fig.	5	Optimal	total	cost	vs.	initial	inventory	level	at	different	level	of	ܵ	
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For	the	final	analysis,	we	investigate	the	impacts	of	spot	price	distribution.	Denote	the	steady‐
state	 distribution	 of	 the	 spot	 prices	 as	݌௜ ൌ ሺܿ௧ݎ݌ ൌ ܿ௜ሻ	for	݅ ൌ 1, 2, 3.	 We	 set	ሺ݌ଵ, ,ଶ݌ ଷሻ݌ ൌ
ሺߚ, 0, 1 െ ߚ	of	value	the	where	ሻ,ߚ ∈ ሾ0, 1ሿ	affects	the	spot	price	distribution.	It	can	be	shown	that	
the	 expected	 spot	 price,	12 ൅ ሺ1 െ 	,∆ሻߚ2 is	 decreasing	 in	ߚ	and	 the	 spot	 price	 variance,	
ሺ1ߚ4 െ 		.ߚ	in	convex	is	ሻ∆ଶ,ߚ

The	observation	that	both	the	optimal	capacity	reservation	level	and	the	corresponding	op‐
timal	total	cost	are	decreasing	in	∆	is	still	valid	for	the	case	ߚ ൐ 0.5.	The	interpretation	is	as	fol‐
lows.	 In	this	case,	a	 larger	∆	will	 lead	to	a	 lower	expected	spot	price	and	a	higher	 level	of	spot	
price	 variance,	 both	 of	which	 result	 in	 a	 decreasing	 trend	 in	 the	 optimal	 capacity	 reservation	
level	and	the	corresponding	optimal	total	cost.	

However,	for	the	case	ߚ ൏ 0.5,	these	observations	on	the	impacts	of	∆	may	be	quite	different.	
For	example,	as	shown	in	Fig.	6,	the	optimal	capacity	reservation	level	is	increasing	with	∆	when	
ߚ ൌ 0.2.	The	explanation	is	that	when	the	spot	price	is	more	possible	to	take	the	high	realization,	
a	 larger	price	difference	∆	will	 increase	 the	manufacturer’s	 risk	of	purchasing	at	a	higher	spot	
price	and	thus	makes	the	capacity	reservation	contract	more	favorable.		

	
Fig.	6	The	optimal	capacity	reservation	level	vs.	initial	inventory	level	at	different	level	of	∆	for	the	case	ߚ	=	0.2	

5. Conclusion 

In	this	paper,	we	have	studied	how	a	manufacturer	jointly	uses	a	long‐term	supplier	and	the	spot	
market	to	procure	production	capacity	and	produce	finished	products	to	satisfy	random	market	
demands.	 A	 multi‐period	 production	 planning	 problem	 with	 a	 convex	 purchasing	 cost	 of	 re‐
served	 capacity	 is	discussed.	The	manufacturer’s	optimal	 capacity	 reservation	 and	production	
decisions	 that	minimize	 the	expected	 total	discounted	cost	over	 the	planning	horizon	are	pro‐
vided.	

For	a	given	capacity	reservation	level,	the	optimal	production	policy	is	a	quantity‐dependent	
base	 stock	policy,	 characterized	by	a	 threshold	of	production	quantity	 that	 increases	with	 the	
spot	price.	That	is,	if	the	production	quantity	is	lower	than	the	threshold,	the	manufacturer	pro‐
duces	 exclusively	 from	 the	 reserved	 capacity;	 otherwise	 he	 produces	 an	 amount	 equal	 to	 the	
threshold	 level	 from	the	reserved	capacity	and	the	additional	amount	over	 the	 threshold	 level	
from	the	capacity	purchased	from	the	spot	market.	For	the	former	case	the	optimal	produce‐up‐
to	level	is	increasing	with	the	initial	inventory	level,	whereas	for	the	latter	case	the	optimal	pro‐
duce‐up‐to	 level	 is	decreasing	with	the	spot	price.	Compared	with	the	linear	reserved	capacity	
purchasing	cost	case,	we	 find	 that	 the	optimal	order‐up‐to	 level	 for	purchasing	 from	the	 long‐
term	supplier	is	an	increasing	function	of	the	initial	inventory	level,	rather	than	a	fixed	value.	

With	this	structure	of	periodic	production	policy,	the	expected	total	discounted	cost	function	
is	shown	to	be	convex	 in	the	capacity	reservation	 level.	These	results	are	also	extended	to	the	



Optimal production planning with capacity reservation and convex capacity costs 
 

infinite-horizon case. We have also examined the impacts of initial inventory level and spot 
characteristics on the capacity reservation decisions, and found that: (1) when the spot price is 
more possible to take the lower (higher) realization, the capacity reservation level may decrease 
(increase) with the price difference between different spot price realizations; (2) the capacity 
reservation level increases with the expected spot price; and (3) the capacity reservation level 
decreases with the initial inventory level at the beginning of the planning horizon. 

For future research, there are several important and possible extensions to this study. First, 
we assume that the demand and spot price distributions are independent as most related mod-
els did in the literature. However, in some cases, the spot price of production capacity may influ-
ence the selling price of the finished product, which in turn affects the demand for the finished 
product as well as the demand for the production capacity. Hence, developing production plan-
ning models with considering the correlation between demand and spot price is an interesting 
direction for future research. Second, we assume that the spot market is reliable with an infinite 
supply capacity in this paper. Considering various supply conditions in the spot market such as 
supply capacity limits, supply uncertainty and capacity-dependent spot price will be another 
interesting direction. Finally, incorporating endogenous sales price of the finished products into 
our model and investigating the periodic pricing decisions in the production planning problem is 
also an interesting direction for future research. 
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Appendix A 
Proof of Lemma 2: By Lemma 1, it is straightforward to verify that 𝐻𝐻𝑡𝑡(𝑦𝑦), 𝑅𝑅(𝑦𝑦 − 𝑥𝑥) +𝐻𝐻𝑡𝑡(𝑦𝑦) and 
𝑐𝑐𝑡𝑡𝑦𝑦 + 𝐻𝐻𝑡𝑡(𝑦𝑦) are both convex in 𝑦𝑦. Then 𝑆𝑆𝐻𝐻, 𝑆𝑆𝑅𝑅(𝑥𝑥), 𝑆𝑆𝐹𝐹(𝑐𝑐𝑡𝑡) and 𝑆𝑆𝐾𝐾 are given by the first order con-
dition, where 

𝐻𝐻𝑡𝑡′(𝑆𝑆𝐻𝐻) = 0 (A.1) 

𝑅𝑅′(𝑆𝑆𝑅𝑅(𝑥𝑥)− 𝑥𝑥) + 𝐻𝐻𝑡𝑡′(𝑆𝑆𝑅𝑅(𝑥𝑥)) = 0 (A.2) 

𝐻𝐻𝑡𝑡′(𝑆𝑆𝐹𝐹(𝑐𝑐𝑡𝑡)) + 𝑐𝑐𝑡𝑡 = 0 (A.3) 

and 

𝑅𝑅′(𝐾𝐾)+𝐻𝐻𝑡𝑡′(𝑆𝑆𝐾𝐾) = 0 (A.4) 

It follows from Eq. A.1, Eq. A.3 and Eq. A.4 that 
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𝐻𝐻𝑡𝑡′(𝑆𝑆𝐾𝐾) = −𝑅𝑅′(𝐾𝐾) ≤ 𝐻𝐻𝑡𝑡′�𝑆𝑆𝐹𝐹(𝑐𝑐𝑡𝑡)� = −𝑐𝑐𝑡𝑡 < 𝐻𝐻𝑡𝑡′(𝑆𝑆𝐻𝐻) = 0, when 𝑐𝑐𝑡𝑡 ≤ 𝑐𝑐𝐾𝐾, (A.5) 

and  

𝐻𝐻𝑡𝑡′�𝑆𝑆𝐹𝐹(𝑐𝑐𝑡𝑡)� = −𝑐𝑐𝑡𝑡 < 𝐻𝐻𝑡𝑡′(𝑆𝑆𝐾𝐾) = −𝑅𝑅′(𝐾𝐾) < 𝐻𝐻𝑡𝑡′(𝑆𝑆𝐻𝐻) = 0, when 𝑐𝑐𝑡𝑡 > 𝑐𝑐𝐾𝐾. (A.6) 

Then, the result of Lemma 2(a) is obtained by the fact that 𝐻𝐻𝑡𝑡′(𝑦𝑦) is increasing in 𝑦𝑦.  
From Eq. A.2, it is easy to show that: 

• if 𝑆𝑆𝑅𝑅(𝑥𝑥) = 𝑆𝑆𝐻𝐻, then 𝑥𝑥 is given by 𝑅𝑅′(𝑆𝑆𝐻𝐻 − 𝑥𝑥) + 𝐻𝐻𝑡𝑡′(𝑆𝑆𝐻𝐻) = 𝑅𝑅′(𝑆𝑆𝐻𝐻 − 𝑥𝑥) = 0;  
• if 𝑆𝑆𝑅𝑅(𝑥𝑥) = 𝑆𝑆𝐹𝐹(𝑐𝑐𝑡𝑡), then 𝑥𝑥 is given by 𝑅𝑅′(𝑆𝑆𝐹𝐹(𝑐𝑐𝑡𝑡)− 𝑥𝑥) + 𝐻𝐻𝑡𝑡′�𝑆𝑆𝐹𝐹(𝑐𝑐𝑡𝑡)� = 𝑅𝑅′(𝑆𝑆𝐹𝐹(𝑐𝑐𝑡𝑡)− 𝑥𝑥) − 𝑐𝑐𝑡𝑡 = 0. 

From Eq. A.3, it is easy to show that 

• if 𝑐𝑐𝑡𝑡 = 0, then 𝑆𝑆𝐹𝐹(0) is given by 𝐻𝐻𝑡𝑡′�𝑆𝑆𝐹𝐹(0)� = 0. 
• if 𝑐𝑐𝑡𝑡 = 𝑐𝑐𝐾𝐾 , then 𝑆𝑆𝐹𝐹(𝑐𝑐𝐾𝐾) is given by 𝐻𝐻𝑡𝑡′�𝑆𝑆𝐹𝐹(𝑐𝑐𝐾𝐾)� = −𝑐𝑐𝐾𝐾 = −𝑅𝑅′(𝐾𝐾). 

Then, the results of Lemma 2(b) are obtained by the convexity of 𝑅𝑅(∙) and the definition of 𝑆𝑆𝐻𝐻, 
𝑆𝑆𝐾𝐾 and 𝑀𝑀𝑡𝑡. 

For Lemma 2(c) and 2(d), taking the first derivative of 𝑆𝑆𝑅𝑅(𝑥𝑥) with respect to 𝑥𝑥, we have 
𝑑𝑑𝑆𝑆𝑅𝑅(𝑥𝑥)
𝑑𝑑𝑑𝑑

=
𝑅𝑅′′(𝑆𝑆𝑅𝑅(𝑥𝑥)− 𝑥𝑥)

𝑅𝑅′′(𝑆𝑆𝑅𝑅(𝑥𝑥) − 𝑥𝑥) + 𝐻𝐻𝑡𝑡′′(𝑆𝑆𝑅𝑅(𝑥𝑥))
> 0 (A.7) 

and 
𝑑𝑑𝑆𝑆𝑅𝑅(𝑥𝑥)− 𝑥𝑥

𝑑𝑑𝑑𝑑
=
𝑑𝑑𝑆𝑆𝑅𝑅(𝑥𝑥)
𝑑𝑑𝑑𝑑

− 1 (A.8) 

For Lemma 2(e), taking the first derivative of 𝑆𝑆𝐹𝐹(𝑐𝑐𝑡𝑡) with respect to 𝑐𝑐𝑡𝑡, we have 
𝑑𝑑𝑆𝑆𝐹𝐹(𝑐𝑐𝑡𝑡)
𝑑𝑑𝑐𝑐𝑡𝑡

= −
1

𝐻𝐻𝑡𝑡′′�𝑆𝑆𝐹𝐹(𝑐𝑐𝑡𝑡)�
< 0 (A.9) 

For Lemma 2(f), taking the first derivative of 𝑆𝑆𝐾𝐾 with respect to 𝐾𝐾, we have 
𝑑𝑑𝑆𝑆𝐾𝐾
𝑑𝑑𝑑𝑑

= −
𝑅𝑅′′(𝐾𝐾)
𝐻𝐻𝑡𝑡′′(𝑆𝑆𝐾𝐾) < 0 (A.10) 

For Lemma 2(g), by the definition of 𝑀𝑀𝑡𝑡, we have 
𝑑𝑑𝑀𝑀𝑡𝑡

𝑑𝑑𝑐𝑐𝑡𝑡
=

1
𝑅𝑅′′(𝑀𝑀𝑡𝑡)

> 0 (A.11) 

It follows from the convexity of 𝑅𝑅(∙) and the definition of 𝑀𝑀𝑡𝑡 and 𝑐𝑐𝐾𝐾 that,  

• if 𝑐𝑐𝑡𝑡 = 𝑅𝑅′(𝑀𝑀𝑡𝑡) ≤ 𝑐𝑐𝐾𝐾 = 𝑅𝑅′(𝐾𝐾), then 𝐾𝐾 ≥ 𝑀𝑀𝑡𝑡;  
• if 𝑐𝑐𝑡𝑡 = 𝑅𝑅′(𝑀𝑀𝑡𝑡) > 𝑐𝑐𝐾𝐾 = 𝑅𝑅′(𝐾𝐾), then 𝐾𝐾 < 𝑀𝑀𝑡𝑡. 

This completes the proof of Lemma 2.  
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A B S T R A C T	   A R T I C L E   I N F O	

Focused	on	a	variety	of	 JSSP	considered	flexibility	and	fuzziness,	namely	the	
fuzzy	flexibility	JSSP	(FfJSSP),	a	novel	method	based	on	fuzzy	satisfaction	rate	
and	 differential	 evolution	 (DE)	 algorithm	 is	 proposed	 in	 this	 paper.	 In	 the	
method,	the	fuzzy	membership	functions’	parameters	are	determined	accord‐
ing	to	normal	distribution	 for	maximum	satisfaction	rate	calculation.	Then	a	
DE	algorithm	 is	proposed	by	well	designing	 the	coding	 for	 the	problem	and	
extending	 the	 related	 operators	 on	 the	 coding.	 A	 local	 exploring	 search	 for	
operation	and	machine	parts	of	the	coding	is	also	introduced	to	improve	the	
performance	 of	 the	 method.	 Experimental	 results	 show	 that	 our	 proposed	
method	is	effective	compared	with	other	five	popular	existed	methods.	Com‐
parisons	 between	 different	mutation	 and	 crossover	 strategies	 are	 also	 per‐
formed.	Numerical	results	show	that	the	proposed	method	could	be	applied	to	
real	FfJSSP	problems.	
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1. Introduction 
Job	shop	scheduling	problem	(JSSP)	is	one	of	the	best	known	combinatorial	optimization	prob‐
lems,	and	has	received	tremendous	attention	in	different	fields.	Lots	of	real	problems	could	be	
modelled	into	JSSP,	such	as	cargo	port	scheduling	[1],	health	care	activity	scheduling	[2],	electric	
vehicle	charging	station	arrangement	[3],	and	so	on.	In	conventional	JSSP,	each	operation	could	
access	 to	 only	 one	machine.	 But	 in	 flexible	 JSSP	 (fJSSP),	 it	 could	 access	 to	multiple	machines,	
which	makes	fJSSP	more	complex	than	JSSP.	In	recent	years,	fJSSP	is	attracting	more	and	more	
attentions	in	the	related	fields.	The	existing	methods	for	fJSSP	could	be	divided	into	two	catego‐
ries:	 evolution	 algorithm	 and	 non‐evolution	 algorithm.	 For	 non‐evolution	 algorithms,	Wu	 and	
Weng	proposed	a	multi‐agent	scheduling	method	with	earliness	and	tardiness	objectives	in	flex‐
ible	job	shops	[4].	Sahin	et	al.	also	developed	a	multi‐agent	based	system	to	simultaneous	sched‐
ule	 flexible	machine	groups	and	material	handling	system	working	under	a	manufacturing	dy‐
namic	environment	[5].	Zhang	et	al.	developed	a	dynamic	game	theory	based	two‐layer	schedul‐
ing	method	 to	 reduce	makespan,	 the	 total	workload	 of	machines	 and	 energy	 consumption	 to	
achieve	real‐time	multi‐objective	flexible	job	shop	scheduling	[6].	While	the	evolution	algorithm	
based	methods	were	 a	 lot	more	 than	non‐evolution	 algorithms.	 For	 example,	 Li	 and	Pan	pre‐
sented	a	novel	discrete	artificial	bee	colony	algorithm	for	solving	the	multi‐objective	flexible	job	
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shop	scheduling	problem	with	maintenance	activities	in	2014	[7].	Gao	proposed	a	hybrid	genetic	
and	variable	neighborhood	descent	algorithm	[8].	Li	and	Gao	[9]	and	Zhang	et	al.	[10]	hybridized	
the	genetic	algorithm	(GA)	and	 tabu	search	 (TS)	and	both	developed	a	GA	and	TS	based	algo‐
rithm	genetic	algorithm	for	flexible	job	shop.	Focused	on	sequence	flexibility,	Huang	et	al.	pro‐
posed	an	improved	GA	method	to	minimize	the	makespan	[11].	By	defining	the	objective	func‐
tion	as	the	weighted	combination	of	the	maximum	of	the	completion	time	(makespan)	and	the	
mean	of	earliness	and	tardiness,	Gao	et	al.	proposed	a	discrete	harmony	search	(DHS)	algorithm	
to	 solve	FJSP	 [12].	 Li	 and	Pan	 adopted	 an	 effective	discrete	 chemical‐reaction	optimization	 to	
solve	the	multi‐objective	fJSSP	[13],	and	Ozgüven	et	al.	proposed	a	concept	of	removing	invalid	
nodes	before	modeling,	and	considering	a	new	problem	with	sequence	dependent	setup	times	
[14].	Latest	developments	 is	 that	Yuan	and	Xu	proposed	a	hybrid	differential	evolution	 (HDE)	
algorithms	to	minimize	the	makespan	[15],	and	Xu	et	al.	proposed	an	effective	teaching‐learning	
based	optimization	algorithm	to	solve	the	fJSSP	with	fuzzy	processing	time	[16].	Focused	on	the	
machine	 part	 manufacturing,	 Supsomboon	 and	 Vajasuvimon	 presented	 a	 simulation	 model	
which	is	beneficial	to	assist	in	performance	improving	[17].	

Fuzzy	job	shop	scheduling	problem	(FJSSP)	is	also	an	extension	of	conventional	JSSP	in	which	
the	uncertain	parameters	of	practical	manufacturing	are	considered.	For	the	fuzzy	description	of	
problem,	 many	 researchers	 represented	 fuzzy	 processing	 time	 by	 fuzzy	 triples,	 for	 example,	
Mehrabad	et	al.	described	the	fuzzy	delivery	time	with	fuzzy	number	[18],	Lei	[19]	and	Kilic	[20]	
constructed	the	objective	function	according	to	the	intersected	area	of	membership	function	and	
customer’s	requirements.	Usually,	FJSSP	is	solved	by	fuzzy	theory	combined	with	computational	
intelligence	methods	 rather	 than	 traditional	methods.	 For	 instance,	 Lei	 developed	 an	 achieve	
Pareto‐optimality	with	particle	swarm	algorithm	[19],	Niu	et	al.	proposed	a	fuzzy	particle	swarm	
algorithm	[21],	Kilic	adopted	the	artificial	ant	colony	algorithm	to	solve	this	problem	[20],	Zhang	
et	al.	put	forward	a	generalized	IFS	to	process	the	additive	operation	and	to	compare	the	opera‐
tion	between	two	IFSs	[22],	and	Gao	et	al.	proposed	a	discrete	harmony	search	(DHS)	algorithm	
for	 FJSSP	 [23].	 By	 using	 multiobjective	 evolutionary	 algorithm	 combined	 with	 a	 novel	 domi‐
nance‐based	 tabu	 search	method	 to	 optimize	 both	 the	 expected	makespan	 and	 the	 predictive	
robustness	of	the	fuzzy	schedule,	José	Palacios	et	al.	developed	a	robust	multiobjective	optimiza‐
tion	algorithm	for	fuzzy	job	shop	scheduling	problem	[24].	

Fuzzy	 flexible	 job	 shop	 scheduling	problem	 (FfJSSP)	 is	 the	 combination	of	FJSSP	and	 fJSSP.	
Comparing	fJSSP	and	FJSSP,	the	studies	of	FfJSSP	are	quite	few.	Kacem	et	al.	proposed	a	pareto‐
optimality	 approach	 for	 FfJSSP	 with	 hybridization	 of	 evolutionary	 algorithms	 and	 fuzzy	 logic	
[25].	Zheng	et	al.	solved	the	multi‐objective	FfJSSP	with	swarm‐based	neighborhood	search	algo‐
rithm	[26].	Lei	solved	the	FfJSSP	with	the	objective	of	minimizing	fuzzy	scheduling	time	with	co‐
evolutionary	algorithm	 [27].	Gao	et	al.	 developed	an	artificial	 bee	 colony	 algorithm	or	 flexible	
job‐shop	 scheduling	 problem	 with	 fuzzy	 processing	 time	 [28].	 In	 the	 existing	 methods,	 the	
membership	functions	are	mostly	determined	by	experience	in	FfJSSP	or	even	in	FJSSP.	In	order	
to	minimize	 the	 influence	of	human	 factors,	Azadeh	et	al.	 adopted	 random	probability	normal	
distribution,	got	the	membership	function	with	historical	data,	and	solved	multi‐product	assem‐
bly	shop	problems	with	fuzzy	simulation	[29].		

In	this	paper,	focused	on	FfJSSP,	a	differential	evolution	algorithm	is	proposed	based	on	fuzzy	
satisfaction	rate.	Firstly,	according	to	the	experience	data	we	construct	the	fuzzy	triple	member‐
ship	functions	of	machine	operation	following	the	normal	probability	distribution.	Then	the	ob‐
jective	 function	is	defined	by	fuzzified	machine	processing	time	and	costumer’s	expected	time.	
At	last,	a	novel	Differential	evolution	(DE)	algorithm	is	developed	for	scheduling	process	by	de‐
fining	 a	 new	 representation	of	 scheduling	 and	 corresponding	operations.	We	also	 introduce	 a	
local	search	process	to	improve	the	performance	of	the	method.	To	test	the	effectiveness	of	our	
proposed	method,	it	is	applied	to	two	experiments	for	comparison.	Numerical	results	show	that	
our	method	is	effective	and	practical.	
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2. Fuzzy flexible job shop scheduling problem 

Compared	with	JSSP,	one	operation	in	FfJSSP	problem	could	be	processed	on	multiple	machines	
rather	than	only	on	one	machine.	On	the	other	hand,	the	processing	time	of	an	operation	is	fuzzy	
but	not	crisp,	as	well	as	 the	costumer’s	requirements.	Therefore,	FfJSSP	 is	more	complex	 than	
JSSP.	The	fuzziness	of	the	problem	is	always	described	by	fuzzy	theory,	for	example,	using	fuzzy	
3‐tuples	to	represent	processing	times	and	fuzzy	4‐tuples	to	represent	costumer’s	requirements.		

Supposed	we	have	n	jobs,	m	machines,	denote	Ji	as	Job	i	(I	∈	[1,	n]),	Mi	as	Machine	i	(I	∈	[1,	m]),	
Numi	as	the	number	of	operations	of	Ji,	Qi,j	as	the	j‐th	operation	of	Ji,	Si,j	as	the	beginning	time	of	
Qi,j,	Ci,j	as	the	completing	time	of	Qi,j,	Ti,j,k	as	the	processing	time	of	Qi,j	processed	on	machine	k,	Qi,j,k	
as	 the	average	Ti,j,k,	σi,j,k

		
as	 the	standard	deviation	of	Ti,j,k.	Then	FfJSSP	should	satisfy	some	con‐

straints	as	follows:		

 Each	operation	of	any	jobs	must	be	processed	once	and	only	once	

			∑ ∑ ∑ ௜ܺ,௝,௞	
௠
௞ୀଵ

ே௨௠
௝ୀଵ

௡
௜ୀଵ =	∑ ௜݉ݑܰ

௡
௜ୀଵ 																																													 			(1)		

Here	Xi,j,k		is	the	indicator	to	represent	whether	Qi,j	is	processed	on	machine	k,	namely	that	

௜ܺ,௝,௞ ൌ ൜
1 if	 ௜ܱ,௝	is	processed	on	machine	݇
0 otherwise

																																												 	(2)		

 One	operation	must	be	processed	after	its	precedent	operations.	Namely,	for	two	operations	
of	Ji,	Oi,j,	and	Oi,k	(j	<	k),	Eq.	3	must	be	satisfied:	

								Si,k	>	Ci,j	(j	<	k)																																										 			 	 (3)	

 All	operations	are	non‐preemptive.	It	means	that	once	a	machine	starts	processing	an	opera‐
tion,	the	next	operation	to	be	processed	on	this	machine	must	wait	until	the	present	opera‐
tion	completes,	namely,		

௟ܵ,௠,௞ ൒ ௜,௝,௞൫ܥ ௟ܵ,௠,௞ ൒ ௜ܵ,௝,௞൯																																																			 				(4)	

 The	processing	time	of	every	operation	being	processed	on	every	machine	agrees	with	nor‐
mal	distribution:	

௜ܶ,௝,௞~	ܰ൫ܳ௜,௝,௞, 	(5)																																																																										௜,௝,௞൯ߪ

Generally,	the	objective	function	to	be	optimized	for	FfJSSP	could	be	divided	into	two	classes,	
namely,	the	mono‐objective	function	and	multi‐objective	function:	

 Mono‐objective	
- Minimizing	the	makespan	[27]	

			݂ ൌ minሺܥ௠௔௫ሻ																																																								 											(6)		

Cmax	is	the	makespan.	
- Fuzzy	scheduling	based	on	E/T	penalty	[30]		
- Scheduling	based	on	satisfaction	rate	[26],	which	is	adopted	in	this	paper	and	discussed	in	

detail	in	Section	3.	
	

 Multi‐objective	[25]	
- Integrating	multiple	objectives	using	weights		

				
				݂ ൌ ∑ ሺݓ௜ ൈ ௜݂ሻ

௟
௜ୀଵ 																																													 				 	 (7)		

where	fi	is	a	certain	objective	and	wi	is	the	corresponding	weights.	
- Integrating	objectives	using	Pareto	optimality.	
	

3. Fuzzy satisfaction rate based on normal distribution 

In	practice,	the	manufacturing	system	is	fuzzy	because	of	its	changing	environment	conditions.	
For	 example,	 a	 breakdown	 of	machine	might	 lead	 to	 an	 uncertain	 delivery	 time.	 At	 the	 same	
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time,	the	costumer’s	requirements	are	often	fuzzified,	e.g.,	the	costumers	are	more	likely	to	pro‐
vide	a	fuzzified	time	interval	for	production	delivery	but	not	a	crisp	time	point.	Hence,	more	and	
more	 researchers	 focused	 on	 the	 study	 of	 so	 call	 fuzzy	 flexible	 job	 shop	 scheduling	 problem.	
There	 are	 two	kinds	 of	 objective	 functions	 for	 FfJSSP,	 one	 is	mono‐objective	 function	 and	 the	
other	is	multi‐objective	function.	Zheng	et	al.	defined	the	concept	of	satisfaction	rate	to	measure	
the	 effectiveness	 of	 the	 scheduling	 [26].	 However,	 in	 [26]	 and	most	 other	 studies	 before,	 the	
fuzzy	numbers	used	 to	 describe	 the	 final	 solution	 are	 generated	by	 trial	 and	 error,	which	 are	
heavily	relied	on	the	experience	and	human	factor.	Azadeh	et	al.	solved	multi‐product	assembly	
shop	problems	by	 applying	normal	 distribution	of	 historical	 data	 to	 the	membership	 function	
[29].	Similarly	in	this	paper,	we	exploit	the	historical	data,	 i.e.	processing	time	and	assuming	it	
obeys	normal	distribution	to	determine	the	fuzzy	numbers.	In	this	way,	the	influence	of	human	
factor	on	evaluation	of	 effectiveness	of	manufacturing	 is	decreased.	And	 then,	we	combined	 it	
with	 the	 satisfaction	 rate	 to	 evaluate	 the	 effectiveness	 of	 scheduling.	 To	describe	 our	method	
clearly,	we	firstly	introduce	the	satisfaction	rate	concept	in	Section	3.1	as	stated	bellow.	

3.1 Satisfaction rate 

The	membership	function	of	 fuzzy	set	can	be	described	by	fuzzy	numbers.	 In	this	problem	the	
triangle	 fuzzy	number	and	 trapezoidal	 fuzzy	number	are	applied	 to	represent	processing	 time	
and	costumer	requirement,	respectively.	Triangle	fuzzy	number	can	be	described	by	a	triple	(L,	
M,	R)	and	the	trapezoidal	one	can	be	represented	by	a	4‐tuple	(d1,	d2,	d3,	d4).	Denote	the	mem‐
bership	as	μ,	these	two	membership	functions	are	described	as	Eqs.	8	and	9	[26]:		

				
				μ ൌ ൞

0 ݔ ൏ ܮ
2ሺݔ െ ሻ/ሺܴܮ െ ሻܮ ܮ ൑ ݔ ൏ ሺܴ ൅ ሻ/2ܮ
2ሺܴ െ ሻ/ሺܴݔ െ ሻܮ ሺܴ ൅ ሻ/2ܮ ൑ ݔ ൑ ܴ

0 ݔ ൐ ܴ

																							 	 (8)		

				
				μ ൌ

ە
ۖ
۔

ۖ
ۓ

0 ݔ ൏ ݀ଵ
ሺݔ െ ݀ଵሻ/ሺ݀ଶ െ ݀ଵሻ ݀ଵ ൑ ݔ ൏ ݀ଶ

1 ݀ଶ ൑ ݔ ൏ ݀ଷ
ሺ݀ସ െ ሻ/ሺ݀ସݔ െ ݀ଷሻ ݀ଷ ൑ ݔ ൑ ݀ସ

0 ݔ ൐ ݀ସ

																						 																 (9)		

where	L	 and	R	 are	 the	 lower	 and	upper	 bounds	 of	 confidence	 interval	 of	machine	processing	
time,	d1	is	the	most	optimistic	time,	d2	and	d3	are	the	lower	and	upper	bounds	of	the	acceptable	
time	interval,	and	d4	is	the	most	pessimistic	time,	respectively.		

Because	the	makespan	of	a	batch	of	jobs	is	fuzzy	resulting	from	the	fuzzy	processing	time,	the	
membership	functions	of	the	makespan	of	job	and	the	costumer	requirement	can	be	put	in	the	
same	coordinate	 system,	Fig.	 1.	Denote	ST		as	 the	area	modelled	by	 the	 triangular	membership	
function,	SD	the	area	modelled	by	the	triangular	membership	function	and	SE	the	intersected	area	
of	the	two	membership	functions,	respectively.	

1c 2c 3c1d 2d 3d 4d

TS DS

ES

	
Fig.	1	Membership	functions	of	the	job	makespan	and	the	costumer	requirement	

Then,	the	satisfaction	rate	is	defined	as	

ݏݏ݁݊ݐ݂݅			 ൌ
ୗಶ
ௌ೅
																																																																								(10)		
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3.2 Parameter estimation based on normal distribution 

In	 the	 existing	 methods,	 the	 parameters	 of	 confidence	 interval	 of	 machine	 processing	 time,	
namely	the	 lower	and	upper	bounds	L	and	R,	are	generated	by	experience.	To	avoid	the	 influ‐
ence	of	human	factor,	a	normal	distribution	based	method	is	developed	in	this	section.	Because	
there	are	many	 factors	 affecting	 the	exactly	machine	processing	 time,	we	assume	 it	obeys	 the	
normal	distribution.	Then	we	have	

			݂൫ ௜ܶ,௝,௞൯ ൌ ,൫ܳ௜,௝,௞݈ܽ݉ݎ݋ܰ ௜,௝,௞൯ߪ ൌ 	
ଵ

ఙ೔,ೕ,ೖ√ଶగ
݌ݔ݁ ൬െ

൫்೔,ೕ,ೖି	ொ೔,ೕ,ೖ൯

ଶఙ೔,ೕ,ೖ
మ ൰																												(11)		

Therefore	we	could	determine	 the	parameters	 from	the	observation	sample	data	according	 to	
statistical	theory	which	is	described	step	by	step	as	follows.	

1) Computation	of	average	processing	time.	For	machine	Mi,	the	average	processing	time	Qi,j,k	
of	

a	specific	operation	and	a	specific	job	can	be	calculated	by	

			ܳ௜,௝,௞ ൌ 	
ଵ

௅೔,ೕ,ೖ
∑ ௜ܲ,௝,௞,௟
௅೔,ೕ,ೖ
௟ୀଵ , ሺ1 ൑ ݅ ൑ ݊, 1 ൑ ݆ ൑ ,௜݉ݑܰ 1 ൑ ݇ ൑ ݉ሻ																							(12)	

Here,	Li,j,k	 represents	 the	 record	number	 of	 processing	 time	of	 the	 j‐th	 operation	 of	 job	 i	 pro‐
cessed	on	machine	k,	Pi,j,k,l	processing	time	of	the	j‐th	operation	of	job	i	processed	on	machine	k	
of	the	l‐th	record,	respectively.	

2) Computation	of	the	standard	deviation.	For	the	standard	deviation	of	Ti,j,k,	it	could	be	calculat‐
ed	according	to	

௜,௝,௞ߪ	 ൌ ට
ଵ

௅೔,ೕ,ೖ
∑ ൫ ௜ܲ,௝,௞,௟ െ ܳ௜,௝,௞൯

ଶ௅೔,ೕ,ೖ
௟ୀଵ 	 , ሺ1 ൑ ݅ ൑ ݊, 1 ൑ ݆ ൑ ,௜݉ݑܰ 1 ൑ ݇ ൑ ݉ሻ										(13)	

3) Determination	of	the	confidence	interval.	For	a	confidence	value	α,	the	confidence	interval	of	
Ti,j,k	could	be	calculated	by	

ሾߠଵሺߙሻ, ሻሿߙଶሺߠ ൌ ൤ܳ௜,௝,௞ െ
௓ഀ/మఙ೔,ೕ,ೖ

ඥ௅೔,ೕ,ೖ
, ܳ௜,௝,௞ ൅

௓ഀ/మఙ೔,ೕ,ೖ

ඥ௅೔,ೕ,ೖ
൨																																			(14)	

where	θ1(α)	and	θ1(α)	are	the	lower	bound	and	upper	bound	of	the	confidence	interval	of	Ti,j,k	on	
confidence	 level	of	1	–	α,	 and	–Zα/2	 and	Zα/2	are	 the	 lower	bound	and	upper	bound	of	 the	confi‐
dence	interval	of	N(0,	1),	which	are	easy	to	obtain	by	checking	from	table.		

Compared	Eq.	8	and	Eq.	14,	 the	 lower	and	upper	bounds	of	confidence	 interval	of	machine	
processing	time	L	and	R	are	set	as	

ܮ ൌ ܳ௜,௝,௞ െ
௓ഀ/మఙ೔,ೕ,ೖ

ඥ௅೔,ೕ,ೖ
																																																																					(15)	

ܴ ൌ ܳ௜,௝,௞ ൅
௓ഀ/మఙ೔,ೕ,ೖ

ඥ௅೔,ೕ,ೖ
																																																																					(16)	

4. Scheduling method based on differential evolution algorithm 

Differential	evolution	algorithm	(DE)	is	a	novel	evolution	algorithm,	which	is	firstly	proposed	by	
Rainer,	S	and	Price	K.	to	solve	continuous	space	optimization	problem	[31].	It	is	a	swarm‐based	
global	parallel	evolutionary	algorithm	of	which	individuals	in	the	population	can	evolve	simulta‐
neously.	 DE	 can	 generate	 new	 individual	 variation	with	 straightforward	 operations,	 and	 then	
generate	the	new	population	with	greedy	comparison	strategies.	Compared	with	other	evolution	
algorithms,	DE	has	obvious	advantages,	reproducing	the	population	based	global	search	ability,	
real‐numbered	coding,	and	straightforward	operations.	In	addition,	it	has	a	special	memory	abil‐
ity,	which	makes	DE	able	to	track	the	current	evolution	situation	and	adjust	the	searching	strat‐
egies.	In	spite	of	the	intensive	research,	mostly,	DE	is	used	to	solve	non‐flexible	job	shop	sched‐
uling	problem.	In	this	paper,	a	novel	scheduling	method	is	developed	to	apply	DE	to	flexible	job	
shop	scheduling	problem	by	well	defining	operation	code	and	machine	code,	which	are	both	cod‐
ed	with	real	numbers.	The	basic	differential	evolution	algorithm	will	be	described	in	Section	4.1.	
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4.1 Differential evolution algorithm 

Similar	as	genetic	algorithm	(GA),	differential	evolution	(DE)	algorithm	also	performs	selection,	
crossover,	and	mutation	operations.	While	 in	DE,	differential	 idea	 is	 introduced	 into	evolution	
operations	and	it	is	coded	in	real	number.	Denote	the	i‐th	individual	in	the	G‐th	generation	as	

௜ܺ
ீ ൌ ൣ ௜ܺଵ

ீ , ௜ܺଶ
ீ ,⋯ , ௜ܺ஽

ீ 	൧, ሺ݅ ൌ 1,2,⋯ , ܰܲሻ																																																			(17)	

where	xijG	∈	[lower,	upper]	(j	=	1,2,…,D),	which	is	called	gene,	lower	and	upper	are	the	predefined	
lower	bound	and	upper	bound	of	the	real	code,	D	is	the	dimension	of	the	problem,	and	NP	is	the	
size	of	population,	respectively.		

In	each	generation,	 the	new	population	 is	generated	by	mutation	and	crossover	operations	
first,	and	then	selection	operation	is	adopted	to	optimize	the	population.		

Mutation	

Mutation	is	used	to	maintain	the	diversity	of	population.	There	are	many	mutation	strategies	in	
the	existing	methods.	Table	1	shows	5	most	popular	strategies.	Taking	the	first	one	as	an	exam‐
ple,	the	mutation	operation	is	performed	according	to	

௜ܸ
ீାଵ ൌ ௥ଵݔ

ீ ൅ ߛ ൈ ൫ݔ௥ଶ
ீ െ ௥ଷݔ

ீ ൯																																																								(18)	

where	ViG+1	is	the	new	individual	after	mutation,	r1,	r2,	and	r3	are	three	different	randomly	se‐
lected	number	within	the	set	{1,...,i	–1,	i	+1,...,	NP},	and	γ	is	the	scaling	factor.	If	any	components	
of	ViG+1	exceed	the	boundary,	they	should	be	revised	by	

௜ܸ,௞
ீାଵ ൌ ൞

ݎ݁ݓ݋݈ ൅
௏೔,ೖ
ಸశభି௨௣௣௘௥

ଶ
݂݅	ሺ ௜ܸ,௞

ீାଵ ൐ ሻݎ݁݌݌ݑ

ݎ݁݌݌ݑ െ
௟௢௪௘௥	ି	௏೔,ೖ

ಸశభ

ଶ
݂݅	ሺ ௜ܸ,௞

ீାଵ ൏ ሻݎ݁ݓ݋݈
																																								(19)	

where	Vi,kG+1	represents	the	k‐th	component	(gene)	of	Vi	G+1.	

Table	1	Evolution	strategies	of	DE	
Strategies	 Formula
rand/1	 ௜ܸ

ீାଵ ൌ ௥ଵݔ
ீ ൅ ߛ ൈ ሺݔ௥ଶ

ீ െ ௥ଷݔ
ீ ሻ	

best/1	 ௜ܸ
ீାଵ ൌ ௕௘௦௧ݔ

ீ ൅ ߛ ൈ ሺݔ௥ଶ
ீ െ ௥ଷݔ

ீ ሻ	
rand‐to‐best/1	 ௜ܸ

ீାଵ ൌ ௜ݔ
ீ ൅ ߣ ൈ ൫ݔ௕௘௦௧

ீ െ ௜ݔ
ீ൯ ൅ ߛ ൈ ሺݔ௥ଶ

ீ െ ௥ଷݔ
ீ ሻ	

best/2	 ௜ܸ
ீାଵ ൌ ௕௘௦௧ݔ

ீ ൅ ߛ ൈ ሺݔ௥ଵ
ீ ൅ ௥ଶݔ

ீ െ ௥ଷݔ
ீ െ ௥ସݔ

ீ ሻ	
rand/2	 ௜ܸ

ீାଵ ൌ ௥ହݔ
ீ ൅ ߛ ൈ ሺݔ௥ଵ

ீ ൅ ௥ଶݔ
ீ െ ௥ଷݔ

ீ െ ௥ସݔ
ீ ሻ	

	

Crossover	

Crossover	is	performed	based	on	the	results	of	mutation.	It	can	be	classified	into	binomial	cross‐
over	and	exponential	crossover	types,	which	are	described	by	Eqs.	20	and	21,	respectively.	

௜ܷ,௝
ீାଵ ൌ ቊ ௜ܸ,௝

ீାଵ if	ሺ݀݊ܽݎ ൑ ݆	ݎ݋	ܴܥ ൌ ,ሺ1݀݊ܽݎ ሻሻܦ

௜ܺ,௝
ீ 												otherwise

																																									(20)	

௜ܷ,௝
ீାଵ ൌ ቊ ௜ܸ,௝

ீାଵ ݂݅	ሺ݀݊ܽݎ ൑ ݆	and	ܴܥ ൏ ሻܦ

௜ܺ,௝
ீ otherwise

																																													(21)	

where	Ui,jG+1	is	 the	j‐th	component	of	 the	new	 individual	UiG+1	after	crossover,	rand	is	a	 random	
real	number	within	[0,1],	and	CR	is	the	crossover	rate.	It	could	be	found	that	in	binomial	crosso‐
ver	at	least	one	gene	in	ViG+1	will	be	included,	so	the	diversity	of	the	population	is	improved.	

Selection	

Selection	is	defined	by	

௜ܺ
ீାଵ ൌ ቊ ௜ܷ

ீାଵ ݂݅	ሺ݂൫ ௜ܷ
ீାଵ൯ ൐ ݂ሺ ௜ܺ

ீሻሻ

௜ܺ
ீ otherwise

																																												(22)	
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where	f	 (x)	 is	the	objective	 function,	XiG+1	represents	the	newly	generated	 individual	 in	genera‐
tion	G	+	1.	

4.2 Differential evolution algorithm 

Because	DE	uses	real	number	for	coding,	 it	could	not	be	applied	to	the	scheduling	problem	di‐
rectly.	Qian	et	al.	adopted	a	random	key	based	Largest‐Order‐Value	(L‐O‐V)	rule	to	convert	the	
continuous	 values	 of	 individuals	 in	 DE	 to	 job	 permutations	 [32,	 33].	 To	 the	 best	 of	 our	
knowledge,	DE	based	methods	 are	 all	 applied	 to	 solve	 the	 JSSP	problem,	 there	 are	no	 related	
works	for	FfJSSP,	and	even	for	fJSSP.	In	this	paper,	by	well	defining	the	machine	code	and	its	op‐
erations	to	handle	the	flexibility,	we	extend	Qian’s	method	to	the	FfJSSP	problems.	Also	a	local	
search	process	is	introduced	in	our	proposed	method.	

Coding	and	decoding	methods	

Because	in	FfJSSP	an	operation	could	be	processed	on	different	machines,	we	design	the	code	of	
a	potential	solution	with	two	parts,	namely	the	operation	part	and	machine	part	(Fig.	2).	For	a	
FfJSSP	problem	with	n	jobs,	denote	mi	as	the	operation	number	of	i‐th	job,	then	the	total	number	
of	operations	is	ܦ ൌ ∑ ݉௜

௡
௜ୀଵ ,	so	the	length	of	operation	part	and	that	of	machine	part	both	are	D.	

Denote	 COi	=	 (COi,1,	COi,2,...,	COi,D)	 as	 the	 operation	 part	 of	 the	 i‐th	 individual	 and	 CMi	=	 (CMi,1,	
CMi,2,...,	CMi,D)	as	the	machine	part,	each	element	of	which	is	coded	by	a	real	number	within	[low‐
er,	upper].	Next	the	decoding	methods	of	these	two	parts	will	be	described.	

 

Fig.	2	Coding	schedule	

Decoding	of	operation	part	

Sort	 the	 elements	 of	COi	 in	 a	 descending	 order,	which	 is	 denoted	 as	 SOi	=	 (SOi,1,	 SOi,2,...,	 SOi,D),	
where	SOi,p	≥	SOi,q	(p<q).	Then	we	define	an	index	vector	for	COi,	denoting	as		IndexOi	=	(indexoi,1,	
indexoi,2,...,	indexoi,D	),	where	indexoi,k	=	arg(SOi,j	=	COi,k).	Define	m0	=	0,	then	the	index	number	will	
be	converted	into	job	number	according	to		

௜,௝ߨ ൌ ݇, if		 ∑ ݉௦
௞ିଵ
௦ୀଵ ൏ ௜,௝ߤ ൑ ∑ ݉௦

௞
௦ୀଵ 																																												(23)	

Here	πi,j	represents	the	corresponding	job	number	of	the	operation	COi,j.	After	obtained	the	index	
sequence	of	COi,	it	is	easy	to	get	the	final	job	operation	scheduling	sequence:	if	πi,j	is	the	q‐th	in‐
teger	number	p,	 it	means	that	the	j‐th	operation	in	the	scheduling	sequence	should	be	the	q‐th	
operation	of	job	p.	

For	clearly	understand,	a	simple	scheduling	sequence	is	taken	as	an	example	to	describe	the	
method.	The	scheduling	sequence	has	3	jobs	with	2,	2,	and	3	operations,	respectively.	The	initial	
individual	is	COi	=	(3.2,	1.4,	6.5,	3.7,	4.9,	7.9,	6.3).	Then	the	sorted	sequence	COi,	index	sequence	
IndexOi	and	job	sequence	πi,j	are	listed	in	Table.	2.	The	result	of	job	sequence	is	πi,j	=	(3,	3,	1,	3,	2,	
1,	2),	so	the	final	operation	schedule	should	be:	(O31,	O32,	O11,	O33,	O21,	O12,	O22).	

Table	2	An	example	of	decoding	operation	part	
Dimension	j	 1	 2 3 4 5 6	 7
COij	 3.2	 1.4 6.5 3.7 4.9 7.9	 6.3
Oij	 7.9	 6.5 6.3 4.9 3.7 3.2	 1.4
Index	Oij	 6	 7 2 5 4 1	 3
πij	 3	 3 1 3 2 1	 2
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Decoding	of	machine	part	

An	element	in	machine	part	decoding	represents	which	machine	the	corresponding	operation	is	
processed	on.	Different	from	the	operation	part,	each	element	of	machine	part	is	corresponding	
to	a	FIXED	operation,	namely	that	the	q‐th	operation	of	p‐th	job	Op,q	 is	represented	by	the	k‐th	
element	of	machine	part,	where	

݇ ൌ 	∑ ݉௜
௣ିଵ
௜ୀଵ ൅ 	(24)																																																																							ݍ

To	decode	it,	we	firstly		construct		the		available		machine	set		for		each	operation	process		Op,q		as	
Sp,q	=	{machines	that	can	process	Op,q},	and	denote	|Sp,q|	as	the	size	of	Sp,q	,	namely	that	the	availa‐
ble	machine	number	of	operation	Op,q。	Then	the	decoding	method	is	shown	as	follows:	

a) Calculate	the	size	of	interval	[lower,	upper]:	Φ	=	upper	–	lower.	
b) For	the	position	corresponding	to	the	operation	Op,q	in	the	machine	part,	we	divide	the	inter‐

val	[lower,	upper]	into
	
|Sp,q|	subintervals:	φk	=	Φ/	|Sp,q|,	where	k	is	defined	by	Eq.	24.	

c) For	each	individual	code	of	machine	part,	the	machine	numbers	of	operations	are	determined	
by	

߱௜,௞ ൌ 	 ቔ
஼ெ೔,ೖ

ఝೖ
ቕ , ሺ݅ ൌ 1,2,⋯ ,ܰܲ; 	݇ ൌ 1,2,⋯ , 	(24)																																										ሻܦ

where	i	is	the	index	number	of	individual	in	the	population,	k	is	the	position	in	the	code	of	ma‐
chine	part,	ωi,k	represents	the	serial	number	of	the	dispatched	machine	in	the	corresponding	set	
for	Op,q,	and	k,	p,	q	satisfy	Eq.	24.	Then	it	is	easy	to	find	the	dispatched	machine	of	Op,q	in	the	set	of	
Sp,q.	 For	 example,	 there	 are	 2	 jobs	with	 2	 and	 4	 operations,	 respectively,	 and	 there	 are	 6	ma‐
chines.	So,	D	=	2	+	4	=	6.	Besides,	it	is	set	that	lower	=	0,	and	upper	=	10.	The	corresponding	op‐
tional	machine	sets	are	S1,1	=	 {1,3,5},	S1,2	=	 {1,2,4,5},	S2,1	=	 {2,4},	S2,2	=	 {1,2,3,4,6},	S2,3	=	{4,6},	and	
S2,3	=	{2,3,4,5}.	For	individual	CMi	=	(4.4,	1.6,	1.2,	8.9,	0.3,	7.9),	the	calculation	steps	are	shown	in	
Table	3.	Table	3	shows	that	the	dispatched	machines	for	the	6	operations	are	(3,	1,	2,	6,	4,	5).	It	
means	that	the	1st	and	2nd	operations	of	job	1	are	processed	on	machine	3	and	1	respectively;	the	
1st,	2nd,	3rd,	and	4th	operations	of	job	2	are	processed	on	machine	2,	6,	4,	and	5,	respectively.	

Table	3	An	example	of	decoding	machine	part	
Dimension	j	 1(O11)	 2(O12) 3(O21) 4(O22) 5(O23)	 6(O24)
CMij	 4.4	 1.6 1.2 8.9 0.3	 7.9
φj	 3.33	 2.5 5 2 5	 2.5
ωij	 2	 1 1 5 1	 4
Corresponding machine	 3	 1 2 6 4	 5

	
Local	search	option		

In	order	to	improve	the	search	ability,	local	search	process	is	usually	performed	within	the	gen‐
eral	DE	framework.	For	example,	Zhang	and	Wu	proposed	a	tree‐based	local	exploration	to	solve	
JSSP	problem	[34].	In	this	paper,	we	use	the	idea	in	[34]	to	do	the	local	search	for	our	operation	
part	of	the	code,	and	develop	a	novel	 local	exploration	which	is	applied	to	the	machine	part	of	
the	code.	Next,	they	will	be	described	concretely	in	this	section.	

Local	search	exploration	for	operation	part	

Defining	a	function	swap	(a,	b)	which	means	swapping	a	and	b,	then	the	pseudocode	of	this	algo‐
rithm	could	be	described	by	Fig.	3.	
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Select	an	operation	individual	α
For	d	=	1	to	D	

Set	P	=	{ϕ}	
For	k	=	1	to	RandNum1	

										Randomly	select	a	position	pair	of	α	for	swapping,	gener‐
ating	a	new	individual	pk.		

Add	pk	into	P.	
End	For	
Denote	the	best	one	as	η.	
For	k	=	1	to	RandNum1	

For	j	=	1	to	RandNum2	
																			Randomly	select	a	position	pair	of	pk	for	swapping,	

generating	a	new	individual	pRandNum1×k	+j.		
Add	pRandNum1×k	+j	into	P.	

End	For	
Calculate	the	fitness	of	individuals	in	P.	Keep	the	
top	RandNum1	individuals	in	the	queue	and	discard	
the	others.		

Update	η.	
End	For	

End	For	
Output	η. 
Fig.	3	Pseudocode	of	local	search	exploration	for	operation	part	

Local	search	exploration	for	machine	population	

Corresponding	to	our	designed	machine	code,	a	novel	 local	exploration	process	 is	proposed	in	
the	paper.	The	pseudocode	of	the	method	is	described	by	Fig.	4.	

Set	Φ	=	upper – lower
Select	a	machine	individual	β={b1,	b2,	...,	bD}	
For	j	=	1	to	D	

Calculate	p	and	q	according	to	Eq.	24	
φk	=	Φ/	|Sp,q|	
For	k	=	1	to	|Sp,q|	

ck	=	bj	+	k×φk	
Update	ck	according	to	Eq.	20	

End	For	
Use	the	best	ck	replacing	bj.	

End	For	
Output	updated	β.

Fig.	4	Pseudocode	of	local	search	exploration	for	machine part	

4.3 The framework of the algorithm 

To	sum	up,	the	framework	of	the	algorithm	is	described	as	follows:	

1) Initialize	 the	 scaling	 factor	F,	 the	 crossover	 rate	CR,	 the	 size	 of	 the	 population	NP,	 and	 the	
total	iteration	time	N;	set	the	current	iteration	number	G	=	0;	input	the	fuzzy	number	of	the	
processing	time.		

2) Initialize	 the	population	 (Including	operation	part	CO,	 and	machine	part	CM),	 and	calculate	
the	best	fitness	BF.	

3) Perform	the	mutation	operation	on	CO	and	get	population	V;	perform	the	crossover	operation	
on	V	and	get	population	U;	perform	the	selection	operation	on	V	and	U	to	get	the	new	popula‐
tion	CO.	

4) Apply	the	local	exploration	search	operation	to	CO	and	update	population.	
5) Perform	the	mutation	operation	on	CM	and	get	population	MV;	perform	the	crossover	opera‐

tion	on	MV	and	get	population	MU;	perform	the	selection	operation	on	MV	and	MU	to	get	the	
new	population	CM.		

6) Apply	the	local	exploration	search	operation	to	CM	and	update	population.	
7) Set	G	=	G	+	1,	if	G	>	N	output	the	best	individual,	otherwise	go	to	Step	2.	
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5. Results and discussion 

To	examine	the	effectiveness	of	the	algorithm,	 it	 is	better	to	implement	it	on	some	benchmark	
problems	and	compare	the	results	with	other	existing	methods.	On	the	best	of	our	knowledge,	
there	is	still	no	benchmark	dataset	for	Fuzzy	Flexible	Job	Shop	Scheduling	Problems	(FfJSSP)	at	
all.	Therefore	a	Flexible	Job	Shop	Scheduling	Problem	(fJSSP)	is	taken	from	Ref.	[25]	 firstly,	by	
which	we	could	compare	the	results	of	our	proposed	method	with	other	existing	algorithms	and	
examine	its	basic	performance	on	fJSSP.	To	further	evaluate	our	method	on	FfJSSP,	we	construct	
30	problems	for	our	second	experiment,	which	could	also	be	used	as	benchmark	dataset	for	oth‐
er	researchers	to	study	FfJSSP.	

5.1 Case 1 

The	data	set	of	first	experiment	is	selected	from	Ref.	[25].	There	are	4	jobs	in	the	problem,	and	
the	numbers	of	operation	of	jobs	are	3,	3,	4	and	2,	respectively.	All	operations	are	processed	on	5	
machines.	The	processing	time	is	shown	in	Table	4.	The	result	of	our	method	is	compared	with	
five	often	used	existing	methods	[35].	The	result	is	listed	in	Table	5.	In	the	table,	C*	=	11	is	the	
optimal	result	of	the	problem.	It	can	be	seen	that	our	proposed	method	could	obtain	the	optimal	
result	together	with	other	4	existing	methods,	while	AL+CGA	method	only	reaches	16,	which	are	
much	more	 than	others.	 Fig.	5	 shows	 the	Gantt	 chart	of	one	 feasible	 solution	obtained	by	our	
method.	

5.2 Case 2 

Because	there	is	no	suitable	data	set	for	FfJSSP,	we	construct	30	FfJSSP	problems	to	examine	our	
proposed	DE	method.	From	the	historical	data,	namely	the	historical	processing	time	of	different	
operations	 on	different	machines,	 the	 fuzzy	 numbers	 of	membership	 function	parameters	 are	
deduced	according	to	normal	distribution.	

	
Table	4	Processing	time	

Jobs	 Operations	 M1 M2 M3 M4
	

M5

J1	
O1,1

	
2 5 4 1	 2

O1,2
	

5 4 5 7	 5
O1,3

	
4 5 5 4	 5

J2	
O2,1

	
2 5 4 7	 8

O2,2
	

5 6 9 8	 5
O2,3

	
4 5 4 54	 5

J3	

O3,1
	

9 8 6 7	 9
O3,2

	
6 1 2 5	 4

O3,3
	

2 5 4 2	 4
O3,4

	
4 5 2 1	 5

J4	
O4,1

	
1 5 2 4	 12

O4,2
	

5 1 2 1	 2

Table	5	Comparisons	of	different	algorithms	
n	×m	 C*	 AL+CGA	 GEN	ACE KBACO TSPCB ABC	 Proposed	DE
4×5	 11	 16	 11 11 11 11	 11

1M

2M

3M

4M

5M

	
Fig.	5	Gantt	chart	of	one	feasible	solution	
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The	fuzzy	numbers	are	needed	to	calculate	the	objective	function	in	DE	scheduling	method.	The	
30	 FfJSSP	 dataset	 together	with	 their	 fuzzy	 numbers	 could	 be	 available	 on	 the	 following	 link	
https://github.com/BrotherQi/APEM_DATA,	the	scale	of	which	ranges	from	5×8	to	10×10,	being	
more	complicated	than	that	of	Case	1.	Performing	our	proposed	DE	based	scheduling	method,	10	
different	strategies	are	executed	for	comparison,	namely	that	5	mutation	strategies	multiplying	
2	crossover	strategies	described	in	Section	4.1.	The	results	are	shown	in	Table	6.	In	Table	6,	the	
second	column	d1,	d2,	d3,	d4	represent	the	fuzzy	numbers	of	costumer’s	requirements,	from	the	
third	to	the	13th	columns	are	the	max	satisfied	rates	of	the	ten	strategies,	in	the	order	of	rand/1	
mutation	+	binomial	crossover,	best/1	mutation	+	binomial	crossover,	rand‐to‐best/1	mutation	
+	binomial	crossover,	best/2	mutation	+	binomial	crossover,	rand/2	mutation	+	binomial	cross‐
over,	rand/1	mutation	+	exponential	crossover,	best/1	mutation	+	exponential	crossover,	rand‐
to‐best/1	 mutation	 +	 exponential	 crossover,	 best/2	 mutation	 +	 exponential	 crossover,	 and	
rand/2	mutation	+	exponential	crossover.	The	results	demonstrate	our	proposed	method	is	ap‐
plicable	 for	 FfJSSP.	 Comparing	 the	 average	 results	 of	 different	 strategies,	 it	 can	 be	 seen	 that	
those	 results	 are	 similar,	 the	 best	 one	 is	 0.708	 of	 the	 rand/2	mutation	 +	 binomial	 crossover	
strategy,	and	the	worst	one	is	0.643	of	rand‐to‐best/1	mutation	+	exponential	crossover	strate‐
gy.	The	average	result	of	 five	binomial	crossover	strategies	 is	0.678,	a	 little	bigger	than	that	of	
five	exponential	crossover	strategies	0.662.	

Table	6	Results	of	Case	2		

Data	set	 d1,d2,d3,d4	
Strategies	

1	 2	 3	 4	 5	 6	 7	 8	 9	 10	

1	 300,350,390,440	 0.620	 0.572	 0.570	 0.680	 0.692	 0.521	 0.541	 0.680	 0.632	 0.434	

2	 330,370,400,430	 0.845	 0.934	 0.940	 0.904	 0.987	 0.934	 0.958	 0.706	 0.894	 0.935	

3	 300,330,380,410	 0.653	 0.660	 0.758	 0.662	 0.599	 0.448	 0.729	 0.685	 0.497	 0.486	

4	 70,77,85,93	 0.546	 0.590	 0.556	 0.596	 0.649	 0.653	 0.550	 0.688	 0.694	 0.629	

5	 70,75,83,93	 0.460	 0.524	 0.395	 0.400	 0.551	 0.622	 0.585	 0.460	 0.487	 0.504	

6	 78,83,89,98	 0.431	 0.425	 0.595	 0.612	 0.624	 0.486	 0.856	 0.504	 0.882	 0.622	

7	 110,120,125,145	 0.719	 0.816	 0.755	 0.710	 0.763	 0.690	 0.875	 0.717	 0.591	 0.585	

8	 100,110,120,145	 0.483	 0.484	 0.528	 0.340	 0.575	 0.468	 0.493	 0.484	 0.491	 0.577	

9	 90,100,105,125	 0.645	 0.707	 0.669	 0.669	 0.739	 0.733	 0.742	 0.646	 0.711	 0.715	

10	 55,60,65,75	 0.880	 0.890	 0.911	 0.925	 0.854	 0.888	 0.856	 0.898	 0.813	 0.933	

11	 60,65,70,85	 0.918	 0.925	 0.916	 0.907	 0.905	 0.880	 0.909	 0.971	 0.932	 0.929	

12	 70,75,80,100	 0.669	 0.726	 0.654	 0.699	 0.718	 0.681	 0.713	 0.682	 0.666	 0.778	

13	 95,100,105,130	 0.639	 0.615	 0.683	 0.579	 0.656	 0.631	 0.662	 0.646	 0.576	 0.668	

14	 110,115,118,135	 0.496	 0.506	 0.446	 0.437	 0.627	 0.511	 0.544	 0.476	 0.335	 0.309	

15	 105,110,120,135	 0.695	 0.637	 0.798	 0.679	 0.659	 0.698	 0.629	 0.647	 0.712	 0.605	

16	 60,65,70,85	 0.789	 0.784	 0.781	 0.767	 0.844	 0.736	 0.733	 0.824	 0.847	 0.801	

17	 85,90,95,110	 0.772	 0.708	 0.815	 0.834	 0.877	 0.893	 0.796	 0.749	 0.712	 0.734	

18	 70,75,80,95	 0.684	 0.569	 0.591	 0.538	 0.539	 0.620	 0.675	 0.515	 0.591	 0.486	

19	 120,125,130,150	 0.492	 0.415	 0.535	 0.528	 0.594	 0.558	 0.716	 0.490	 0.504	 0.340	

20	 130,135,140,160	 0.898	 0.942	 0.887	 0.918	 0.929	 0.924	 0.871	 0.866	 0.943	 0.949	

21	 120,125,130,150	 0.476	 0.255	 0.467	 0.281	 0.505	 0.472	 0.568	 0.645	 0.358	 0.511	

22	 140,145,150,170	 0.675	 0.620	 0.749	 0.744	 0.740	 0.713	 0.715	 0.758	 0.575	 0.719	

23	 135,140,150,165	 0.772	 0.708	 0.815	 0.834	 0.877	 0.893	 0.796	 0.749	 0.712	 0.734	

24	 125,130,135,155	 0.676	 0.787	 0.669	 0.723	 0.708	 0.703	 0.693	 0.672	 0.640	 0.694	

25	 220,230,240,255	 0.582	 0.739	 0.702	 0.738	 0.701	 0.791	 0.577	 0.569	 0.674	 0.651	

26	 240,245,250,265	 0.661	 0.726	 0.787	 0.787	 0.669	 0.510	 0.544	 0.416	 0.839	 0.776	

27	 225,230,235,255	 0.784	 0.667	 0.647	 0.648	 0.661	 0.615	 0.715	 0.615	 0.525	 0.484	

28	 145,150,155,170	 0.608	 0.648	 0.687	 0.668	 0.607	 0.743	 0.617	 0.459	 0.637	 0.643	

29	 165,170,175,200	 0.621	 0.668	 0.650	 0.626	 0.635	 0.602	 0.538	 0.528	 0.536	 0.498	

30	 175,180,185,210	 0.712	 0.568	 0.610	 0.708	 0.762	 0.467	 0.719	 0.550	 0.605	 0.662	

Ave	 ‐	 0.663	 0.661	 0.686	 0.671	 0.708	 0.669	 0.697	 0.643	 0.654	 0.646	
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5.3 Discussion 

The experiment of Case 1 is simple, the result of which shows that our proposed method is no 
less than the existing methods, and obviously better than AL+CGA method. In Case 2, we con-
struct 30 more complicated datasets, and apply our method to them with different combinations 
of mutation and crossover strategies. The results are really effective and show that our method 
could be applied to real fuzzy flexible JSSP problems. It could be found that there are no signifi-
cant difference among different strategy combinations, especially between two different crosso-
ver strategies. 

6. Conclusion 
Focused on FfJSSP, this paper develops a novel scheduling method based on fuzzy satisfaction 
rate and differential evolution algorithm. In the method, fuzzy parameters are deduced based on 
normal distribution for the calculation for satisfaction rate firstly. And then, a differential evolu-
tion is proposed for scheduling. Firstly, the coding method is well designed for FfJSSP, and then 
mutation, crossover and selection operations are proposed corresponding to the coding method. 
Moreover, local exploration search process is introduced in the method to improve the perfor-
mance. At last, our proposed method is applied to two experiments to test the performance. 
Numerical results show that the developed method is practical and effective. 
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A B S T R A C T	   A R T I C L E   I N F O	

This	paper	presents	theoretical	approach	and	complex	experimental	research	
which	was	conducted	within	the	real	production	conditions	of	cold	roll	form‐
ing	channel	sections.	The	experimental	investigation	was	focused	on	forming	
forces	 measuring	 on	 the	 rolls	 and	 the	 deflections	 of	 roll	 stands	 due	 to	 the	
forming	 loads.	 The	 comparison	 and	 analysis	 of	 the	 obtained	 experimental	
results	was	performed	for	the	majority	roll	stands.	Based	on	the	experimental	
results	 mathematical	 modelling	 of	 the	 forming	 a	 force‐roll	 load	 was	 per‐
formed	 by	 response	 surface	 methodology	 for	 different	 values	 of	 the	 input	
parameters	 of	 the	 process:	 material	 properties,	 sheet	 thickness,	 and	 sheet	
width.	The	defined	force	model	and	experimental	research	show	insufficient	
energetic	 and	 technological	 utilization	 of	 the	 existing	 production	 line.	 After	
the	conducted	research	 in	 the	production	process	a	sheet	 thickness	of	up	to	
1.40	mm	is	used	instead	of	0.70	mm,	and	the	utilization	of	the	installed	energy	
has	increased	from	20	%	to	75	%.	This	is	confirmed	by	the	measured	defor‐
mations	of	the	roll	stands	and	the	energy	consumption	of	the	powered	electric	
motor.	 Through	 realized	modernization	 of	 the	 cold	 roll	 forming	 production	
line,	30	%	higher	productivity	is	achieved,	which	is	a	result	of	optimal	number	
planning	of	roll	 forming	stations	and	approximately	the	same	 load	of	all	roll	
stands,	as	well	as	the	higher	flow	rate	of	the	profile	sheet.		
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1. Introduction 
1.1 Cold roll forming process 

Profiles	 can	 be	 produced,	 from	 strip	 or	 sheet	metal	 in	 three	 possible	ways	 of	 bending:	 press	
brake	forming	(e.g.	die	bending)	–	by	linear	tool	motion	(Fig.	1),	using	rotating	rollers‐roll	form‐
ing	(Fig.	2a),	and	draw	roll	forming	(Fig.	2b)	[1].	The	cold	roll	forming,	high	volume	production	
process,	plays	an	important	role	in	sheet	metal	forming	processes	used	to	create	wide	variety	of	
product.	It	creates	segments	like	automotive,	aircraft,	buildings,	construction,	agricultural,	office	
furniture,	 consumer	 appliances	 and	 other	 sheet	 metal	 products	 according	 to	 customer’s	 re‐
quirements	 for	high	quality	and	quantity,	at	 the	right	 time	and	 for	 the	right	price	 [2].	The	roll	
forming	is	a	continuous	bending	operation	in	which	sheet	or	strip	metal	is	formed	between	suc‐
cessive	pairs	of	rolls	(rotating	tools)	 that	progressively	bend	and	form	until	 the	desired	cross‐
sectional	configuration,	known	as	profiles	(C‐	and	U‐channel,	L‐,	T‐,	V‐	and	Z‐sections,	trapezoi‐
dal	profiles,	and	many	others),	is	obtained	(Fig.	3)	[3].	The	advantage	of	roll	forming	in	compari‐
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son	with	the	other	bending	processes	is	that	strips‐sheets	of	any	length	(simple	or	complex	cross	
sections)	can	be	formed	at	a	relatively	high	speed	[4,	5].	

1.2 Literature review 

In	 general,	 forming	process	 is	 characterized	by	various	process	parameters	 including	geomet‐
rical	data	of	tool	and	workpiece,	material	properties,	contact	conditions	and	different	technolog‐
ical	parameters.	Therefore,	the	determination	of	the	optimal	forming	parameters	by	using	opti‐
mization	techniques	is	a	continuous	engineering	task	with	the	main	aim	to	reduce	the	produc‐
tion	cost	and	achieve	desired	product	quality	[6].	Therefore,	several	authors	with	different	as‐
pects	of	roll	forming	process	were	studied	from	theoretical	point	of	view	to	application	through	
experimental	 research	 and	mathematical	modelling	 to	 numerical	 simulation.	 This	was	 always	
with	only	one	aim‐to	upgrade	the	process	efficiency	and	for	controlling	of	the	process	to	be	more	
predictable.	Bhattacharyya	et	al.	developed	semi‐empirical	method	for	calculation	of	roll	load	in	
the	cold	roll	forming	process	and	obtained	theoretical	results	which	were	verified	with	the	ex‐
perimental	ones	[7].	Paralikas	et	al.	presented	an	optimization	approach	of	the	roll	forming	pro‐
cess	parameters,	for	U‐channel,	based	on	semi‐empirical	method	[8].	The	optimal	values	of	the	
process	parameters	for	each	roll	station	resulted	in	with	reducing	longitudinal	and	shear	strains,	
and	lastly	with	better	product	quality.	Also,	introduced	by	Paralikas	et	al.	was	used	modelling	for	
prediction	deformation,	as	a	function	of	the	main	roll	forming	process	parameters	and	its	impact	
on	the	V‐section	profile	quality	 [9].	The	study	of	Traub	et	al.	presented	a	numerical	modelling	
approach	combining	global	and	submodels	enabling	a	high	resolution	of	the	strain	distribution	
in	the	bending	zone	at	acceptable	computational	costs	[10].	The	simulation	concept	was	proofed	
by	experimental	results.	Numerical	simulation	of	the	cold	roll	forming	process	of	the	U‐channel	
was	done	by	Bui	et	al.	[11]	and	it	was	also	studied	by	Lindgren	[12,	13]	with	emphasis	on	change	
in	the	 longitudinal	peak	membrane	strain	and	deformation	 length	of	strip	when	yield	strength	
increase.	This	was	used	to	determine	the	number	of	forming	steps	and	a	distance	between	the	
roll	stand.	The	proposed	FE‐method	was	shown	to	be	an	appropriate	approach	to	research	cold	
roll	 forming	 process.	 Paralikas	 et	al.	 introduced	 energy	 efficiency	 indicator	 and	 presented	 on	
application	a	U‐channel	profile	and	analyzed	influence	of	process	parameters	on	energy	efficien‐
cy	indicator	[14].	Ferreira	[15]	studied	both	experimentally	and	numerically,	a	deflection	of	roll	
stands	during	 the	 forming	process	with	 a	main	 aim	 to	 better	 predict	 defects.	 In	 the	 paper	 by	
Jurkovic	et	al.	[16]	an	experimental	investigation	was	presented	of	force	and	torque	during	the	
sheet	roll	forming	in	order	to	achieve	improvement	of	the	process.	The	application	on	response	
surface	method	and	FE	simulation	in	paper	Zeng	et	al.	[17]	was	studied	on	the	optimization	de‐
sign	of	the	cold	roll	forming	process	of	a	channel	section.	Liu	et	al.	[18]	developed	mathematical	
model	to	analyze	the	deformation	in	roll	forming	a	channel	section.	

	

	

Fig.	1	The	profile	forming	by	die	bending	process	 Fig.	2	The	profile	forming	by,	a)	roll	forming	process,	b)	
draw	roll	forming	process	
	

a)	

b)	
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a) 																																																																																																															b)	

Fig.	3	The	cold	roll	forming	production	line,	a)	beginning,	b)	ending	of	line	
	
In	paper	[19]	Wang	et	al.	investigate	the	fracture	mechanism	on	roll	formed	part.	This	paper	has	
been	presented	experimental	work	of	measuring	elastic	deformation	of	the	roll	forming	stands	
under	forming	forces	(also	measured)	occurring	when	strip	is	being	bent	in	desired	trapezoidal	
profile.	The	experimental	research	was	carried	out	on	the	real	production	system	in	which	the	
computerized,	measuring	and	sensory	equipment	was	 installed.	Based	on	the	obtained	experi‐
mental	 results	 mathematical	 modelling	 of	 the	 roll	 forming	 force	 was	 performed	 for	 different	
values	of	the	input	parameters	of	the	process:	material	properties	(Rm),	sheet	thickness	(s),	and	
sheet	width	 (b).	 That	 is	 of	 a	 high	 importance	 to	 bring	 the	 roll	 forming	 force	 under	 control	 to	
achieve	closer	tolerances	of	profiles,	which	was	crucial	in	the	leading	process	in	stable	ones.	

2. Materials and methods 

The	 experiment	was	 carried	 out	 in	 real	 production	 conditions	 on	 the	 roll	 forming	production	
line.	The	production	line	was	specially	prepared	with	the	equipment	for	forming	forces	measur‐
ing	on	the	rolls	and	the	roll	stands	deformation	on	forming	stations.	It	was	also	prepared	with	
other	necessary	resources	for	implementation	of	the	design	of	experiment.	

2.1 Roll forming production line – basic facility data 

The	production	line	has	20	forming	stations	(length	10.20	m	and	width	2.0	m).	The	experimental	
research	was	carried	out	on	it	in	the	real	production	process	(Fig.	4).	Each	station	had	two	roll‐
ers:	upper	and	lower	one.	The	electric	motor	power	is	11	kW,	the	output	speed	of	the	gearbox	is	
41	min‐1,	 the	 transmission	 drives	 from	 electric	motors	 to	 the	 shafts	 is	 a	 chain,	 the	maximum	
sheet	width	is	1250	mm	and	the	sheet	thickness	is	between	0.4‐1.0	mm.	Further,	the	production	
system	consists	of	decoiler	with	a	coil	weight	of	10000	kg,	 in	feed	unit,	straightening	machine,	
roll	forming	machine,	and	shear	cutting	of	the	profiled	sheet	at	a	certain	length	[20,	21].	

2.2 Materials used in experiments 

In	this	experimental	research,	different	type	of	materials	were	used	[16]:	
	

Fig.	4	Roll	forming	production	line	used	in	experiments Fig.	5 Geometry	of	trapezoidal	profiled	sheet
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a) 																																																								b)	

Fig.	6	Force	transducer	location	on	roll	stand,	a)	before,	b)	after	setup	
	

 steel	sheet	DX	51D	(DIN	17162‐1,	EN	10327),	mechanical	properties:	Rm	=	383	MPa,	Re	=	
278	MPa,	percentage	elongation	after	fracture	A10	=	31.3	%,	

 steel	sheet	DX	53D	(DIN	17162‐1,	EN	10327),	mechanical	properties:	Rm	=	270	MPa,	Re	=	
140	MPa	and	A10	=	30	%,	

 aluminium	sheet	Al	99.5	(EN	1050),	mechanical	properties:	Rm	=	130	MPa,	A10	=	5	%.	
	
Sample	sheets	used	in	the	experiment	were:	three	types	of	sheet	materials	(130	MPa,	270	MPa,	
383	MPa),	 three	widths	 of	 the	 sheets	 (950	mm,	 1100	mm,	 1250	mm),	 and	 three	 thicknesses	
(0.50	mm,	0.60	mm,	0.70	mm)	and	a	length	of	2500	mm.	The	profiled	geometry	of	sheet	metal	
(Fig.	5)	was	obtained	by	continuous	forming	of	the	sheet	between	the	rollers,	through	twenty	of	
the	forming	stations.	At	each	forming	station,	the	bending	occurred	according	to	flower	pattern	
and	a	geometrical	shape	of	rollers.	

2.3 Measurement devices setup 

Measurement	devices	used	in	this	experiment	can	be	classified	into	two	main	groups	[16]:		

1)	Measurement	device	used	for	measuring	rollers	load:		

 force	transducer	with	strain	gauges,	Fig.	6.	
 multi‐channel	measuring	amplifier	HBM‐QuantumX	(MX840A),	Fig.	7.	
 multi‐channel	measuring	amplifier	HBM‐SPIDER8	(8xSR55),	Fig.	7.	
 data	acquisition	software,	Fig.	7.	

Force	transducer	for	measuring	force‐roller	load	during	roll	forming	of	sheet	is	located	between	
the	top	shaft	bearing	housings	and	the	top	crossbar	of	roll	stand	(Fig.	6b).	
	

	
Fig.	7	Roll	load	–	measurement	device	setup		
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Fig.	8	The	scheme	of	measurement	points	from	T1	to	T8 Fig.	9	Deflection	measuring	on	roll	stand	–	setup		
	
2)	Measurement	device	used	for	measuring	the	roll	stand	deflection:		

For	measuring	of	the	roll	stand	deflection	strain	gauges	were	used	with	the	following	character‐
istics:	resistance	of	120	Ω	±	0.35	%,	k	=	2.05	±	1.0	%,	type	6/120LY4,	temperature	compensation	
α	=	10.8	(10‐6/°	C).	The	Fig.	8	present	the	roll	stand	with	locations	of	strain	gauges	(T1‐T8)	[21,	
22].	The	roll	stand	prepared	for	the	strain	measuring	is	shown	on	Fig.	9.	

In	 recording	 of	 the	 experimental	 data,	 three	 amplifiers	 were	 used	 (Fig.	 10):	 the	 first	 one	 –
DMCplus	with	eight	channels	for	strain	data	acquisition	from	the	eight	position	(T1‐T8)	of	strain	
gauges	placed	on	the	roll	stands.	The	second	one	QUANTUM	X	has	also	eight	channels	to	forces	
data	collect	(F1‐F6),	while	the	two	other	channels	collect	torque	data	(M1‐M2)	from	the	rollers	
with	the	telemetry	box.	The	last	amplifier	SPIDER	8	is	connected	by	two	channels	for	forces	data	
collect	 (F7	 and	F8).	Measurement	 setup	was	defined	 in	 a	way	 to	measured	 force,	 torque,	 and	
strain	values	in	real	time	from	the	eighteen	positions.	

2.4 Design of experiment and experimental results 

The	measurement	devices	used	in	this	experimental	research	enabled	data	acquisitions.	Table	1	
presents	the	measured	values	for	the	roll	forces	(Fig.	6b)	and	strains	of	the	roll	stand	(Fig.	9)	for	
the	second	forming	station.	

	
Fig.	10	Connecting	scheme	of	amplifiers	with	measuring	positions	
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Fig.	11	Force	diagram	for	the	3rd	forming	station,	green	curve	–	total	force,	red	&	blue	forces	on	both	side	of	a	roller		
	

Table	1	Design	of	experiment	with	experimental	results	–	second	forming	station	

Trial	
No.	

Input	process	parameters	
Coded	process	
parameters	

Experimental	results	
Force	 Strain	T1/T2/T3/T4,	

Rm,	MPa	 s,	mm	 b,	mm	 X1	 X2	 X3	 ோܨ
ா,	N	 li,	m/m	

1	 130	 0.5	 950	 ‐1	 ‐1	 ‐1	 372.3	 1.019/1.609/‐1.637/‐0.418	
2	 383	 0.5	 950	 1	 ‐1	 ‐1	 908.0	 1.867/2.333/‐1.120/0.588	
3	 130	 0.7	 950	 ‐1	 1	 ‐1	 654.2	 3.732/1.741/1.799/‐1.877	
4	 383	 0.7	 950	 1	 1	 ‐1	 1543.7	 2.085/2.646/‐1.644/0.516	
5	 130	 0.5	 1250	 ‐1	 ‐1	 1	 425.3	 3.822/1.386/0.843/‐1.785	
6	 383	 0.5	 1250	 1	 ‐1	 1	 1458.6	 4.507/2.499/2.536/‐2.414	
7	 130	 0.7	 1250	 ‐1	 1	 1	 1373.6	 4.190/2.798/2.159/‐1.727	
8	 383	 0.7	 1250	 1	 1	 1	 2558.3	 2.269/3.306/‐1.724/‐0.160	
9	 270	 0.6	 1100	 0	 0	 0	 1173.5	 3.664/2.159/1.650/‐1.855	
10	 270	 0.6	 1100	 0	 0	 0	 1100.1	 2.470/3.592/1.944/1.431	
11	 270	 0.6	 1100	 0	 0	 0	 1011.4	 2.066/1.438/‐2.377/‐0.584	
12	 270	 0.6	 1100	 0	 0	 0	 1142.8	 2.024/1.547/‐2.456/‐0.649	

	

The	experiment	was	performed	according	to	design	of	experiments	with	three	input	parameters	
of	 the	 roll	 forming	process:	material	 properties	 (Rm),	 sheet	 thickness	 (s),	 and	 sheet	width	 (b),	
resulting	in	with	N	=	23	+	4	=	12	experiments	[23].	The	force	diagram	for	the	third	forming	sta‐
tion	 (experiment	No.	 4)	 is	 shown	 in	 Fig.	 11.	According	 to	 Fig.	 11,	 diagrams	 for	 other	 forming	
stations	and	 for	all	 the	 experiments	 also	presented	 the	 change	of	 forming	 force	 intensity	 (roll	
loads).	The	obtained	data	are	necessary	for	a	comprehensive	analysis	of	the	roll	forming	process,	
which	consists	of	roll	 loads,	optimal	schedule	of	sheet	strain	through	each	station,	 the	optimal	
flower	pattern	of	sheet	roll	forming,	optimal	utilization	rate	of	the	energy	consumption	and	the	
proposal	for	possible	equally	load	on	each	forming	stations	of	roll	forming	production	line.	The	
software	for	data	acquisitions	automatically	processing	the	measurement	results	in	real	time.		

2.5 Response surface methodology 

Development	and	application	of	mathematical	models	 in	manufacturing	processes	 is	based	on	
the	application	of	knowledge,	which	is	a	prerequisite	for	the	transformation	of	conventional	and	
less	productive	processes	in	modern	ones	[23].	Therefore,	mathematical	modelling	is	based	on	
the	qualitative	and	quantitative	relation	between	the	input	variables	(Xi)	and	the	output	effects	
of	the	process	(Yj)	in	the	form	Yj	=	Y	(Xi),	which	is	the	result	of	technology	and	technological	pro‐
cess,	workpiece	material,	 and	manufacturing	 system.	 In	 general,	 the	 theoretical	model	 can	 be	
presented	in	the	form	of:	
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ݕ ൌ ݂ሺݔଵ, ,ଶݔ … , ,௞ݔ ,ଵߚ ,ଶߚ … , ௞ߚ ሻ	 (1)

where	are:	 	
 xi	–	variable	parameters	of	process	i	=	0,	1,	2,...,k,	
 βi	–	theoretical	coefficients	of	regression	model.	

	
When	 mechanism	 of	 process	 is	 unknown,	 mathematical	 model	 can	 be	 shown	 in	 polynomial	
form:	

ܻ ൌ෍ߚ௜ ௜ܺ ൅ ෍ ௜௠ߚ ௜ܺܺ௠ ൅

௞

ଵஸ௜ழ௠

௞

௜ୀ଴

෍ߚ௜௜ ௜ܺ
ଶ ൅ ෍ ௜௠௞ߚ

ଵஸ௜ழ௠ஸ௞

௞

௜ୀଵ

௜ܺܺ௠ܺ௞ 	 (2)

which	insures	optimal	approximation	of	change	of	value	x	by	means	of	function	f(x).	
Based	 on	 the	 conducted	 experimental	 and	 regression	 analysis,	 the	 statistical	 model	 is	 deter‐
mined	by	real	regression	coefficients	bi,	bii,	bim,	bimk	so	that	the	mathematical	model	can	get	form:	

ܻ ൌ෍ܾ௜ ௜ܺ ൅ ෍ ܾ௜௠ ௜ܺܺ௠ ൅

௞

ଵஸ௜ழ௠

௞

௜ୀ଴

෍ܾ௜௜ ௜ܺ
ଶ ൅ ෍ ܾ௜௠௞

ଵஸ௜ழ௠ஸ௞

௞

௜ୀଵ

௜ܺܺ௠ܺ௞	 (3)

3. Results and discussion 

3.1 Modelling 

Through	application	of	the	experiment,	it	is	possible	to	define	the	accurate	mathematical	model	
with	a	minimal	number	of	experimental	data.	In	order	to	do	so,	the	input	variables	of	the	process	
need	 to	be	 determined	 first.	 In	 the	 experiment,	 constant	parameters	 of	 the	 sheet	 roll	 forming	
are:	 forming	machine,	 rollers	 geometry,	 lubrication,	 radius	of	 rollers,	 bending	 angle,	 and	 stiff‐
ness	of	the	rolls	(Fig.	12).	

Force	model	

Based	on	the	experimental	results	by	applying	the	response	surface	methodology,	a	force	model	
in	coded	form	was	obtained	(4)	for	the	force	profiling	sheet	metal	by	rollers:	
	

ݕ ൌ 1143.483 ൅ 455.4 ∙ ଵܺ ൅ 370.7 ∙ ܺଶ ൅ 292.2 ∙ ܺଷ ൅ 63.15 ∙ ଵܺ ∙ ܺଶ ൅ 99.1 ∙ ଵܺ ∙ ܺଷ
൅ 141.3 ∙ ܺଶ ∙ ܺଷ െ 25.3 ∙ ଵܺ ∙ ܺଶ ∙ ܺଷ	

(4)

	
After	decoding	model	(4),	the	mathematical	model	in	physical	form	was:	
	

ܨ ൌ 6560.701 െ 13.969 ∙ ܴ௠ െ 11697.472 ∙ ݏ െ 7.095 ∙ ܾ ൅ 19.658 ∙ ܴ௠ ∙ ݏ ൅ 0.013 ∙ ܴ௠ ∙ ܾ
൅ 12.84 ∙ ݏ ∙ ܾ െ 0.013 ∙ ܴ௠ ∙ ݏ ∙ ܾ	

(5)

	

	
Fig.	12	Black	box	–	input,	output	parameters	of	the	roll	forming	process	



Jurkovic, Jurkovic, Buljan, Obad 
 

64  Advances in Production Engineering & Management 13(1) 2018
 

The	obtained	force	model	(5)	adequately	describes	the	force	dependence	of	the	roll	forming	pa‐
rameters	F	=	F	(Rm,	s,	b).	Multiple	regression	coefficient	is	R	=	0.99,	which	confirms	the	obtained	
mathematical	model´s	adequacy.	

3.2 The roll load analysis at forming stations  

In	 Fig.	 13,	 measured	 intensities	 of	 the	 roll	 forming	 force	 on	 a	 roller	 of	 forming	 stations	 are	
shown:	the	first	measuring	positions	(1,	2,	3	and	5),	the	second	positions	(9,	10,	11	and	13)	and	
the	third	positions	(16,	17	and	18)	corresponding	to	a	 linear	stations	 layout	 in	the	production	
line.	The	forming	stations:	4,	6,	7,	8,	12,	14,	15,	19	and	20	don’t	have	force	transducer	and	there	
are	not	measurements.	This	is	not	a	lack	of	research	because	the	force	was	measured	on	11	sta‐
tions	out	of	20	stations.	The	results	of	measurements	were	shown	on	Fig.	13:	

 load	increase	from	first	to	third	position	of	force	transducer,	so	the	station	(1)	–	for	a	first	
position	force	has	a	value	F1	=	1504.9	N,	station	(9)	–	second	position	F9	=	3137.7	N	and	
the	station	(16)	–	third	position	F16	=	6058.2	N,	four	times	compared	to	the	first	station	or	
two	times	to	the	ninth	station,	

 the	roll	load	increase	by	stations	is	not	a	constant	although	there	is	a	general	trend	of	up‐
ward	load,	as	shown	by	the	fact	form	1	>	2	<3	>	5	<	9	>	10	<	11	>	13	<	16	<	17	>	18,	form‐
ing	stations,	

 optimal	 technological	 process	 should	 provide	 approximately	 the	 same	 roll	 load	 at	 each	
forming	station,	

 the	maximum	roll	profile	force	is	on	the	station	17	(F17	=	8377.8	N),	
 in	the	experiment	No.	6	sheets	had	the	same	dimensions	and	mechanical	properties	in	all	

forming	stations.	

On	the	basis	of	experimental	research,	it	can	be	concluded	that	the	roll	load	increases	with	the	
number	of	stations	(Fig.	13).	Fig.	14	shows	that	the	force	intensity	changes	for	forming	stations	
1,	2,	3	and	5,	wherein	the	change	of	force	is	shown	as	a	function	of	the	number	of	experiments	
from	1	to	12.	Thus,	the	force	F1	refers	to	the	first	station,	the	force	F2	to	the	second	station,	and	so	
on.	Also,	Fig.	14	shows	the	maximum	value	of	the	roll	profile	force	(Fi)	for	the	four	stations	(1,	2,	
3	and	5).	The	analysis	by	Fig.	14	shows	the	maximum	force	(F3)	to	be	on	the	third	station.	Also,	
this	station	has	a	maximum	value	of	force	in	experiments	No.	2,	4,	6	and	8,	which	was	expected	
because	the	strength	of	the	sheet	was	the	largest,	Rm	=	383	MPa.	
	

	
Fig.	13	The	forces	obtained	in	the	experiment	No.	6	on	the	forming	stations:	1,	2,	3	&	5;	9,	10,	11	&	13;	16,	17	&	18	
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3.3 Roll stand deflection analysis 

The	results	of	the	strain	analysis	obtained	for	measuring	points	(Table	1	and	Fig.	9)	1,	2,	3	and	4,	
show	that	their	absolute	values,	the	largest	values	(Δl1)	at	the	measuring	point	1	(T1),	and	the	
least	values	(Δl4)	at	the	measuring	point	4	(T4).	On	the	basis	of	that,	it	can	be	concluded:	

 a	strain	is	not	classified	by	any	logical	sequence	nor	is	the	absolute	value,	nor	is	the	sign	of	
strain	(+,	‐),	

 on	intensity	and	the	sign	of	strain	the	profile	tension	between	forming	stations	influences	
(due	 to	 a	 contact	 friction	between	 the	 sheet	 and	 the	 roller).	 This	 is	 because	 there	 is	 no	
symmetry	between	the	strain	on	the	measuring	points	T1	and	T4,	T2	and	T3,	T1	and	T2,	
and	T3	and	T4,	although	the	profile	velocity	is	equal	between	the	stations,	i.e.	constant,	

 the	differences	in	the	strength	of	the	sheet	material	can	be	affected	on	the	load	change	of	
roll	stand,	

 a	 contact	 between	 the	 sheet	 and	 the	 rollers	with	 respect	 to	 friction	 is	 not	 constant,	 alt‐
hough	the	roll	profile	processes	with	a	constant	cross‐sectional	area	because	there	 is	no	
change	in	the	thickness	of	the	sheet,	

 on	the	measuring	points	T1	and	T2	there	 is	an	obtained	strain	have	+	sign,	while	on	the	
measuring	points	T3	and	T4	have	+	and	–	sign,	without	being	able	to	carry	out	a	specific	
conclusion	because	there	are	more	influential	variables	in	such	a	result,	

 the	 maximum	 strain	 generated	 in	 the	 experiment	 (8)	 and	 (6)	 wherein	 is	 the	 biggest	
strength	and	width	of	the	sheet,	while	the	least	is	expected	in	the	experiment	(1)	and	(2),	

 the	intensity	of	the	deflection	of	the	roll	stand	is	very	small	and	it	meets	the	rigidity	and	
accuracy	of	the	roll	profile.	However,	with	the	use	of	a	thicker	sheet,	deflection	will	be	in‐
creasingly	significant.	

	
3.4 The directions of modernization of the roll forming production line  

The	presented	experimental	research	and	modelling	were	carried	out	due	to	the	modernization	
of	the	process	and	the	roll	forming	production	line	for	the	profile	sheet	in	order	to	achieve	the	
optimal	values	of	technological,	energy	consumption,	and	economical	parameters.	The	roll	load	
of	the	forming	stations	depends	on:	the	material	strength	of	the	sheet	(Rm),	the	thickness	(s),	and	
the	sheet	width	(b).	The	model	 (2)	obtained	by	modelling	approach	 is	 in	 function	of	 the	men‐
tioned	parameters.	
		

	
Fig.	14	The	roll	profile	forces	for	experiments	1	to	12	and	the	forming	stations	1,	2,	3	and	5	
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The	basic	parameters	of	modernization	are	from	technological,	energy	and	economical	point	of	
view:		

 technological	parameters	should	have	the	optimal	values	that	are	determined	by	minimiz‐
ing	force	and	taking	into	account	the	economic	criterion‐minimum	costs,	

 energy	 criterion	 is	 based	 on	 the	minimum	energy	 consumption,	which	 implies:	 an	 opti‐
mized	flower	pattern	of	the	sheet	metal	processing	through	the	forming	stations,	less	en‐
ergy	idle	utilization,	which	requires	optimum	construction	of	 the	drive	and	transmission	
mechanism	from	the	drive	motor	to	the	roller,	

 also,	an	important	indicator	of	the	optimization	of	the	process	and	the	production	system	
is	 the	 degree	 of	 energy	 utilization	 i.e.:	 ௘ߟ ൌ ݂ሺ݊, 	,௣௛ሻܯ,௣ܯ,ܰ where:	 n	 –	 electric	 motor	
spindle	rotation;	N	–	number	of	forming	stations;	Mp	–	torque	and	Mph	–	torque	of	idle.	

Achievements	and	benefits	of	modernization	

Modernization	of	 the	roll	 forming	production	 line	 is	carried	out	 in	order	 to	obtain	 the	highest	
achievements	that	will	bring	competitive	advantage.	Hence,	to	take	advantage	of	that	it	was	nec‐
essary	to	do	the	following	steps:		

 to	 design	 an	 optimal	 technological	 process	 of	 the	 sheet	 roll	 forming:	 a)	 approximately	
equalization	of	the	roll	load	on	each	forming	station,	b)	the	increased	production	efficien‐
cy,	and	c)	 the	 increased	part	of	 the	useful	work	of	sheet	roll	 forming	 in	 the	 total	energy	
consumed,	

 the	 redesign	 of	 flower	 pattern	 ensures:	 a)	 the	 optimal	 technological	 process	 (optimal	
flower	pattern),	 b)	 greater	bending	angle	per	 forming	 station	 (greater	 strain	of	bending	
sheet),	c)	larger	sheet	thicknesses	with	respect	to	the	installed	energy	of	the	existing	pro‐
duction	system,	and	d)	optimum	flow	rate	of	 the	production	 line	depending	on	the	com‐
plexity	of	the	profile,	type	of	material	and	product	quality,	
	

	
Fig.	15	Flow	chart	of	complete	modernization	of	the	production	system	
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• 30 % higher productivity of the production line after modernization as a result of the op-
timal flower pattern, higher utilization rate of the forming stations capacity, and the uni-
form roll loading on each roll stand, 

• achieved high alignment of the production process and system by technological and ener-
gy point of view.  

Flow chart modernization of the production system 

The modernization of the production system beginning with the identification and analysis of 
the current state of the production system for that modernization is needed and the definition of 
the aims of modernization. The project of modernization and techno-economical analysis should 
show the validity of the modernization implementation (Fig. 15). Naturally, implementation of 
modernization needs to have measurable aims, experimental research, and relevant results to 
prove realized modernization. Previously mentioned things are fundamental of successful pro-
cess and system modernization.  

4. Conclusion 
In this paper, the experimental research and modelling were carried out in order to test the roll 
forming process and system in real production conditions, with the aim of optimal process pa-
rameters of the sheet roll forming is increasing productivity of the production line. The obtained 
force model and deformation of the roll stand showed an insufficient utilization rate of the form-
ing stations and consequently the production line. Therefore, in the process of the work, after 
modernization, the maximum sheet thickness of 1.40 mm was used instead of the thickness of 
up to 0.70 mm. The measured deformations of the roll stand were confirmed through this ap-
proach. The modernization of roll forming production line for sheet profile has been achieved 
with the following main objectives: 

• technological process of the roll forming was optimized – forming stations are approxi-
mately equalization of a roll load, what resulted in the production line with a maximum ef-
ficiency and higher product quality, 

• technological process of the sheet roll forming has been redesigned: the bending defor-
mation for each forming station is greater, defining the optimal flower pattern, and an in-
creased flow rate of the profiled sheet through the forming stations of the production line, 

• and finally, productivity of modernized roll forming production line is higher for 30 %, 
what is the result of higher utilization rate of forming stations capacity and the balanced 
roll load on the forming stations. 
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A B S T R A C T	   A R T I C L E   I N F O	

Risk	management	 is	 an	 important	 issue	 in	manufacturing	 companies	 in	 to‐
day’s	competitive	market.	Failure	modes	and	effects	analysis	(FMEA)	method	
is	a	 risk	management	 tool	 to	 stabilize	production	and	enhance	market	com‐
petitiveness	 by	 using	 risk	 priority	 numbers	 (RPN).	 Although	 the	 traditional	
FMEA	 approach	 is	 an	 effectively	 and	 commonly	 used	 method,	 it	 has	 some	
shortcomings	such	as	assumption	of	equal	importance	of	the	factors,	severity,	
occurrence	 and	 detectability,	 and	 not	 following	 the	 ordered	 weighted	 rule.	
Thus,	 in	 order	 to	 improve	RPN,	 an	 integrated	method	 combining	 grey	 rela‐
tional	 analysis	 (GRA)	with	 FMEA	 is	 used	 in	 this	 study.	 The	 purpose	 of	 this	
paper	is	to	contribute	to	risk	management	activities	by	proposing	solutions	to	
assembly	 line	 problems	 in	 an	 automotive	manufacturing	 company	 by	 using	
combined	GRA	and	FMEA	method.	 In	 the	proposed	method,	 the	priorities	of	
production	 failures	 were	 determined	 by	 GRA	 approach	 and	 these	 failures	
were	minimized	 by	 using	 FMEA	 technique.	 The	 study	 results	 indicated	 the	
actions	that	lead	to	enhancement	in	the	product.	The	implementation	of	cor‐
rective/preventive	activities	resulted	in	96	%	improvement	in	door	seal	cuts	
problem	caused	by	the	door	step	assembly.	Door	seal	cuts	problem	caused	by
instrument	 panel	 assembly	 and	 the	 noisy	 door	window	problem	 are	 solved	
completely. 
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1. Introduction  
Before	 a	 new	product	 is	 introduced	 to	 a	market,	 the	manufacturing	 companies	 probably	 face	
many	problems	in	the	stages	of	design,	plan,	production	and	delivery.	It	is	very	critical	to	detect	
and	solve	these	problems,	before	the	product	reaches	a	customer.	Some	failures	are	easy	to	de‐
tect	while	some	of	them	remain	hidden.	The	whole	process	should	be	evaluated	carefully	and	the	
appropriate	quality	control	techniques	should	be	used	in	order	to	find	out	these	hidden	failures.	
One	of	the	most	effective	methods	to	determine	the	failures	in	any	process	is	Failure	Mode	and	
Effects	Analysis	(FMEA).		

FMEA	can	be	expressed	as	a	specific	methodology	in	order	to	evaluate	a	process,	system,	ser‐
vice	or	design	for	possible	ways	in	which	failure	can	occur	[1].	Risks,	problems,	concerns	or	er‐
rors	are	different	type	of	failures.	Failure	mode	can	be	described	as	a	product	failing	to	perform	
its	desired	 function,	described	by	the	expectations	of	 the	customers.	Failure	emerges	 from	the	
deviation	from	standards	in	the	conditions	of	machine,	method,	material	and	workforce,	affect‐
ing	the	quality	of	a	product	or	a	process.	The	FMEA	analysis	follows	a	well‐defined	sequence	of	
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steps	that	includes	(1)	failure	mode,	(2)	failure	effects,	(3)	causes,	(4)	detectability,	(5)	correc‐
tive	or	preventive	actions	and	(6)	rationale	for	acceptance	[2].	Today,	with	the	increasing	com‐
petition	 in	 the	market,	 any	 deficiency	 and	 deviation	 in	 product	 performance	 result	 in	market	
share	loss.	Although	the	traditional	FMEA	employing	risk	priority	numbers	(RPN)	is	an	efficient	
and	effective	tool	to	stabilize	production	and	enhance	market	competitiveness,	it	has	been	criti‐
cized	for	the	following	shortcomings:	its	(1)	high	duplication	rate,	(2)	not	following	the	ordered	
weighted	rule,	(3)	assumption	of	equal	importance	of	severity	(S),	occurrence	(O),	and	detecta‐
bility	(D)	and	(4)	failure	to	consider	the	direct	and	indirect	relationships	between	the	modes	and	
the	causes	of	failure	[3].		

In	 this	study,	an	 integrated	method	combining	FMEA	and	Grey	Relational	Analysis	(GRA)	 is	
used	in	order	to	overcome	the	shortcomings	of	traditional	FMEA	method.	GRA	is	used	to	deter‐
mine	 the	 priorities	 of	 production	 failures	 in	 an	 automotive	manufacturing	 company.	 The	 two	
failures,	door	seal	cut	and	noisy	window	problems,	have	been	minimized	by	using	FMEA	meth‐
odology.	

2. Literature review 

FMEA	methodology	is	widely	used	to	manage	risk	in	industries	such	as	manufacturing,	automo‐
tive,	and	aerospace.	Vinodh	and	Santhosh	[4]	reported	an	application	of	design	FMEA	to	an	au‐
tomotive	 leaf	 spring	manufacturing	 organization	 in	 India.	 Implementation	 of	 fuzzy	 developed	
FMEA	method	to	aircraft	landing	system,	which	is	one	of	the	important	potential	failure	mode	in	
aerospace	industry,	has	shown	the	strength	of	the	method	in	managing	risk	[5].	Chang	[6]	com‐
bined	generalized	multi‐attribute	FMEA	and	multi‐attribute	FMEA	to	improve	LCD	manufactur‐
ing	process	in	a	company	in	Taiwan.	Segismundo	and	Miguel	[7]	proposed	a	methodological	ap‐
proach	 to	 effective	 risk	 management	 in	 new	 product	 development	 in	 a	 Brazilian	 automaker	
company	by	using	 FMEA	 technique.	 Banduka	et	al.	 [8]	 integrated	 lean	 approach	with	 process	
FMEA	in	automotive	industry.	Liu	et	al.	 introduced	a	risk	priority	model	by	combining	hesitant	
2‐tuple	 linguistic	 term	 sets	 and	 an	 extended	 QUALIFLEX	method	 and	 FMEA	methodology	 for	
handling	a	health	care	risk	analysis	problem	[9,	10].	Barkovic	et	al.	used	FMEA	method	 in	 im‐
provement	of	newspaper	production	system	quality	[11].	
	 GRA	has	been	used	by	managers	to	make	decisions	under	uncertainty	in	many	different	areas	
since	1982.	Feng	and	Wang	[12]	measured	the	financial	performance	of	airway	companies	with	
the	help	of	GRA.	Hsu	and	Wen	[13]	proposed	a	design	to	deal	with	the	traffic	and	flight	frequency	
in	airways	using	GRA.	In	the	study	of	Lin	and	Lin,	one	of	the	techniques	used	for	optimization	of	
wire	erosion	system	was	grey	relation	analysis	method	[14].	Wang	et	al.	[15]	proposed	a	hybrid	
methodology	 using	 grey	 relational	 analysis	 and	 experimental	 design	 to	 solve	 several	 multi‐
criteria	decision	making	problems	such	as,	a	flexible	manufacturing	system,	a	rapid	prototyping	
process	 and	 an	 automated	 inspection	 system.	 Palanikumar	 et.al.	 [16]	 optimized	 the	 results	 of	
polymer	material	process	with	grey	relation	analysis	method.	Rajeswari	and	Amirthagadeswa‐
ran	[17]	used	grey	relational	approach	to	improve	machinability	properties	of	end	milling	pro‐
cess.	Wang	 [18]	 developed	 a	model	 for	measuring	 the	 performance	 of	 logistic	 companies	 via	
grey	relational	analysis	method.	Ramesh	et	al.	 [19]	proposed	an	effective	model	 to	 investigate	
turning	of	magnesium	alloy	by	using	grey	relational	analysis	method.		
	 A	 combination	of	 FMEA	and	GRA	 techniques	 are	used	by	authors	 in	order	 to	 eliminate	 the	
shortcomings	 of	 FMEA.	 Pillay	 and	Wang	 [2]	 used	 an	 integrated	method	 combining	 FMEA	and	
grey	 theory	 to	 investigate	 the	system	 failures	 in	 fuzzy	environment	 for	an	ocean‐going	 fishing	
vessel	 in	 their	 study.	 Baghery	et	al.	 [20]	 implemented	 process	 FMEA	method	 combining	with	
DEA	(data	envelopment	analysis)	and	GRA	in	an	automotive	company	producing	auto	parts	for	
Samand,	Peugeot	405	and	Peugeot	206.	
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3. Materials and methods 

In	 this	study	a	combined	methodology	of	 failure	modes	and	effect	analysis	and	grey	relational	
analysis	 is	 used.	 The	 priorities	 of	 production	 failures	were	 determined	 by	GRA	 approach	 and	
failures	were	minimized	by	using	FMEA	technique.	

3.1 FMEA method 

FMEA	was	first	developed	as	an	assessment	tool	 to	 improve	the	evaluation	of	the	reliability	of	
military	systems	and	weapons	in	the	US	army	in	the	late	1940s.	This	method	was	also	used	for	
Apollo	 space	 missions	 in	 the	 1960s	 by	 the	 National	 Aeronautics	 and	 Space	 Administration	
(NASA)	[3].	In	the	late	1970s	FMEA	was	used	by	Ford	Motor	Company	in	automotive	production	
processes	 [6].	 Because	 these	 applications	 resulted	 in	 satisfactory	 improvements	 in	 the	 Ford	
Company,	 the	method	has	been	widely	used	 in	automotive	 industry	as	a	 risk	assessment	 tool.	
Today	FMEA	 is	applied	successfully	 to	 industries	 such	as	aircraft,	 automotive,	medicine,	 semi‐
conductors	and	food	industry.	In	the	FMEA	approach,	for	each	of	the	failures	identified	(whether	
known	or	potential),	an	estimate	is	made	of	its	occurrence	(O),	severity	(S)	and	detection	(D)	[1].	
Occurrence	is	the	probability	of	occurrence	of	the	failure	and	its	cause.	Detection	is	an	evalua‐
tion	process	to	find	potential	failures	in	the	product.	Severity	is	an	expression	of	importance	and	
emergency	 of	 potential	 system	default	mode.	 FMEA	 technique	 evaluates	 the	 risk	 of	 failure	 by	
using	RPNs.	The	RPN	value	is	found	by	taking	the	product	of	S,	O,	and	D	on	a	scale	from	1	to	10.	
Higher	RPN	value	indicates	a	higher	priority.	

3.2 Grey relational analysis 

Grey	relational	analysis	 is	a	multi‐criteria	decision	making	method	used	by	decision	makers	to	
take	the	right	decision	under	circumstances	with	limited	and	uncertain	data	[21].	GRA	approach	
explores	system	behavior	using	relational	analysis	and	model	constructions	[2].	The	grey	system	
provides	solutions	to	problems	where	the	information	is	incomplete,	limited	or	characterized	by	
random	uncertainty.	The	grey	 theory	has	become	a	popular	 technique	providing	multidiscipli‐
nary	 approaches	 in	 recent	 twenty	 years.	 The	 grey	 relational	 analysis	 was	 first	 developed	 by	
Julong	Deng	in	1982	[22].	The	model	includes	three	types	of	information	points:	white,	grey	or	
black.	The	main	goal	 is	 to	 transfer	black	points	 in	 the	system	 to	 the	grey	points.	Grey	relation	
analysis	consists	of	six	basic	steps.	These	steps	are	explained	below	[19,	23,	24]:	

Step	1:	Construct	a	norm	matrix	ܺ.	 It	 is	 assumed	 that	 there	are	n	 data	 sequences	 including	m	
criteria:	

ܺ ൌ ൦

ଵሺ1ሻݔ ଵሺ2ሻݔ … ଵሺ݉ሻݔ
ଶሺ1ሻݔ ଶሺ2ሻݔ … ଶሺ݉ሻݔ
… … … …

௡ሺ1ሻݔ ௡ሺ2ሻݔ … ௡ሺ݉ሻݔ

൪	 (1)

where	ݔ௜ሺ݆ሻ	is	the	entity	in	the	i‐th	data	sequence	corresponding	to	the	j‐th	criterion.	

Step	2:	Since	multi‐criteria	decision	making	(MCDM)	problems	may	contain	a	variation	of	differ‐
ent	 criteria,	 the	 solution	 needs	 normalization.	 Normalization	 process	 based	 on	 properties	 of	
three	types	of	criteria,	larger	the	better,	smaller	the	better,	and	nominal	the	best:	

ᇱ௜ሺ݆ሻݔ	 ൌ
௜ሺ݆ሻݔ െ ݉݅ ௝݊ୀଵ

௡ ሾݔ௜ሺ݆ሻሿ

௜ୀଵݔܽ݉
௡ ሾݔ௜ሺ݆ሻሿ െ ݉݅ ௝݊ୀଵ

௡ ሾݔ௜ሺ݆ሻሿ
; larger the better	 (2)

	

ᇱ௜ሺ݆ሻݔ	 ൌ
௜ୀଵݔܽ݉

௡ ሾݔ௜ሺ݆ሻሿ െ ௜ሺ݆ሻݔ
௜ୀଵݔܽ݉

௡ ሾݔ௜ሺ݆ሻሿ െ ݉݅ ௝݊ୀଵ
௡ ሾݔ௜ሺ݆ሻሿ

; smaller the better	 (3)

	

ᇱ௜ሺ݆ሻݔ ൌ 1 െ
௜ሺ݆ሻݔ| െ |௢௕௝ሺ݆ሻݔ

ݔܽ݉ ሼ݉ܽݔ௜ୀଵ
௡ ሾݔ௜ሺ݆ሻሿ െ ,௢௕௝ሺ݆ሻݔ ௢௕௝ሺ݆ሻݔ െ ݉݅ ௝݊ୀଵ

௡ ሾݔ௜ሺ݆ሻሿሽ
; nominal	the	best	 (4)

݉݅݊௜ୀଵ	and	j,	criterion	the	for	value	target	the	is	௢௕௝ሺ݆ሻݔ
௡ ሾݔ௜ሺ݆ሻሿ	≤	ݔ௢௕௝ሺ݆ሻ	≤	݉ܽݔ௜ୀଵ

௡ ሾݔ௜ሺ݆ሻሿ.	
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Step	3:	Normalize	the	data	set	and	generate	a	reference	sequence	based	on	Eq.	2	to	Eq.	4.	Nor‐
malized	matrix	is	expressed	as	ܺᇱ:	

ܺᇱ ൌ ൦

ଵݔ
ᇱ ሺ1ሻ ଵݔ

ᇱ ሺ2ሻ … ଵݔ
ᇱሺ݉ሻ

ଶݔ
ᇱ ሺ1ሻ ଶݔ

ᇱ ሺ2ሻ … ଶݔ
ᇱ ሺ݉ሻ

… … … …
௡ᇱݔ ሺ1ሻ ௡ᇱݔ ሺ2ሻ … ௡ᇱݔ ሺ݉ሻ

൪	 (5)

Step	4:	Calculate	absolute	value	table.	The	difference	between	a	normalized	entity	and	its	refer‐
ence	value	is	calculated.	The	difference	is	shown	as	∆଴௜ሺ݆ሻ.	

∆଴௜ሺ݆ሻ ൌ ଴ݔ|
ᇱ ሺ݆ሻ െ ௜ݔ

ᇱሺ݆ሻ|	 (6)
 

∆	ൌ ൦

∆଴ଵሺ1ሻ ∆଴ଵሺ2ሻ … ∆଴ଵሺ݉ሻ
∆଴ଶሺ1ሻ ∆଴ଶሺ2ሻ … ∆଴ଶሺ݉ሻ
… … … …

∆଴௡ሺ1ሻ ∆଴௡ሺ2ሻ … ∆଴௡ሺ݉ሻ

൪	 (7)

Step	5:	Compute	grey	relational	coefficient	ߛ଴௜ሺ݆ሻ,	applying	following	grey	relational	equation:	

଴௜ሺ݆ሻߛ ൌ
∆௠௜௡ ൅ ∆௠௔௫
∆଴௜ሺ݆ሻ ൅ ∆௠௔௫

	 (8)

where	 ∆௠௔௫	ൌ ௜ୀଵݔܽ݉
௡ ௝ୀଵݔܽ݉

௠ ∆଴௜ሺ݆ሻ,	 ∆௠௜௡ൌ ݉݅݊௜ୀଵ
௡ ݉݅ ௝݊ୀଵ

௠ ∆଴௜ሺ݆ሻ,	 and	 ∆଴௜ሺ݆ሻ	and		 ∈ ሾ0,1ሿ.	 	 is	
the	 distinguishing	 index	 and	 in	most	 cases	 it	 takes	 the	 value	 of	 0.5	 offering	moderate	 distin‐
guishing	effect.	

Step	6:	Compute	 the	grey	relational	degree.	Grey	relational	degree	which	 indicates	 the	magni‐
tude	of	correlation	or	similarity.	The	overall	grey	relational	degree	ሺΓ଴௜ሻ	is	calculated	by	taking	
average	value	of	grey	relational	coefficients	by	using	the	following	equation:	

Γ଴௜ሺ݆ሻ ൌ෍ߛ଴௜ሺ݆ሻݓሺ݆ሻ

௠

௝ୀଵ

	 (9)

where	ݓሺ݆ሻ	refers	to	the	weight	of	the	j‐th	criterion.	The	sum	of	the	weights	of	all	criteria	must	
equal	to	1.		

3.3 Integration of grey theory and FMEA method  

The	traditional	FMEA	method	cannot	assign	the	possibility	of	occurrence	of	failure,	its	detecta‐
bility	and	severity	comply	with	 the	real	world.	The	 integration	of	grey	 theory	 to	FMEA	allows	
engineers	and	decision	makers	to	assign	relative	weights	depending	on	research	and	production	
strategies.	In	decision	making	problems,	the	factor	series	with	the	highest	grey	relation	degree	
gives	 the	 best	 alternative.	 The	 greater	 the	 relation	 degree	means	 the	 smaller	 effect	 of	 failure	
source	in	FMEA	application.	For	this	reason,	the	increasing	relative	degree	shows	the	decrease	in	
risk	priority	of	potential	sources	which	have	to	be	improved.	

4. Case study  

The	case	study	was	held	 in	a	car	manufacturing	 company	 in	 the	Turkish	automotive	 industry.	
The	aim	of	the	study	was	to	solve	the	assembly	line	problems.	The	company	mainly	 faced	two	
types	of	problems.	The	first	one	was	the	car	door	seal	problem	and	the	second	one	was	the	noisy	
car	window	problem.	

4.1 Formulation of problems and causes 

The	car	door	seal	problem	can	be	explained	as	a	tear	or	cut	in	the	seal	of	the	car	doors.	The	door	
seal	serves	as	a	barrier	protecting	the	inner	car	against	dust	and	water	from	the	outside.	If	the	
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seal	is	damaged	and	if	this	damage	cannot	be	detected	through	quality	control	processes,	it	may	
cause	 severe	 customer	 complaints.	 The	 noisy	 car	window	problem	 is	 the	 annoying	 noise	 and	
shaking	problem	when	the	window	glass	moves	up	and	down.	

The	factory	has	used	Pareto	analysis	to	find	out	the	failures	in	manufacturing	and	their	occur‐
rence	probability.	The	numbers	about	the	occurrence	probability,	the	causes	of	failures	and	the	
failure	detection	points	are	given	in	Table	1.	The	line	point	in	the	table	represents	the	problems	
detected	through	the	control	points	of	 the	assembly	 line	 itself.	Final	point	 is	 the	point	of	a	de‐
tailed	control	of	the	car	just	before	it	leaves	the	assembly	line.	Pre‐quality	point	is	a	control	point	
for	 repaired	cars	before	quality	control.	After	quality	control	of	 the	products,	 five	of	 them	are	
very	carefully	controlled	in	detail	at	a	quality	control	point.	The	company’s	expert	team	has	de‐
termined	 two	 important	 production	 problems	 and	 the	 most	 probable	 causes	 by	 using	 FMAE	
technique.	The	resulting	causes	are	listed	below:	

Causes	for	car	door	seal	cut	or	tear	problem	are	summarized	below:	

Step:	 	 Tear	or	cut	in	the	car	door	seal	during	the	door	step	assembly	
IP:	 	 Tear	or	cut	in	the	car	door	seal	during	instrument	panel	assembly	
Door	lock:	 Tear	or	cut	in	the	car	door	seal	during	door	lock	assembly	
Seat:	 	 Tear	or	cut	in	the	car	door	seal	during	car	seat	assembly	
Operator:	 Damaging	of	the	car	door	seal	by	operator	during	placement	of	the	seal	

Causes	for	noisy	window	problem	are	as	follows:	

Rivet	position:		 The	effect	of	the	position	of	the	rivet	of	window	mechanism	
Fixing	equipment:	 The	incompatibility	between	window	mechanism	and	fixing	equipment	
Hole	position:	 	 The	effect	of	the	position	of	the	rivet	hole	

Table	1	Problems	and	causes 
Failure	 Cause	 Detection	Point	

Cu
t/
te
ar
		i
n	
do
or
	

se
al
	

	 Line	 Final	 Pre‐quality	 Quality	 Detailed	quality	 Customer	

Step	 0	 4	 0	 5	 0	 2	
IP	 0	 5	 0	 2	 0	 0	
Door	lock	 0	 2	 0	 2	 0	 0	
Seat	 0	 0	 0	 2	 0	 0	
Operator	 0	 0	 0	 2	 0	 0	

N
oi
sy
		

w
in
do
w
	 Line	 Final	 Pre‐quality	 Quality	 Detailed	quality	 Customer	

Rivet	position	 0	 88	 0	 9	 0	 0	
Fixing	equipment	 0	 108	 0	 20	 0	 0	
Hole	position	 0	 190	 0	 20	 0	 0	

4.2 Probability of occurrence, detectability, severity 

Occurrence	(O):	

Occurrence	is	the	probability	of	failure	occurrence	and	its	cause.	The	precautions	for	detecting	
the	failures	are	not	taken	into	consideration	in	this	step.	Only	the	methods	determined	for	pre‐
venting	 failure	are	considered.	 If	 the	process	 is	under	statistical	process	control,	 the	evolution	
depends	on	 the	statistical	data.	Otherwise,	 intangible	data	 from	judgments	are	used	 for	evolu‐
tion.	In	the	factory,	the	occurrence	and	the	detection	points	of	failures	are	expressed	by	Pareto	
analysis	and	then	transferred	to	a	"1‐10"	scale.	In	the	table,	 the	O	column	describes	the	occur‐
rence	of	probability	between	the	values	1	and	10.	
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Table	2	Calculation	of	O	values	based	on	Pareto	analysis	

Failure	 Cause	 Detection	Point	 	
Cu
t/
te
ar
		i
n	
do
or
	

se
al
	

	 Line	 Final	 Pre‐quality	 Quality	 Detailed	quality	 Customer	 O	

Step	 0	 54	 0	 55	 0	 12	 10	
IP	 0	 25	 0	 32	 0	 0	 7	
Door	lock	 0	 12	 0	 0	 0	 0	 3	
Seat	 0	 0	 0	 12	 0	 0	 3	
Operator	 0	 0	 0	 12	 0	 0	 3	

N
oi
sy
		

w
in
do
w
	 Line	 Final	 Pre‐quality	 Quality	 Detailed	quality	 Customer	 O	

Rivet	position	 0	 88	 0	 9	 0	 0	 7	
Fixing	equipment	 0	 190	 0	 20	 0	 0	 10	
Hole	position	 0	 109	 0	 20	 0	 0	 9	

Detectability	(D):	

Detection	is	an	evaluation	process	to	find	the	potential	failures	in	a	product,	before	it	leaves	the	
assembly	line.	The	failure	should	be	accepted	as	it	has	occurred	and	the	criteria	for	failure	detec‐
tion	should	be	detected	before	 the	product	has	been	 introduced	to	a	consumer.	 In	 the	 factory,	
according	 to	 results	 from	Pareto	 analysis,	 the	 failures	 are	 scored	 for	 their	 detection	points	 to	
calculate	D	values.	The	scale	used	in	the	calculation	of	D	value	is	below:	

Line	point:	 1‐2		
Final	point:	 3‐4		
Pre‐quality:	 5‐6	
Quality:	 7‐8	
Detailed	quality:		 9	
Customer:	 10	

Since	all	the	failures	are	detected	more	than	once	in	different	points,	D	values	are	calculated	
by	the	weighed	matrix	(Table	3)	and	based	on	QLS	Pareto	analysis	(Table	4).	
 

Table	3	Weighted	D	values	

Failure	 Cause	 Detection	Point	 	

Cu
t/
te
ar
		i
n	
do
or
	

se
al
	

	 Line	 Final	 Pre‐quality	 Quality	 Detailed	quality	 Customer	 D	

Step	 0	 54X4	 0	 55X8	 0	 12X10	 776	
IP	 0	 25X4	 0	 32X8	 0	 0	 356	
Door	lock	 0	 12X4	 0	 0	 0	 0	 48	
Seat	 0	 0	 0	 12X8	 0	 0	 96	
Operator	 0	 0	 0	 12X8	 0	 0	 96	

N
oi
sy
		

w
in
do
w
	 Line	 Final	 Pre‐quality	 Quality	 Detailed	quality	 Customer	 D	

Rivet	position	 0	 88X4	 0	 9X8	 0	 0	 424	
Fixing	equipment	 0	 190X4	 0	 20X8	 0	 0	 920	
Hole	position	 0	 109X4	 0	 20X8	 0	 0	 596	

 
Table	4	Calculation	of	D	values	based	on	QLS	Pareto	analysis	

Failure	 Cause	 Detection	Point	 	

Cu
t/
te
ar
	in
	d
oo
r	

se
al
	

Line	 Final	 Pre‐quality	 Quality	 Detailed	quality	 Customer	 D	

Step	 0	 54X4	 0	 55X8	 0	 12X10	 6	
IP	 0	 25X4	 0	 32X8	 0	 0	 6	
Door	lock	 0	 12X4	 0	 0	 0	 0	 4	
Seat	 0	 0	 0	 12X8	 0	 0	 8	
Operator	 0	 0	 0	 12X8	 0	 0	 86	

N
oi
sy
	

w
in
do
w
	 Line	 Final	 Pre‐quality	 Quality	 Detailed	quality	 Customer	 D	

Rivet	position	 0	 88X4	 0	 9X8	 0	 0	 4	
Fixing	equipment	 0	 190X4	 0	 20X8	 0	 0	 4	
Hole	position	 0	 109X4	 0	 20X8	 0	 0	 5	
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Severity	(S):	

Severity	 is	 an	 expression	 of	 importance	 and	 urgency	 of	 a	 potential	 system	default	mode.	 The	
only	evaluation	criterion	for	severity	 is	the	effect	of	a	 failure.	The	severity	degrees	are	defined	
according	 to	 the	degree	of	 the	effects	on	product,	 system,	 customer	and	 legal	obligations.	The	
failure	scale	matrix	of	 the	 factory’s	quality	system	 is	used	directly	 in	 this	study	(Table	5).	The	
severity	values	are	calculated	with	the	help	of	this	table.	Table	6	gives	the	S	values	determined	
by	the	company’s	experts	using	quality	leadership	system	(QLS)	Pareto	analysis.	

	
Table	5	Failure	increase	matrix	for	severity	calculations	

Failure	Severity	
(Quality	Standards)	

Pick	Level	
	

Increase	Level	
	

	 	
Line	team	
leader	

Team	
leader	

Area	
manager	

Quality	assur‐
ance	manager	

Factory	
manager	

Cause	or	Quality	 		 		 		 		 		

Blitz	(10‐9)	
Failure	effects	auto/driver	control,	
customer	safety	and	legal	conditions.	

1	 X	 X	 X	 		 		
3	 		 		 		 X	 X	

Sampling	 		 		 		 		 		
1	 X	 X	 X	 X	 		
3	 		 		 		 		 X	

Cause	or	Quality	 		 		 		 		 		

A	(8‐7)	
Failure	is	very	annoying	and	custom‐
er	files	a	complaint	to	vendor/service.	

1	 X	 X	 X	 		 		
3	 		 		 		 X	 		

Sampling	 		 		 		 		 		
1	 X	 X	 X	 X	 		
3	 		 		 		 		 X	

Cause	or	Quality	 		 		 		 		 		

B	(6‐5)	
Failure	is	annoying,	causing	customer	
unsatisfaction	and	complaints	of	
guarantee.	

5	 X	 X	 		 		 		
8	 		 		 X	 		 		
10	 		 		 		 X	 X	

Sampling	 		 		 		 		 		
2	 X	 X	 X	 		 		
4	 		 		 		 X	 X	

Cause	or	Quality	 		 		 		 		 		

C	(4‐3)	
Failure	is	detected	by	educat‐
ed/critical	customers	and	it	needs	
long	time	improvements.	

10	 X	 X	 		 		 		
15	 		 		 X	 		 		

Sampling	 		 		 		 		 		
4	 X	 X	 X	 		 		
6	 		 		 		 X	 		

	
Table	6	Severity	calculation	based	on	QLS	Pareto	values	

Failure	 Cause	 Detection	Point	 	

Cu
t/
te
ar
	in
	d
oo
r	

se
al
	

Line	 Final	 Pre‐quality	 Quality	 Detailed	quality	 Customer	 S	

Step	 0	 54	 0	 55	 0	 12	 7	
IP	 0	 25	 0	 32	 0	 0	 7	
Door	lock	 0	 12	 0	 0	 0	 0	 7	
Seat	 0	 0	 0	 12	 0	 0	 7	
Operator	 0	 0	 0	 12	 0	 0	 7	

N
oi
sy
	

w
in
do
w
	 Line	 Final	 Pre‐quality	 Quality	 Detailed	quality	 Customer	 S	

Rivet	position	 0	 88	 0	 9	 0	 0	 6	
Fixing	equipment	 0	 190	 0	 20	 0	 0	 6	
Hole	position	 0	 109	 0	 20	 0	 0	 6	
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4.3 Calculation of risk priority number (RPN) 

RPN	is	calculated	by	multiplication	of	O,	D	and	S	values.	RPN	shows	the	relative	importance	of	
failure	causes.	The	resulting	rank	of	RPN	values	help	the	decision	makers	to	decide	which	cause	
should	be	improved	first.	The	highest	the	RPN	value	means	the	first	rate.	The	ranking	according	
to	RPN	is	shown	in	Table	7.	

	
Table	7	Risk	priority	numbers	

Failure	 Cause	 O	 D	 S	 RPN	 Rank	

		C
ut
/t
ea
r	
in
	

		d
oo
r	
se
al
	

Step	 10	 6	 7	 420	 1	

IP	 7	 6	 7	 294	 2	

Door	lock	 3	 4	 7	 84	 6	

Seat	 3	 8	 7	 168	 5	

Operator	 3	 8	 7	 168	 5	

N
oi
sy
	

w
in
do
w
	 Rivet	position	 7	 4	 6	 168	 5	

Fixing	equipment	 10	 4	 6	 240	 4	

Hole	position	 9	 5	 6	 270	 3	

4.4 Calculation of grey relational coefficient  

The	RPN	in	Table	7	are	transferred	to	grey	RPN	values	and	reordered	by	using	grey	relational	
analysis.	Then	the	difference	matrix	is	constructed	by	using	Eq.	8:	

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
ଵሺ1ሻݔ ଵሺ2ሻݔ ଵሺ3ሻݔ
ଶሺ1ሻݔ ଶሺ2ሻݔ ଶሺ3ሻݔ
ଷሺ1ሻݔ ଷሺ2ሻݔ ଷሺ3ሻݔ
ସሺ1ሻݔ ସሺ2ሻݔ ସሺ3ሻݔ
ହሺ1ሻݔ ହሺ2ሻݔ ହሺ3ሻݔ
଺ሺ1ሻݔ ଺ሺ2ሻݔ ଺ሺ3ሻݔ
଻ሺ1ሻݔ ଻ሺ2ሻݔ ଻ሺ3ሻݔ
ሺ1ሻ଼ݔ ሺ2ሻ଼ݔ ےሺ3ሻ଼ݔ

ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

ൌ

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
10 6 7
7 6 7
3 4 7
3 8 7
3 8 7
7 4 6
10 4 6
9 5 ے6

ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

	

	

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
ଵሺ1ሻ ଵሺ2ሻ ଵሺ3ሻ
ଶሺ1ሻ ଶሺ2ሻ ଶሺ3ሻ
ଷሺ1ሻ ଷሺ2ሻ ଷሺ3ሻ
ସሺ1ሻ ସሺ2ሻ ସሺ3ሻ
ହሺ1ሻ ହሺ2ሻ ହሺ3ሻ
଺ሺ1ሻ ଺ሺ2ሻ ଺ሺ3ሻ
଻ሺ1ሻ ଻ሺ2ሻ ଻ሺ3ሻ
଼ሺ1ሻ ଼ሺ2ሻ ଼ሺ3ሻے

ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

ൌ

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
9 5 6
6 5 6
2 3 6
2 7 6
2 7 6
6 3 5
9 3 5
8 4 ے5

ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

	

According	to	difference	matrix,	∆min	=	2,	∆max	=	9	and		is	assumed	as	0.5	value.	After	calculation	
of	difference	matrix,	grey	relational	coefficients	are	calculated	by	using	Eq.	8.	

଴௜ሺ݆ሻߛ ൌ
∆௠௜௡ ൅ ∆௠௔௫
∆଴௜ሺ݆ሻ ൅ ∆௠௔௫

ൌ
2 ൅ 0.5 ൉9
9 ൅ 0.5 ൉ 9

ൌ 0.481	

The	following	matrix	is	constructed	by	using	grey	relational	coefficients:	
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ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
ଵሺ1ሻߛ ଵሺ2ሻߛ ଵሺ3ሻߛ
ଶሺ1ሻߛ ଶሺ2ሻߛ ଶሺ3ሻߛ
ଷሺ1ሻߛ ଷሺ2ሻߛ ଷሺ3ሻߛ
ସሺ1ሻߛ ସሺ2ሻߛ ସሺ3ሻߛ
ହሺ1ሻߛ ହሺ2ሻߛ ହሺ3ሻߛ
଺ሺ1ሻߛ ଺ሺ2ሻߛ ଺ሺ3ሻߛ
଻ሺ1ሻߛ ଻ሺ2ሻߛ ଻ሺ3ሻߛ
ሺ1ሻ଼ߛ ሺ2ሻ଼ߛ ےሺ3ሻ଼ߛ

ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

ൌ

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
0.481 0.684 0.619
0.619 0.684 0.619
1.000 0.867 0.619
1.000 0.565 0.619
1.000 0.565 0.619
0.714 1.000 0.789
0.556 1.000 0.789
0.600 0.882 ے0.789

ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

	

The	last	step	is	to	calculate	the	Grey	RPN	to	determine	the	priorities.	Table	8	shows	the	weights	
of	cost	based	priorities.	
	

Table	8	Cost	based	weights	
	 WO	 WD	 WS	

Cost	 2.6	€ 1.3	€ 2.6	€	
Weight	 0.4 0.2 0.4	

Grey	relational	degrees	are	found	by	the	formula	in	Eq.	8.	The	grey	relational	degree	of	the	first	
failure	level	is	calculated	as	0.577	by	using	Eq.	9.	

Γ଴௜ሺ݆ሻ ൌ෍ߛ଴௜ሺ݆ሻݓሺ݆ሻ

௠

௝ୀଵ

ൌ 0.481 ൉ 0.4 ൅ 0.684 ൉ 0.2 ൅ 0.619 ൉ 0.4 ൌ 0.577 

The	weighted	grey	RPN	values	are	found	as	follows:	

Weighted	Grey	RPN	=	

ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
0.577
0.632
0.821
0.761
0.761
0.823
0.759
ے0.742

ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې

	

The	RPN	and	Grey	RPN	values	 are	 listed	 comparatively	 in	Table	9.	As	 shown	 in	 the	 table,	 the	
weight	of	rivet	position	differs	from	one	method	to	the	other.	According	to	the	ranking	in	Table	
9,	 the	most	 important	problem	 is	 the	door	seal	 cuts	caused	by	step	assembly.	The	second	 im‐
portant	problem	is	the	seal	cuts	caused	by	instrument	panel	assembly.	The	third	one	is	the	noise	
problem	of	 the	window	caused	by	the	position	of	 the	hole.	The	 least	 important	problem	is	de‐
fined	as	noisy	window	problem	caused	by	rivet	hole	position.	The	priority	of	decision	makers	is	
to	initiate	improvement	on	these	most	urgent	problems.	

Table	9	The	comparison	of	FMEA	RPN	and	grey	RPN	

Failure	 Cause	 O	 D	 S	 FMEA	RPN	 Rank	 Grey	RPN	 Rank	

Cu
t/
te
ar
	in
	

do
or
	s
ea
l	

Step	 10	 6	 7	 420	 1	 0.577	 1	
IP	 7	 6	 7	 294	 2	 0.632	 2	
Door	lock	 3	 4	 7	 84	 6	 0.821	 6	
Seat	 3	 8	 7	 168	 5	 0.761	 5	
Operator	 3	 8	 7	 168	 5	 0.761	 5	

N
oi
sy
	

w
in
‐

do
w
	 Rivet	position	 7	 4	 6	 168	 5	 0.823	 7	

Fixing	equipment	 10	 4	 6	 240	 4	 0.759	 4	
Hole	position	 9	 5	 6	 270	 3	 0.742	 3	

 
   



Baynal, Sarı, Akpınar 
 

78  Advances in Production Engineering & Management 13(1) 2018
 

4.5 Results and discussion 	

The	 solutions	 are	 developed	 according	 to	 the	 resulting	 grey	 RPN	 ranks.	 After	 improvements	
better	results	in	the	quality	metrics	are	obtained.	

 The	solution	for	door	seal	cuts	problem	causing	from	door	step	assembly:	
	

Since	a	door	seal	prevents	water	and	dust	leakages,	a	tear	or	cut	in	the	door	seal	causes	cus‐
tomer	complaints.	There	are	five	basic	causes	for	the	door	seal	problems.	Based	on	Table	9,	
the	most	important	reason	for	this	problem	is	tear	or	cut	in	door	seal	during	step	assembly	
process.	When	the	door	step	assembly	process	was	inspected	in	detail,	it	was	determined	that	
the	sharp	corners	of	the	step	caused	cuts	in	the	seal	during	assembly	of	the	step	by	an	opera‐
tor.	As	a	part	of	corrective	or	preventive	activities,	all	the	areas	of	seal	to	where	the	step	cor‐
ners	 hit	were	 detected.	Magnetic	 protectors	were	made.	 The	 operators	 have	 begun	 to	 use	
these	protectors	in	relevant	areas	during	assembly.	One	month	later,	quality	records	indicat‐
ed	an	important	decrease	in	seal	cuts	by	the	rate	of	96	%.	
	

 The	solution	for	door	seal	cuts	problem	causing	from	instrument	panel	assembly:	
	

Cut	or	tear	in	door	seal	during	assembly	of	instrument	panel	gets	the	second	rank	in	priority.	
The	sharp‐edged	frame	of	the	instrument	panels	was	identified	as	the	cause	for	this	problem.	
The	corrective	and	preventive	activities	were	developed	as	effective	solutions	to	the	problem.	
As	a	result	of	corrective	or	preventive	activities,	the	potential	tangible	areas	of	seal	were	de‐
termined.	Magnetic	protectors	were	designed	 to	protect	 the	surfaces	which	are	 likely	 to	be	
damaged.	The	operators	have	begun	to	use	these	protectors	in	relevant	areas	during	assem‐
bly.	One	month	later,	quality	records	indicated	that	cuts	and	tears	in	door	seal	caused	by	in‐
strument	panel	assembly	were	prevented	by	the	ratio	of	100	%.	
	

 The	solution	for	noisy	window	glass	problem	causing	from	hole	position:	
	

Noisy	window	glass	is	a	problem	which	causes	a	disturbing	noise	and	jolt	in	the	vehicle,	while	
the	window	is	moving	up	and	down.	According	to	Pareto	analysis,	the	most	important	reason	
with	 the	 third	 lowest	degree	 in	priority	 level	 is	 the	 rivet	 hole	position.	Riveting	process	 in	
window	installation	were	 inspected	 in	detail	and	 it	was	detected	that	the	distance	between	
mechanism	and	the	rivet	hole	was	too	small	(2	mm).	This	short	distance	caused	the	mecha‐
nism	parts	to	hit	the	rivet	which	resulted	in	a	disturbing	noise	and	jolt	in	windows.	As	a	result	
of	corrective/preventive	activities,	the	position	of	rivet	hole	was	moved	to	a	3	mm	lower	po‐
sition.	Therefore	the	distance	became	5	mm	which	was	sufficient	for	preventing	the	hitting	of	
window	mechanism	parts.	The	preventive	activities	have	resulted	in	100	%	improvement	in	
the	noise	problem	in	one	month.		

The	quality	 reports	 indicated	 that	2	operators	have	 spent	48	working	hours	 in	 a	month	 to	
deal	with	quality	problems	before	improvements.	After	implementation	of	grey	FMEA	technique,	
this	time	was	reduced	to	2	hours	which	means	saving	cost	by	2300	Euro	in	a	month	and	27600	
Euro	in	a	year.	

5. Conclusion 

FMEA	is	widely	used	as	an	efficient	decision‐making	tool	to	control	the	stability	of	the	manufac‐
turing	process	and	to	improve	product	and	system	performance	by	decreasing	failure	rate.	Alt‐
hough	the	traditional	FMEA,	employing	risk	priority	numbers,	stabilize	production	and	increase	
the	market	competitiveness,	it	has	some	limitations	such	as	failing	to	evaluate	the	relative	rela‐
tionship	of	each	weight	of	those	parameters.	In	this	study	the	limitations	of	FMEA	are	overcome	
by	using	an	integrated	method	of	grey	theory	and	FMEA.	First,	the	possible	causes	of	failure	and	
their	detection	points	are	determined	by	FMEA.	Second,	the	priorities	of	the	factors	(causes)	are	
determined	by	using	grey	RPN	values.	According	to	the	results	of	case	application	in	an	automo‐
tive	manufacturing	 factory,	 a	 96	%	 improvement	 was	 achieved	 for	 a	 door	 seal	 cuts	 problem	
caused	by	the	door	step	assembly.	A	 further	door	seal	cuts	problem	caused	by	the	 instrument	
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panel assembly was solved completely. As a third improvement, the noisy door window prob-
lem, caused by riveting hole position, is prevented by 100 %. 

The main advantage of the integrated GRA and FMEA method in this study is the flexibility of 
assigning weight to each factor in FMEA, providing an effective and consistent methodology to 
identify weak parts in the component studied. This integrated approach is convenient to deal 
with risk assessment problems under circumstances where the information is incomplete or 
uncertain. The processing of linguistic information based on expert knowledge and experience 
enables a realistic, practical and flexible way to express judgments. 
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A B S T R A C T	   A R T I C L E   I N F O	

The	booming	of	 Internet	economics	brings	new	opportunities	 for	small‐ and	
medium‐sized	 product	 and	 service	 providers	 in	 e‐platforms.	 Usually,	 the	
Internet	 platform	 (thereafter	 “platform”)	 and	 Internet	 providers	 (thereafter	
“providers”)	operate	under	a	consignment	revenue	sharing	production	model.	
Another	production	model	is	profit	sharing,	under	which	the	platform	under‐
takes	part	of	the	providers’	operational	costs.	Intuitively,	common	sense	con‐
jectures	 that	 the	platform	prefers	 the	revenue	sharing	model	while	 the	pro‐
viders	may	prefer	the	profit	sharing	scheme.	However,	this	is	not	the	case.	In	
this	paper,	we	compare	these	two	forms	of	emerging	production	models	with	
a	 theoretical	 framework	 and	 investigate	 both	 market	 participants’	 perfor‐
mance	 under	 different	 schemes.	 Starting	 from	 the	 single	 provider	 case,	 we	
find	that	the	provider	has	less	incentive	to	operate	under	the	revenue	sharing	
contract	when	compared	with	the	profit	sharing	contract.	Counter	intuitively,	
we	identify	the	threshold	of	the	cutting	ratio	above	which	it	is	more	beneficial	
for	the	platform	to	choose	the	profit	sharing	mode.	Our	results	are	proved	to	
be	robust	when	the	number	of	the	providers	 increases.	A	numerical	study	is	
provided	to	illustrate	this	effect.	
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1. Introduction 

With	 the	 ascending	 of	 Internet	 economics,	 more	 product	 (service)	 providers	 are	 cooperating	
with	platforms	such	as	Airbnb,	Amazon,	Uber,	and	eBay.	According	to	a	survey	by	JP	Morgan	&	
Chase,	 4.3	%	of	 adults	 earned	 income	 from	 the	 Internet	production	 economy	by	2016	 [1].	An	
increasing	number	of	workforces	are	seeking	job	opportunities	through	the	platform	production	
eco‐system.	 Homeowners	 coordinate	 through	 the	 online	 rental	 platform,	 Airbnb,	 to	 provide	
cheaper	and	more	convenient	houses	[2].	On	the	other	side,	tenants	are	able	to	find	more	house‐
holds	through	the	Internet	with	less	transaction	and	searching	costs	than	ever	before.	Another	
example	comes	with	Internet	producers	such	as	Amazon	and	Alibaba,	through	which	the	sellers	
can	sell	to	more	potential	end	customers.	Due	to	the	convenience	and	cost	saving	of	FBA	(fulfill‐
ment	by	Amazon)	service,	more	small	business	sellers	are	doing	business	through	this	powerful	
Internet	production.	Apart	from	that,	thousands	of	active	Amazon	prime	members	are	another	
important	impetus	to	sell	on	the	platform	[3].	The	sellers	on	the	platform	retain	the	authority	to	
decide	what	kind	of	product	to	sell,	how	much	to	stock,	and	even	the	selling	price	[4].		
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In	platform	production	eco‐systems,	the	product	(service)	providers	and	the	e‐platform	con‐
stitute	a	complex	social	system.	Usually,	the	platform	and	the	product	(service)	providers	coop‐
erate	under	a	consignment	revenue	sharing	(thereafter	“R‐S”)	arrangement	[5],	under	which	the	
sales	 revenue	 is	 split	 between	 the	providers	 and	 the	platform	 for	 each	 successful	 sale.	Under	
such	a	production	model,	 the	platform	bears	no	operational	 costs.	However,	 the	product	 (ser‐
vice)	provider	undertakes	much	of	the	over‐stock	or	under‐stock	losses,	which	in	turn	reduces	
the	provider’s	operational	incentive.	In	comparison	with	the	prevailing	consignment	R‐S	mode,	
profit	sharing	(thereafter	“P‐S”)	mechanisms	can	coordinate	the	interest	between	the	platform	
and	the	providers	at	the	cost	of	the	platform	taking	on	more	risk.	We	realize	that	some	core	en‐
terprises	 in	 a	 supply	 chain	 system	 have	 started	 to	 build	 up	 a	 P‐S	mechanism	 by	 holding	 the	
shares	of	their	main	suppliers	in	recent	years,	such	as	the	Li	&	Fung	Group,	an	HK	based	compa‐
ny	[6].	The	supply	chain	has	achieved	very	good	performance	by	taking	the	upstream	suppliers’	
interest	into	account.	

Based	on	 this	 Internet	production	phenomenon,	 some	 interesting	research	questions	 arise:		
1)	How	does	the	production	model	type	impact	both	market	participants’	operational	decisions?	
2)	Which	model	 is	more	profitable	 for	 the	platform,	 the	R‐S	or	the	P‐S	mode?	3)	How	will	 the	
system	performance	vary	with	different	production	models?	4)	Will	the	competition	landscape	
alter	the	results	above?	To	answer	these	research	questions,	we	construct	a	theoretical	model	by	
considering	a	powerful	platform	hosting	several	products	(service)	providers.	We	start	from	the	
single	provider	case,	which	means	there	is	only	one	provider	on	the	digital	platform.	We	show	
that	 the	R‐S	production	model	 lessens	 the	provider’s	 incentive	 to	operate.	The	 system	perfor‐
mance	decreases	 in	cutting	ratio.	 Intuitively,	 the	platform	prefers	the	R‐S	mode	while	 the	pro‐
viders	may	prefer	the	P‐S	from	a	risk‐sharing	perspective.	However,	we	do	not	identify	a	thresh‐
old	of	the	cutting	ratio	above	which	the	platform	is	better	off	by	selecting	the	P‐S	mode.	We	then	
extend	 the	basic	model	 to	 cases	where	multiple	 providers	 exist.	 The	 results	 derived	 from	 the	
single	provider	model	prove	to	be	robust.	

The	remainder	of	 the	paper	proceeds	as	 follows.	 In	Section	2,	we	review	the	 literature	that	
has	the	closest	relationship	with	this	paper.	Section	3	follows	with	the	model	preliminaries.	We	
introduce	 the	 time	 sequence	 and	 the	 notation	 conventions.	We	 start	with	 the	 single	 provider	
case	in	Section	4,	which	means	there	is	only	one	provider	selling	through	the	platform.	Our	dis‐
cussion	is	divided	into	two	parts	depending	on	the	production	model	variations	studied	in	this	
paper,	namely,	R‐S	and	P‐S.	Section	5	extends	the	basic	model	with	a	single	provider	to	multiple	
providers.	We	summarize	our	main	findings	and	conclusions	in	the	last	part.	

2. Literature review 

Two	streams	of	 literature	 relate	 to	 our	 research;	 these	 streams	are	R‐S	 and	P‐S	 in	 the	 supply	
chain	and	horizontal	competitions	in	the	supply	chain.		

The	 first	stream	lies	 in	R‐S	and	P‐S	 in	a	supply	chain.	Dana	and	Spier	 [7]	make	an	early	at‐
tempt	to	investigate	the	revenue‐sharing	contract	and	vertical	control	in	a	video	rental	market.	
Wang	et	al.	[5]	study	the	channel	performance	under	a	consignment	revenue‐sharing	contract	by	
taking	 the	 e‐retailing	 guru,	Amazon,	 as	 a	prototype,	 and	 finding	 that	 both	 the	 overall	 channel	
performance	and	the	performance	of	individual	firm	depend	on	demand	price	elasticity	as	well	
as	the	retailer’s	share	of	 the	channel	cost.	Gong	et	al.	 [8]	examine	the	production	coordination	
problem	from	the	perspective	of	asymmetric	information:	how	a	manufacturer	coordinates	the	
relationships	with	its	subsidiary	firm(s).	Giannoccaro	and	Pontrandolfo	[9]	propose	a	model	of	a	
supply	chain	contract	aimed	at	coordinating	a	 three‐stage	supply	chain,	which	 is	based	on	the	
revenue	 sharing	mechanism.	 Gerchak	 and	Wang	 [10]	 compare	 two	 distinct	 types	 of	 arrange‐
ments	between	an	assembler/retailer	and	its	suppliers.	One	scheme	is	a	vendor‐managed	inven‐
tory	with	revenue	sharing,	and	the	other	is	a	wholesale‐price	driven	contract.	Cachon	and	Lariv‐
iere	[11]	demonstrate	that	revenue	sharing	coordinates	a	supply	chain	with	a	single	retailer	and	
arbitrarily	allocates	the	total	supply	chain	profit.	They	compare	this	contract	with	other	contract	
forms	 such	 as	 buy‐back	 contracts,	 price‐discount	 contracts,	 and	 quantity‐flexibility	 contracts.	
For	more	application	of	revenue	sharing	contracts	in	operations	management	literature,	please	
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see	the	in‐depth	review	by	Cachon	[12].	Chen	and	Gupta	[13]	study	a	problem	where	the	budget	
constraint	supplier	and	retailer	operates	under	a	consignment	revenue	sharing	contract	 in	the	
presence	of	external	financing.	On	the	other	hand,	some	literature	highlights	the	advantages	of	
P‐S	within	 a	 supply	 chain	 coordination	 framework.	 Çanakoğlu	 and	 Bilgic	 [14]	 analyze	 a	 two‐
stage	telecommunication	supply	chain	consisting	of	one	operator	and	one	vendor	under	a	multi‐
ple	period	setting.	They	suggest	a	P‐S	contract	where	firms	share	both	the	revenue	and	operat‐
ing	costs.	Wei	and	Choi	 [15]	provide	an	 industry	practice	of	P‐S	 in	the	apparel	 industry.	Then,	
they	explore	the	use	of	a	wholesale	pricing	and	profit	sharing	scheme	for	supply	chain	coordina‐
tion	 under	 the	mean‐variance	 criteria.	We	 differ	 significantly	 from	 the	 existing	 literature	 be‐
cause	 we	 compare	 two	 different	 emerging	 production	 models,	 the	 R‐S	 and	 P‐S,	 within	 the	
framework	of	an	online	platform.	

The	 second	 stream	 of	 research	 that	 relates	 to	 our	 research	 is	 on	 horizontal	 supply	 chain	
competition.	Please	see	Singh	and	Vives	[16],	and	Kreps	and	Scheinkman	[17]	for	further	com‐
parison	between	quantity	and	pricing	competitions.	Gong	et	al.	[18]	investigate	resources	shar‐
ing’s	impact	on	the	supply	chain	revenue.	Van	Meighem	and	Dada	[19]	summarize	the	value	of	
strategic	postponement	 for	two	firms	competing	in	capacity	and	responsive	pricing.	Goyal	and	
Netessine	[20]	evaluate	the	strategic	value	of	manufacturing	flexibility	in	an	uncertain	environ‐
ment	 to	understand	whether	 the	value	of	 flexibility	 increases	or	decreases	under	competition.	
Anupindi	and	Jiang	[21]	consider	duopoly	models	where	firms	make	decisions	on	capacity,	pro‐
duction,	and	price	under	demand	uncertainty.	 In	 their	model,	 flexible	 firms	can	postpone	pro‐
duction	decisions	until	the	actual	demand	curve	is	observed,	but	inflexible	firms	cannot.	Under	
general	demand	structures	and	cost	functions,	they	characterize	the	equilibrium	for	symmetric	
duopoly	and	establish	the	strategic	equivalence	of	price	and	quantity	competitions	when	firms	
are	flexible.	In	addition,	Wen	et	al.	[22,	23]	also	propose	related	methods	for	volatility	of	energy	
market,	which	provides	support	for	this	study.	We	apply	the	horizontal	quantity	competition	in	
our	model.	We	 combine	 the	 production	model	 selection	with	 horizontal	 competition	 in	 an	 e‐
retailing	supply	chain	framework.	

3. Model preliminaries 

Consider	a	powerful	platform	(thereafter	“she”),	hosting	at	least	one	product	(service)	provider	
(thereafter	 “he”),	 i.e.,	 small‐	 and	medium‐sized	 sellers	 selling	 through	 an	 e‐retailing	 platform	
such	as	Amazon	or	Taobao,	which	 is	a	Chinese	based	e‐commerce	platform	owned	by	Alibaba.	
The	platform	and	providers	reach	an	agreement	on	the	profit	structure	beforehand.	In	this	pa‐
per,	we	consider	two	types	of	modes,	namely,	R‐S	and	P‐S.	The	former	means	that	for	each	suc‐
cessful	sale,	the	platform	takes	a	certain	percentage	of	the	total	sales	revenue,	which	is	known	as	
a	“referral	fee”	according	to	industrial	practice.	Usually,	referral	fees	are	different	across	differ‐
ent	product	 categories.	Note	 that	under	 such	a	production	model,	 the	platform	undertakes	 al‐
most	 no	 operational	 risk	 since	 she	 refuses	 to	 share	 the	 production	 costs	 with	 the	 providers.	
However,	the	providers	take	on	much	of	the	inventory	costs.	Apart	from	the	R‐S	mode,	there	is	
another	production	model,	called	P‐S.	In	such	a	case,	for	each	profit	made,	the	platform	takes	a	
cut	of	the	total	profit.	Therefore,	the	time	sequence	is	as	follows:	the	powerful	digital	platform	
negotiates	with	the	providers	on	the	production	model	type	(R‐S	or	P‐S).	Then,	providers	com‐
pete	in	quantities	simultaneously.	The	market	clearance	price	is	determined	then.	The	platform	
takes	the	revenue	(profit)	cut	according	to	the	agreement.	

For	notation	conventions,	we	denote	ݍ௜, ݅ ൌ 1,2, … , ݊		as	the	quantity	provided	by	the	provid‐
er	݅,	 where	 the	 subscript	 states	 the	 number	 of	 providers.	 We	 apply	 a	 linear	 demand	 system	
where	 the	 market	 clearance	 price	 is	 determined	 by	݌ ൌ ܽ െ ∑ ௜௡ݍ

௜ୀଵ .	 Intercept	ܽ	denotes	 the	
basic	market	demand.	For	simplicity	without	any	loss	of	generality,	there	is	no	uncertainty	con‐
sidered	in	our	model.	ߛ	ሺ0 ൑ ߛ ൑ 1ሻ	is	the	revenue	(profit)	cutting	ratio,	which	is	negotiated	be‐
tween	 the	platform	and	 the	providers	 ex	 ante.	Therefore,	we	 assume	 the	 ratio	 is	 exogenously	
given	 according	 to	 industry	 practice.	 Let	ߨ௜, ݅ ൌ 1,2, … , ݊	stand	 for	 the	 providers’	 profit	 and	Π	
denote	the	platform's	profit.	
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4. Single provider case 

We	start	from	a	case	where	only	one	provider	is	selling	through	the	platform,	which	can	be	re‐
garded	as	a	benchmark	for	the	competing	scenario.	We	divide	the	discussion	into	two	parts	de‐
pending	on	 the	production	model	 chosen.	Then,	we	 compare	both	 agents’	performance	under	
these	two	production	models.	

Before	we	investigate	the	details	of	these	two	production	models,	we	show	the	“first‐best”	so‐
lution	when	ߛ ൌ 0	for	both	cases.	In	such	case,	the	provider’s	profit	is:	

;ݍሺߨ ሻߛ ൌ ሺܽ െ ݍሻݍ െ 	ݍܿ (1)

Therefore,	the	corresponding	first‐best	quantity	decision	is	the	same	in	the	monopoly	case	as	
ி஻ݍ ൌ

௔ି௖

ଶ
.	Then,	we	start	from	the	R‐S	model.	

4.1 R‐S model 

Under	the	R‐S	model,	the	provider’s	profit	is:	

;ݍሺߨ ሻߛ ൌ ሺ1 െ ሻሺܽߛ െ ݍሻݍ െ 	ݍܿ (2)

We	 can	 solve	 the	 optimal	 quantity	 decision	 of	 the	 provider	 asݍ∗ோௌሺߛሻ ൌ
௔

ଶ
െ

௖

ଶሺଵିఊሻ
൑ ி஻ݍ ൌ

௔ି௖

ଶ
	,Accordingly	cost.	marginal	the	to	equal	is	revenue	marginal	the	when	determined	is	ሻߛோௌሺ∗ݍ	.

by	substituting	ݍ∗ோௌሺߛሻ	into	the	provider’s	profit.	We	have	ߨோௌ൫ݍ
∗
ோௌሺߛሻ൯ ൌ

ሺ௔ሺଵିఊሻି௖ሻమ

ସሺଵିఊሻ
.	

Proposition	1:	With	only	one	product	(service)	provider,	the	provider’s	quantity	decision	and	prof‐
it	decreases	in	ߛ	under	R‐S.	

Proposition	1	shows	that	the	revenue	cut	ratio	reduces	the	provider’s	incentive	to	operate.	As	ߛ	
increases,	the	provider	produces	less	and	receives	less	profit.	That	is,	because	the	platform	takes	
a	larger	part	of	the	total	sales	revenue	as	ߛ	increases.	On	the	other	side,	the	provider’s	quantity	
decision	deviates	from	the	first‐best	solution	due	to	a	decrease	in	operational	incentive.	

In	such	a	case,	the	platform’s	profit	is:	

Πோௌ൫ݍ∗ோௌሺߛሻ൯ ൌ
ሺܽሺ1 െ ሻߛ െ ܿሻߛሺܽሺ1 െ ሻߛ ൅ ܿሻ

4ሺ1 െ ሻଶߛ
ൌ
ሺܽଶሺ1ߛ െ ሻଶߛ െ ܿଶሻ

4ሺ1 െ ሻଶߛ
	 (3)

Proposition	2:	With	only	one	product	(service)	provider,	the	platform’s	profit	is	concave	in	ߛ.	The	

optimal	referral	fee	ߛ∗	can	be	derived	with	
డ௽ೃೄ൫௤∗ೃೄሺఊሻ൯

డఊ
ൌ 0	under	R‐S.	

When	there	is	only	one	product	(service)	provider	on	the	platform,	the	platform’s	profit	 is	not	
always	increasing	in	γ	for	the	following	reasons.	Even	though	the	total	percentage	of	sales	reve‐
nue	increases	as	γ	increases,	the	provider	also	reduces	the	output	amount	as	γ	increases.	Con‐
sider	 an	 extreme	 case	 such	 that	when	 the	 referral	 fee	 is	 extremely	 large,	 providers	may	 shut	
down	production,	which	leaves	both	market	participants	with	0	profit.	

Denote	the	system	profit	as:	

	 ோܹௌ൫ݍ∗ோௌሺߛሻ൯ ൌ ሻ൯ߛோௌሺ∗ݍோௌ൫ߨ ൅ Πோௌ൫ݍ∗ோௌሺߛሻ൯
ൌ ܿଶሺ1 െ ሻߛ2 ൅ ܽଶሺ1 െ ሻଶߛ െ 2ܽܿሺ1 െ ሻଶ4ሺ1ߛ െ 	ሻଶߛ (4)

By	checking	the	properties	of	 ோܹௌ൫ݍ∗ோௌሺߛሻ൯,	we	have	Proposition	3	below:	

Proposition	3:	With	only	one	product	(service)	provider,	the	system	profit	decreases	in	ߛunder	R‐S.	

Proposition	 3	 shows	 that	 the	 sum	 of	 the	 platform	 and	 providers’	 profit	 decreases	 in	ߛ.	When	
ߛ ൌ 0,	the	revenue	sharing	production	model	degenerates	to	the	first	best	model.	As	ߛ	increases,	
the	 interest	 conflict	 between	 the	 platform	 and	 provider	 deepens	 because	 the	 platform	 is	 not	
burdened	by	the	production	cost	carried	by	the	provider.	To	eliminate	the	incentive	mismatch,	
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they	can	operate	under	a	P‐S	model,	as	noted	by	Wei	and	Choi	[14].	Then,	we	analyze	the	case	
when	the	P‐S	model	is	present.	

4.2 P‐S model 

Under	a	P‐S	model,	 the	platform	will	 take	a	cut	of	 the	 total	profit	 gained.	Thus,	 the	provider’s	
profit	is:	

;ݍ௉ௌሺߨ ሻߛ ൌ ሺ1 െ ሻሺܽߛ െ ܿ െ 	ݍሻݍ (5)

where	ߛ	is	the	cut	ratio	under	a	P‐S	model	determined	ex	ante.	We	can	find	from	the	expression	
that	the	platform	helps	to	bear	the	production	cost	under	such	a	case.	

We	 can	 solve	 the	 optimal	 quantity	 decision	 for	 the	 provider	 as	ݍ∗௉ௌሺߛሻ ൌ
௔ି௖

ଶ
ൌ ோௌሺ0ሻ∗ݍ ൌ

ி஻ݍ ൌ
௔ି௖

ଶ
.	Additionally,	ݍ∗௉ௌሺߛሻ	is	determined	when	the	marginal	revenue	is	equal	 to	the	marginal	

cost.	Observe	that	the	optimal	quantity	is	 independent	of	ߛunder	P‐S,	which	is	the	same	as	the	

first‐best	solution.	The	provider’s	profit	is	ߨ௉ௌ ቀݍ∗௉ௌሺߛሻቁ ൌ
ሺଵିఊሻሺ௔ି௖ሻమ

ସ
,	which	is	decreasing	in	ߛ.	

Proposition	4:	With	only	one	product	(service)	provider,	the	provider’s	profit	decreases	in	ߛ	under	
P‐S.	The	optimal	quantity	decision	is	independent	of	ߛ	and	achieves	the	first‐best	solution.	

Proposition	4	shows	that	the	provider	achieves	the	first‐best	solution	under	P‐S	because	at	this	
time	the	platform	takes	on	the	operational	risks	together	with	the	provider.	Unlike	the	revenue	
sharing	scenario,	the	quantity	decision	is	independent	of	ߛ.	

In	such	a	case,	the	platform’s	profit	is:	

Π௉ௌ൫ݍ∗௉ௌሺߛሻ൯ ൌ
ሺܽߛ െ ܿሻଶ

4
	 (6)

which	 is	 increasing	 in	ߛ.	As	ߛ	increases,	 the	platform	takes	a	 larger	part	of	 the	total	profit.	The	
system	profit	is:	

௉ܹௌ൫ݍ∗௉ௌሺߛሻ൯ ൌ ሻ൯ߛ௉ௌሺ∗ݍ௉ௌ൫ߨ ൅ Π௉ௌ൫ݍ∗௉ௌሺߛሻ൯ ൌ
ሺܽ െ ܿሻଶ

4
	 (7)

As	we	can	find	from	the	system	profit,	it	equals	the	first‐best	profit.	Under	the	P‐S	model,	the	
interest	 conflicts	 between	 both	 market	 participants	 have	 been	 eliminated.	 We	 then	 need	 to	
compare	their	performance	under	different	production	models.	

4.3 A comparison between R‐S and P‐S 

We	summarize	both	parties’	profit	in	Table	1,	where	“R‐S”	is	the	revenue	sharing	and	“P‐S”	is	the	
profit	sharing.	

We	then	compare	both	players’	profit	under	R‐S	and	P‐S	for	a	given	ߛ.	We	start	from	the	pro‐
vider’s	side.	

Denote	∆ߨ௉ௌሺߛሻ ൌ ௉ௌߨ ቀݍ∗௉ௌሺߛሻቁ െ ோௌߨ ቀݍ∗ோௌሺߛሻቁ.	We	have	

ሻߛ௉ௌሺߨ∆ ൌ
ሺܽሺ1 െ ሻߛ െ ܿሻଶ

4ሺ1 െ ሻߛ
െ
ሺ1 െ ሻሺܽߛ െ ܿሻଶ

4
ൌ
ܿ൫ܿሺെ2 ൅ ሻߛ െ 2ܽሺെ1 ൅ ߛሻ൯ߛ

4ሺെ1 ൅ ሻߛ
	 (8)

௉ௌሺ0ሻߨ∆ ൌ 0 holds.	

ሻߛ௉ௌሺߨ∆߲

ߛ߲
ൌ
ܿሺെ2ܽሺെ1 ൅ ሻଶߛ ൅ ܿሺ2 െ ߛ2 ൅ ଶሻሻߛ

4ሺെ1 ൅ ሻଶߛ
	 (9)

	
Table	1	Profits	with	a	single	provider	

 Provider Platform System (Provider + Platform) 

R-S 
ሺܽሺ1 െ ሻߛ െ ܿሻଶ

4ሺ1 െ ሻߛ
	

ሺܽଶሺ1ߛ െ ሻଶߛ െ ܿଶሻ

4ሺ1 െ ሻଶߛ
ܿଶሺ1 െ ሻߛ2 ൅ ܽଶሺ1 െ ሻଶߛ െ 2ܽܿሺ1 െ ሻଶߛ

4ሺ1 െ ሻଶߛ

P-S 
ሺ1 െ ሻሺܽߛ െ ܿሻଶ

4
	

ሺܽߛ െ ܿሻଶ

4
ሺܽ െ ܿሻଶ

4
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߲ଶ∆ߨ௉ௌሺߛሻ

ଶߛ߲
ൌ

ܿଶ

2ሺ1 െ ሻଷߛ
൐ 0	 (10)

By	solving	∆ߨ௉ௌሺߛሻ ൌ 0,	we	have	

గߛ ൌ
2ሺܽ െ ܿሻ
2ܽ െ ܿ

ൌ 1 െ
ܿ

2ܽ െ ܿ
,	 (11)

which	we	call	the	“R‐S	or	P‐S”	threshold	for	the	provider.	Recall	that	to	avoid	triviality,	we	must	
have	ሺ1 െ ሻܽߛ ൐ ܿ,	which	 is	 equivalent	 to	ߛ ൏ 1 െ

௖

௔
൏

௖

ଶ௔ି௖
.	 Therefore,	∆ߨ௉ௌሺߛሻ	is	 decreasing	 in	

the	interval.	In	other	words,	ߨ௉ௌ ቀݍ∗௉ௌሺߛሻቁ ൑ ௉ௌߨ ቀݍ∗ோௌሺߛሻቁ	for	ߛ ∈ ሾ0,1 െ
௖

௔
ሿ.	

We	then	compare	the	platform’s	profit	under	R‐S	and	P‐S.	

Denote	∆Π௉ௌሺߛሻ ൌ Π௉ௌ ቀݍ∗௉ௌሺߛሻቁ െ Πோௌ ቀݍ∗ோௌሺߛሻቁ.	We	have	

∆Π௉ௌሺߛሻ ൌ
ሺܽଶሺ1ߛ െ ሻଶߛ െ ܿଶሻ

4ሺ1 െ ሻଶߛ
െ
ሺܽߛ െ ܿሻଶ

4
ൌ
൫2ܽሺ1ߛܿ െ ሻଶߛ െ ܿሺ1 ൅ ሺ1 െ ሻଶሻ൯ߛ

4ሺ1 െ ሻଶߛ
	 (12)

∆Π௉ௌሺ0ሻ ൌ 0 holds. 

߲∆Π௉ௌሺߛሻ

ߛ߲
ൌ
ܿሺ2ܽሺെ1 ൅ ሻଷߛ െ ܿሺെ2 ൅ ߛ2 െ ଶߛ3 ൅ ଷሻሻߛ

4ሺെ1 ൅ ሻଷߛ
	 (13)

߲ଶ∆Π௉ௌሺߛሻ

ଶߛ߲
ൌ െ

ܿଶሺ2 ൅ ሻߛ

2ሺ1 െ ሻସߛ
൏ 0	 (14)

Therefore,	 there	 is	 another	 root	ߛஈ	to	 make∆Π௉ௌ൫ߛஈ൯ ൌ 0	hold.ߛஈ ൌ 1 െ
√ଶ௔௖ି௖మ

ଶ௔ି௖
,which	 we	

call	 the	 “R‐S	or	P‐S”	 threshold	 for	 the	platform.	Then,	we	compare	
√ଶ௔௖ି௖మ

ଶ௔ି௖
	with	

௖

௔
.	When	ܽ ൐ ܿ,	

we	have	
√ଶ௔௖ି௖మ

ଶ௔ି௖
൐

௖

௔
.	Therefore,	1 െ

√ଶ௔௖ି௖మ

ଶ௔ି௖
൏ 1 െ

௖

௔
.	

In	 other	 words,	Π௉ௌ ቀݍ∗௉ௌሺߛሻቁ ൒ Πோௌ ቀݍ∗ோௌሺߛሻቁ	for	ߛ ∈ ሾ0,1 െ
√ଶ௔௖ି௖మ

ଶ௔ି௖
ሿ	and	Π௉ௌ ቀݍ∗௉ௌሺߛሻቁ ൏

Πோௌ ቀݍ∗ோௌሺߛሻቁ	for	ߛ ∈ ሺ1 െ
√ଶ௔௖ି௖మ

ଶ௔ି௖
, 1 െ

௖

௔
ሿ.	However,	 from	 the	platform’s	 side,	 this	 does	 not	 al‐

ways	hold	for	Π௉ௌ ቀݍ∗௉ௌሺߛሻቁ ൐ Πோௌ ቀݍ∗ோௌሺߛሻቁ.	Theorem	1	below	summarizes	the	above	results:	

Theorem	 1:	When	ܽሺ1 െ ሻߛ ൐ ܿ,	 the	 powerful	 platform	 selects	 a	 revenue	 sharing	 contract	 for	

ߛ ∈ ሾ0,1 െ
√ଶ௔௖ି௖మ

ଶ௔ି௖
ሿ,	and	selects	a	profit	sharing	contract	for	ߛ ∈ ሺ1 െ

√ଶ௔௖ି௖మ

ଶ௔ି௖
, 1 െ

௖

௔
ሿ.The	platform	

and	the	product	(service)	provider	achieve	interest	alignment	when	ߛ ∈ ሾ1 െ
√ଶ௔௖ି௖మ

ଶ௔ି௖
, 1 െ

௖

௔
ሿ.	

Theorem	1	 seems	 slightly	 counterintuitive	 since	 common	 sense	 conjectures	 that	 the	 platform	
will	always	prefer	the	R‐S	model	since	she	will	not	bear	any	operational	costs	(take	no	additional	
operational	risks).	The	provider	seems	to	always	prefer	the	P‐S	model	as	long	as	the	platform	is	
willing	to	share	risks	with	him.	However,	we	identify	some	conditions	under	which	the	platform	
may	be	better	off	by	providing	 the	P‐S	model,	which	means	she	must	have	no	hesitation	with	
undertaking	more	operational	risks	when	γ	is	relatively	high.	If	not,	the	provider	loses	the	desire	
to	operate.	We	 then	 try	 to	 figure	out	how	 the	 system	profit	 varies	under	different	production	
models.	We	have	Proposition	5	below.	
	
Proposition	5:	The	system	profit	under	R‐S	is	no	more	than	the	profit	with	P‐S.	The	system	achieves	
first‐best	performance	with	P‐S.	

The	platform	and	product	(service)	provider’s	interest	conflicts	under	the	R‐S	because	the	plat‐
form	is	unwilling	to	undertake	more	operational	costs.	However,	with	a	P‐S	alignment,	the	sys‐
tem	achieves	the	 first‐best	solution.	 It	seems	that	P‐S	 is	 the	best	mechanism	from	a	systematic	
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view.	 However,	 in	 reality,	 the	 powerful	 platform	 may	 control	 the	 game	 and	 selects	 the	 best	
scheme	for	herself,	which	in	turn	harms	the	social	welfare.	

How	will	the	results	change	when	more	than	one	provider	is	present	in	the	market?	Will	the	
competition	landscape	alter	our	main	results?	We	extend	our	basic	model	to	a	case	where	multi‐
ple	providers	exist.	

5. Competing providers case 

Usually,	the	product	(service)	providers	on	the	platform	always	face	cutthroat	competition.	The	
competition	 landscape	may	 have	 an	 impact	 on	 the	 performance	 of	 both	 players.	We	 consider	
that	n	providers	are	selling	through	the	platform.	As	we	have	introduced	in	the	model	prelimi‐
naries	section,	the	market	clearance	price	is	determined	by	݌ ൌ ܽ െ ∑ ௜ݍ

௡
௜ୀଵ .	Similar	to	the	single	

provider	case,	we	start	from	the	R‐S	model.	

5.1 R‐S model 

The	provider	i’s	profit	function	is	

;௜ݍ௜ோௌ൫ߨ ௜൯ିݍ ൌ ሺ1 െ ሻቌܽߛ െ ௜ݍ െ෍ݍ௝

௝ஷ௜

ቍ ௜ݍ െ 	௜ݍܿ (15)

By	solving	the	Nash	equilibrium	(NE)	with	the	responsive	functions,	the	unique	NE	is	derived	

as	ݍ௜ோௌሺߛ; ݊ሻ ൌ
ଶ

௡ାଵ
ቀ௔
ଶ
െ

௖

ଶሺଵିఊሻ
ቁ ൌ

ଶ

௡ାଵ
	We	ሻ.ߛோௌሺ∗ݍ can	 find	 that	with	 competition	 each	 provid‐

er’s	 willingness	 to	 operate	 decreases	 as	 the	 number	 of	 providers	 increases.	 Additionally,	 the	
equilibrium	quantity	is	decreasing	in	ߛ.	The	total	providers’	profit	is	

;ߛ௜ோௌሺݍ௉ௌ൫ߨ ݊ሻ, ݊൯ ൌ
݊ሺܿ ൅ ܽሺെ1 ൅ ሻሻଶߛ

ሺ1 ൅ ݊ሻଶሺ1 െ ሻߛ
	 (16)

Proposition	6:	With	݊	product	(service)	provider,	the	provider’s	profit	is	decreases	in݊and	ߛ	under	
R‐S.	

From	Proposition	6,	we	know	that	as	competition	becomes	more	cutting‐throat,	the	provider’s	
profit	drops	due	to	a	diminishing	marginal	sales	revenue.		

We	can	derive	the	platform’s	profit		

Πோௌ൫ݍ௜ோௌሺߛ; ݊ሻ, ݊൯ ൌ
݊ሺܽሺ1 െ ሻߛ െ ܿሻߛሺܽ ൅ ܿ݊ െ ሻߛܽ

ሺ1 ൅ ݊ሻଶሺ1 െ ሻଶߛ
	 (17)

Proposition	7:	With	݊	product	(service)	provider,	the	provider’s	profit	decreases	in	݊	under	P‐S.	

As	the	product	market	becomes	more	competitive,	the	total	output	in	the	market	increases	dra‐
matically,	which	leads	to	a	decrease	in	the	market	clearance	price.	Therefore,	the	total	sales	rev‐
enue	decreases.	Accordingly,	the	platform	gets	less	from	the	revenue	cut.	

Denote	the	system	profit	as:	

ோܹௌ൫ݍ௜ோௌሺߛ; ݊ሻ, ݊൯ ൌ ;ߛ௜ሺݍோௌ൫ߨ ݊ሻ, ݊൯ ൅ Πோௌ൫ݍ௜ሺߛ; ݊ሻ, ݊൯

ൌ
݊ሺܽሺ1 െ ሻߛ െ ܿሻሺܽ െ ߛܽ ൅ ܿሺെ1 ൅ ߛ ൅ ሻሻߛ݊

ሺ1 ൅ ݊ሻଶሺ1 െ ሻଶߛ
	 (18)

We	then	analyze	the	P‐S	model	with	n	symmetric	providers.	

5.2 P‐S model 

We	then	consider	the	P‐S	model,	which	means	the	platform	will	take	a	profit	cut	from	each	pro‐
vider.	In	such	a	case,	the	provider	i’s	profit	function	is:	
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;௜ݍ௜௉ௌ൫ߨ ௜൯ିݍ ൌ ሺ1 െ ሻቌܽߛ െ ܿ െ ௜ݍ െ෍ݍ௝

௝ஷ௜

ቍݍ௜	 (19)

By	solving	the	problem	above,	we	can	derive	the	equilibrium	quantity	as	ݍ௜௉ௌሺߛ; ݊ሻ ൌ
௔ି௖

௡ାଵ
൐

ଶ

௡ାଵ
ቀ௔
ଶ
െ

௖

ଶሺଵିఊሻ
ቁ ൌ ;ߛ௜ோௌሺݍ ݊ሻ.	It	shows	that	the	equilibrium	quantity	is	independent	of	the	reve‐

nue	cut	parameter	ߛ.	The	provider	under	the	revenue	sharing	contract	has	less	incentive	to	pro‐
duce.	We	take	the	equilibrium	quantity	into	the	provider’s	profit	function:	

;ߛ௜௉ௌሺݍ௜௉ௌ൫ߨ ݊ሻ, ݊൯ ൌ
ሺ1 െ ሻ݊ሺܽߛ െ ܿሻଶ

ሺ݊ ൅ 1ሻଶ
	 (20)

The	platform’s	profit	is	

Π௉ௌ൫ݍ௜௉ௌሺߛ; ݊ሻ, ݊൯ ൌ
ሺܽ݊ߛ െ ܿሻଶ

ሺ݊ ൅ 1ሻଶ
	 (21)

Similar	to	Section	4,	we	summarize	the	market	players’	profit	function	in	Table	2.	
We	then	compare	both	market	agents’	profit	under	R‐S	and	P‐S	for	a	given	ߛ.	
Denote	∆ߨ௉ௌሺߛ, ݊ሻ ൌ ;ߛ௜௉ௌሺݍ௉ௌ൫ߨ ݊ሻ, ݊൯ െ ;ߛ௜ோௌሺݍோௌ൫ߨ ݊ሻ, ݊൯,	we	have	

,ߛ௉ௌሺߨ∆ ݊ሻ ൌ
ܿ݊ሺܿሺെ2 ൅ ሻߛ െ 2ܽሺെ1 ൅ ߛሻሻߛ

ሺ1 ൅ ݊ሻଶሺെ1 ൅ ሻߛ
	 (22)

We	can	check	that	the	SOC	of	∆ߨ௉ௌሺߛ, ݊ሻ	w.r.t.	ߛ	is	greater	than	0.	To	make	∆ߨ௉ௌሺߛ, ݊ሻ ൌ 0,	we	

have	ߛగሺ݊ሻ ൌ గሺ݊ሻߛ	,0 ൌ
ଶሺ௔ି௖ሻ

ଶ௔ି௖
ൌ 1 െ

௖

ଶ௔ି௖
.Recall	that	we	call	ߛగሺ݊ሻ	as	the	“R‐S	or	P‐S”	threshold	

for	 the	 provider	 with	 n	 symmetric	 providers.	 To	 avoid	 triviality,	 we	must	 have	ሺ1 െ ሻܽߛ ൐ ܿ.	
Therefore,	ߛ ൏ 1 െ

௖

௔
൏

௖

ଶ௔ି௖
.	 Thus,	ߨ௉ௌ൫ݍ௜௉ௌሺߛ; ݊ሻ, ݊൯ ൑ ;ߛ௜ோௌሺݍோௌ൫ߨ ݊ሻ, ݊൯	for	ߛ ∈ ሾ0,1 െ

௖

௔
ሿ.	Note	

that	the	“R‐S	or	P‐S”	threshold	has	nothing	to	do	with	the	number	of	providers.	From	the	provid‐
er’s	perspective,	it	always	holds	for	ߨ௉ௌ൫ݍ௜௉ௌሺߛ; ݊ሻ, ݊൯ ൏ ;ߛ௜ோௌሺݍோௌ൫ߨ ݊ሻ, ݊൯	when	ߛ ∈ ሾ0,1 െ

௖

௔
ሿ.	

We	then	check	the	R‐S	or	P‐S	threshold	for	the	platform.	Denote	

∆Π௉ௌሺߛ, ݊ሻ ൌ Π௉ௌ൫ݍ௜௉ௌሺߛ; ݊ሻ, ݊൯ െ Πோௌ൫ݍ௜ோௌሺߛ; ݊ሻ, ݊൯.		

Therefore,	

∆Π௉ௌሺߛ, ݊ሻ ൌ െ
ܿ݊൫ܿሺ݊ ൅ ሺെ1 ൅ ሻଶሻߛ ൅ ܽሺ1 ൅ ݊ െ ሻሺെ1ߛ2 ൅ ߛሻ൯ߛ

ሺ1 ൅ ݊ሻଶሺെ1 ൅ ሻଶߛ
	 (23)

∂ଶ∆Π௉ௌሺߛ, ݊ሻ

ଶߛ߲
ൌ െ

2ܿ݊൫ܽሺെ1 ൅ ݊ሻሺെ1 ൅ ሻߛ ൅ ܿ݊ሺ2 ൅ ሻ൯ߛ
ሺ1 ൅ ݊ሻଶሺെ1 ൅ ሻସߛ

൏ 0	 (24)

∆Π௉ௌሺߛ, ݊ሻ	is	concave	in	ߛ.	To	make	∆ߨ௉ௌሺߛ, ݊ሻ ൌ 0,	we	have	

ߛ ൌ 0,	

ஈሺ݊ሻߛ ൌ
ଷ௔ିଶ௖ା௔௡ି√௔మିଶ௔మ௡ା଼௔௖௡ିସ௖మ௡ା௔మ௡మ

ଶሺଶ௔ି௖ሻ
ൌ 1 െ

√௔మିଶ௔మ௡ା଼௔௖௡ିସ௖మ௡ା௔మ௡మି௔ሺ௡ିଵሻ

ଶሺଶ௔ି௖ሻ
,		

ሺ݊ሻߛ ൌ 0.		
	

Table	2	Profits	with	n	symmetric	provider	

 Provider Platform System (Provider + Platform) 

R-S 
݊ሺܿ ൅ ܽሺെ1 ൅ ሻሻଶߛ

ሺ1 ൅ ݊ሻଶሺ1 െ ሻߛ
 
݊ሺܽሺ1 െ ሻߛ െ ܿሻߛሺܽ ൅ ܿ݊ െ ሻߛܽ

ሺ1 ൅ ݊ሻଶሺ1 െ ሻଶߛ
 
݊ሺܽሺ1 െ ሻߛ െ ܿሻሺܽ െ ߛܽ ൅ ܿሺെ1 ൅ ߛ ൅ ሻሻߛ݊

ሺ1 ൅ ݊ሻଶሺ1 െ ሻଶߛ
 

P-S 
ሺ1 െ ሻ݊ሺܽߛ െ ܿሻଶ

ሺ݊ ൅ 1ሻଶ
 

ሺܽ݊ߛ െ ܿሻଶ

ሺ݊ ൅ 1ሻଶ
 

݊ሺܽ െ ܿሻଶ

ሺ݊ ൅ 1ሻଶ
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	.providers	symmetric	n	with	threshold	P‐S”	or	“R‐S	platform’s	the	called	is	ஈሺ݊ሻߛ	

߲ଶߛஈሺ݊ሻ

߲݊ଶ
ൌ െ

2ሺܽ െ ܿሻଶܿ
ሺܽଶሺെ1 ൅ ݊ሻଶ ൅ 8ܽܿ݊ െ 4ܿଶ݊ሻଷ ଶ⁄ ൏ 0	 (25)

Proposition	8:	The	provider’s	“R‐S	or	P‐S”	threshold	is	independent	of	the	number	of	product	(ser‐
vice)	providers	in	the	market	݊.	However,	the	platform’s	“R‐S	or	P‐S”	threshold	is	concave	in	݊.	

Up	until	 now,	we	have	 shown	 that	most	 of	 the	 results	 remain	 robust	when	 the	number	 of	
providers	increases.	Several	numerical	studies	are	illustrated	to	show	the	effects.	

6. Numerical study 

From	 Fig.	 1,	 the	 horizontal	 axis	 shows	 the	 cutting	 ratio	ߛ,	while	 the	 vertical	 axis	 denotes	 the	
profit.	The	blue	line	is	the	provider’s	profit	with	P‐S,	which	is	a	linearly	decreasing	function	in	ߛ.	
The	red	line	is	the	provider’s	profit	with	R‐S,	which	is	convex	decreasing	in	ߛ.	The	spread,	denot‐
ed	in	the	purple	line,	is	a	uni‐modal	function	in	ߛ.	It	starts	from	the	zero	point,	then	decreases,	
which	means	the	P‐S	is	always	better	than	the	R‐S	for	the	provider.	We	then	illustrate	the	plat‐
form’s	profit	under	different	production	models.	

	
Fig.	1	Provider’s	profit	

Fig.	 2	 shows	 the	 platform’s	 profit	 as	ߛ	varies.	 The	 blue	 line	 denotes	 the	 profit	 under	 P‐S,	
which	 is	an	 increasing	 function	 in	ߛ.	The	red	 line	 is	 the	platform’s	profit	under	R‐S,	which	 is	a	
concave	function	inߛ.	The	purple	line	illustrates	the	spread	between	the	R‐S	and	the	P‐S.	It	starts	
from	 the	 zero	 point,	 then	 increases	 and	 finally	 decreases	 below	 0.	 When	ߛ	is	 larger	 than	 a	
threshold,	itis	more	profitable	for	the	platform	to	select	the	P‐S	model.	

          
Fig.	2	Platform’s	profit	
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Fig. 3 System performance 

Fig. 3 shows the system performance as 𝛾𝛾 varies. The blue line denotes the system perfor-
mance under P-S, which remains stable as 𝛾𝛾 increases. The red line is the total profit under R-S, 
which is a decreasing function in 𝛾𝛾. As 𝛾𝛾 increases, the mismatch between the provider and plat-
form deepens. Therefore, the system performance under R-S is always below that under P-S. The 
purple line illustrates the spread between the P-S and the R-S, which is increasing as 𝛾𝛾 increases. 

7. Discussion and conclusion 
With the emergence of Internet economics, more product (service) providers are selling through 
e-platforms. In this paper, we compare two distinguishing production models, namely, the reve-
nue sharing (R-S) model and the profit sharing (P-S) model. We find that the providers have less 
incentive to operate under the R-S model. The system performance decreases as the cutting ratio 
increases with R-S. Astonishingly, we show that it is not always beneficial for the platform to 
select the revenue sharing model, under which she seems to take no inventory risks by just tak-
ing a sales revenue cut. Additionally, the providers may be better off when the cutting ratio is 
larger than a threshold. We extend the basic model to a case when multiple providers exist. We 
find that the providers’ “R-S or P-S” threshold remains stable as the number of players increases. 
However, the platform’s “R-S or P-S” threshold is concave in the number of players in the mar-
ket. Most of the results are proved to be robust. 

There are several promising extensions along this theoretical framework. We ignore the ran-
domness in our model. When the market is uncertain, the platform is exposed to more opera-
tional risks when she takes the P-S model. How will the results change in such a case? We as-
sume perfect substitution in this paper, does it matter when these providers are selling partial 
substitute (complimentary) products or service via the same platform? Expanding the basic 
model into a dynamic setting would be another valuable study that could provide managerial 
insights for managers. 
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Appendix A 
Proof of Proposition 1: 
∂𝜋𝜋𝑅𝑅𝑅𝑅(𝛾𝛾)
∂𝛾𝛾 = −

(𝑎𝑎(1 − 𝛾𝛾) − 𝑐𝑐)(𝑎𝑎 + 𝑐𝑐 − 𝑎𝑎𝑎𝑎)
4(1 − 𝛾𝛾)2 ≤ 0 

 
Proof of Proposition 2: 
∂Π𝑅𝑅𝑅𝑅�𝑞𝑞∗𝑅𝑅𝑅𝑅(𝛾𝛾)�

∂𝛾𝛾
= 𝑎𝑎2(−1+𝛾𝛾)3+𝑐𝑐2(1+𝛾𝛾)

4(−1+𝛾𝛾)3
= 𝑎𝑎2

4
− 𝑐𝑐2(1+𝛾𝛾)

4(1−𝛾𝛾)3
, ∂

2Π𝑅𝑅𝑅𝑅�𝑞𝑞∗𝑅𝑅𝑅𝑅(𝛾𝛾)�
∂𝛾𝛾2

= −𝑐𝑐2(2+𝛾𝛾)
2(1−𝛾𝛾)4 < 0. By solving the FOC, 

 

we have 𝛾𝛾∗ = 1 − 𝑐𝑐2

31 3⁄ �−9𝑎𝑎4𝑐𝑐2+√3√27𝑎𝑎8𝑐𝑐4+𝑎𝑎6𝑐𝑐6�
1 3⁄ + �−9𝑎𝑎4𝑐𝑐2+√3√27𝑎𝑎8𝑐𝑐4+𝑎𝑎6𝑐𝑐6�

1 3⁄

32 3⁄ 𝑎𝑎2
 

 
Proof of Proposition 3: 

 ∂𝑊𝑊𝑅𝑅𝑅𝑅�𝑞𝑞∗𝑅𝑅𝑅𝑅(𝛾𝛾)�
∂𝛾𝛾

= 𝑐𝑐2𝛾𝛾
2(1−𝛾𝛾)3

< 0 
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Proof of Proposition 5: 

 𝑐𝑐
2(1−2𝛾𝛾)+𝑎𝑎2(1−𝛾𝛾)2−2𝑎𝑎𝑎𝑎(1−𝛾𝛾)2

4(1−𝛾𝛾)2
− (𝑎𝑎−𝑐𝑐)2

4
= − 𝑐𝑐2𝛾𝛾2

4(1−𝛾𝛾)2 < 0 
Proof of Proposition 6:  
∂𝜋𝜋𝑃𝑃𝑃𝑃�𝑞𝑞𝑖𝑖𝑅𝑅𝑅𝑅(𝛾𝛾;𝑛𝑛),𝑛𝑛�

∂𝑛𝑛 = −
(−1 + 𝑛𝑛)(𝑐𝑐 + 𝑎𝑎(−1 + 𝛾𝛾))2

(1 + 𝑛𝑛)3(1 − 𝛾𝛾) < 0 
 

∂𝜋𝜋𝑃𝑃𝑃𝑃�𝑞𝑞𝑖𝑖𝑅𝑅𝑅𝑅(𝛾𝛾;𝑛𝑛),𝑛𝑛�
∂𝛾𝛾 =

𝑛𝑛�𝑐𝑐 + 𝑎𝑎(−1 + 𝛾𝛾)�(𝑎𝑎 + 𝑐𝑐 − 𝑎𝑎𝑎𝑎)
(1 + 𝑛𝑛)2(1 − 𝛾𝛾)2  

 

∂2𝜋𝜋𝑃𝑃𝑃𝑃�𝑞𝑞𝑖𝑖𝑅𝑅𝑅𝑅(𝛾𝛾; 𝑛𝑛),𝑛𝑛�
∂𝛾𝛾2 =

2𝑐𝑐2𝑛𝑛
(1 + 𝑛𝑛)2(1 − 𝛾𝛾)3 > 0 

 
Proof of Proposition 7: 
∂Π𝑅𝑅𝑅𝑅�𝑞𝑞𝑖𝑖𝑅𝑅𝑅𝑅(𝛾𝛾;𝑛𝑛),𝑛𝑛�

∂𝑛𝑛 =
(𝑎𝑎(1 − 𝛾𝛾) − 𝑐𝑐)(2𝑐𝑐𝑐𝑐 + 𝑎𝑎(−1 + 𝑛𝑛)(−1 + 𝛾𝛾))𝛾𝛾

(1 + 𝑛𝑛)3(−1 + 𝛾𝛾)2 < 0 
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A B S T R A C T	   A R T I C L E   I N F O	

Steel	 production	 is	 an	 energy	 intensive	 industry,	 emitting	 a	 considerable	
amount	of	CO2	which	contributes	to	global	warming.	Many	sources	of	energy	
may	be	used	in	steel	production,	incurring	different	costs.	This	research	stud‐
ies	the	effects	of	different	decisions	in	the	supply	chain	network	for	the	pro‐
duction	 of	 hot‐rolled	 steel	 coils	 (HRSC)	 in	 Thailand.	 The	 objectives	 are	 to	
minimise	 the	 total	 cost	of	HRSC	production	as	well	 as	 to	minimise	 the	 total	
CO2	 emissions	 in	 order	 to	 reduce	 environmental	 impact.	 Towards	 meeting	
these	 two	 objectives,	 a	 mathematical	 model	 is	 proposed	 to	 simultaneously	
determine	 the	 choices	 of	 energy,	 raw	 materials,	 and	 transportation	 modes	
with	 regard	 to	 production,	 network,	 and	 business	 constraints.	 Via	 examina‐
tion	of	 the	price	 differences	 for	 available	 raw	materials	 and	 energy	 sources	
several	 scenarios	are	 investigated	 to	evaluate	 their	 impact	on	both	environ‐
mental	 and	economic	 requirements	of	 the	 supply	 chain.	The	analysis	 shows	
that	the	optimal	solutions	are	greatly	affected	by	changes	in	the	prices	of	slabs	
and	scrap,	and	the	cost	of	electricity,	whereas	fuel	oil	and	natural	gas	prices	
only	affect	 the	choice	of	 fuel	 for	 the	pre‐heating	process	of	 the	slabs.	Strate‐
gies	to	operate	under	different	scenarios	are	also	discussed.	
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1. Introduction 
Climate	change	induced	by	global	warming	and	carbon	emissions	has	been	a	growing	concern	in	
recent	decades.	Steel	manufacturing	is	one	of	the	most	energy	intensive	industries,	and	is	respon‐
sible	for	25	%	of	industrial	carbon	emissions,	or	about	9	%	of	the	carbon	emissions	from	energy	
and	processes	[1].	The	World	Steel	Association	[2]	collected	crude	steel	production	data	from	66	
countries	and	recorded	that	the	annual	production	in	2015	reached	1,621	million	metric	tonnes,	
accounting	for	approximately	98	%	of	the	total	world	crude	steel	production.	In	order	to	tackle	
climate	change	and	reduce	carbon	emissions	caused	by	the	iron	and	steel	industry,	the	Interna‐
tional	 Iron	and	Steel	 Institute	(IISI)	submitted	proposals	 to	governments	 in	many	countries	 to	
seek	cooperation	in	order	to	develop	and	create	new	methods	of	production	[3].	New	technolo‐
gies	alone,	however,	are	not	sufficient	to	effectively	reduce	carbon	emissions,	and	there	is	a	need	
to	develop	suitable	management	decision	tools	to	facilitate	the	carbon	reduction	mission.		

There	are	several	studies	addressing	energy	consumption,	environmental	 impacts,	and	cost	
reduction	 in	 the	 steel	 industry	 in	 many	 countries	 across	 the	 globe.	 For	 instance,	 Geilen	 and	
Moriguchi	[4]	developed	a	mathematical	model	in	the	context	of	the	Japanese	iron	and	steel	in‐
dustry,	and	investigated	the	impact	of	CO2	taxes	on	technology	selection	and	other	factors.	Ruth	
and	Amato	[5]	investigated	the	implications	of	changes	in	the	cost	of	carbon	on	energy	usage	and	
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carbon	 emission.	 They	 indicated	 that	 in	 the	 case	 of	 the	US	 iron	 and	 steel	 industry,	 emissions	
could	be	reduced	by	accelerating	the	shift	to	electric	arc	furnaces	or	by	increases	in	the	penalty	
costs	 of	 carbon	 emissions	 by	 perhaps	 technology‐led	 policies.	 Zhang	 and	Wang	 [6]	 identified	
that	energy	in	iron	and	steel	manufacturing	could	be	saved	by	adopting	certain	production	tech‐
niques	such	as	pulverised	coal	injection	and	continuous	casting,	and	observed	that	large	Chinese	
steel	manufacturers	 tended	 to	be	more	energy	efficient	 than	 the	smaller	ones.	Soheili	 [7]	esti‐
mated	that	by	 improving	production	technology	the	oil	consumption	 in	the	Iran	 iron	and	steel	
industry	could	be	reduced	by	about	45.8	million	barrels.	Tongpool	et	al.	[8]	studied	environmen‐
tal	 impacts	 of	 various	 steel	product	 forms	 such	 as	 slab,	hot‐rolled,	 cold‐rolled,	 and	galvanised	
steel	in	Thailand.	They	recommended	that	energy	consumption	could	be	reduced	by	the	use	of	
more	 steel	 scrap.	 Johansson	 and	 Soderstrom	 [9]	 investigated	 energy	 efficiency	measures	 and	
fuel	conversion	options	in	order	to	reduce	CO2	emissions	in	the	Swedish	iron	and	steel	industry.	
It	must	be	noted	that	the	above	studies	tend	to	be	based	on	iron	and	steel	production	processes	
in	individual	plants	in	particular	countries,	rather	than	on	considerations	of	the	supply	chain	as	
a	whole,	and	as	such	the	studies	have	not	taken	the	effects	of	transportation	into	account.	

Modern	management	forces	firms	to	integrate	transportation	planning	in	their	management	
decisions	 in	 order	 to	 reduce	 costs	 and	 provide	 improved	 service	 to	 customers.	 Simultaneous	
integration	of	production	and	transportation	in	a	supply	chain	has	gained	considerable	interest	
in	various	models.	Lee	and	Kim	[10]	extended	the	concept	of	Byrne	and	Bakir	[11]	by	combining	
analytical	 and	 simulation	models	 to	 solve	 production‐distribution	 planning	 problems	 that	 in‐
volved	multi‐products	and	multi‐periods	in	supply	chains.	Zamarripa	et	al.	[12]	considered	two	
different	supply	chains,	each	consisting	of	three	stages,	to	simultaneously	minimise	system	costs	
and	accumulated	delivery	times	from	different	production	echelons	to	the	storage	centres.	They	
used	a	mixed	integer	linear	programming	model	to	optimise	the	supply	chain	planning	problem.	
Dehghanbaghi	 and	 Sajadieh	 [13]	 studied	 complementary	 products	 and	 jointly	 optimised	 their	
production,	inventory,	and	transportation	by	assuming	certain	convexity	properties.	Gholamian	
and	Heydari	 [14]	 integrated	 transportation	operations	and	 routing	with	 location	decision	and	
inventory	control	to	minimise	the	overall	cost.	Koc	et	al.	[15]	coordinated	inbound	and	outbound	
transportation	with	 production	 schedules.	 Their	 study	 assumed	 that	 the	 vehicles	 for	 both	 in‐
bound	and	outbound	transportation	could	be	jointly	utilised.		

Even	though	steel	is	being	increasingly	substituted	by	lighter	materials	in	automobiles,	it	still	
accounts	for	about	half	of	the	vehicle	weight.	Steel	sheets	produced	from	hot‐rolled	coils	(HRSC)	
are	perhaps	the	highest	value	added	item	among	steel	products	and	are	extensively	used	in	the	
automotive	 industry	[16].	Since	 the	whole	steel	supply	chain	encompasses	a	spectrum	of	steel	
manufacturers	and	products,	 this	research	is	 focused	on	the	HRSC	portion	of	the	supply	chain,	
by	using	the	case	of	Thailand.	Thailand	is	the	second	largest	economy	in	the	Southeast	Asia	re‐
gion	(based	on	the	10	member	states	of	ASEAN),	and	a	leading	car	manufacturing	country	in	the	
region.	 In	2016,	 the	country	was	ranked	12th	 in	the	world	 in	total	automotive	production	with	
specialisation	in	light	trucks	and	passenger	cars	[17].	It	is	also	the	third	largest	steel	producer	in	
the	ASEAN	region	with	annual	production	of	10	million	metric	tonnes	[18].	

The	 organisation	 of	 the	 paper	 is	 as	 follows.	 The	 next	 section	 gives	 the	 background	 of	 the	
HRSC	supply	chain	problem	in	more	detail.	Section	3	describes	the	mathematical	model	of	 the	
problem	by	which	the	energy	cost	and	CO2	emission	are	to	be	minimised.	The	energy	cost	in	the	
model	 considers	 both	 the	 production	 and	 transportation	 costs.	 Section	 4	 contains	 numerical	
data	of	the	HRSC	supply	chain	case	study	in	Thailand.	The	results	and	operational	strategies	are	
then	discussed	in	Section	5.	Finally,	Section	6	concludes	the	observations	of	the	study.	

2. Background of hot‐rolled steel coils supply chain in Thailand 

The	steel	supply	chain	starts	from	iron	ore	smelting	factories	as	the	upstream	part	of	the	supply	
chain.	The	products	from	the	smelting	factories	are	called	pig	iron,	crude	iron	or	crude	steel	(de‐
pending	 upon	 the	 shape	 and	 chemical	 composition).	 Refined	 liquid	 steel	 is	 cast	 into	 billets,	
blooms,	and	slabs	to	suit	the	production	in	the	next	part	of	the	chain.	The	midstream	steel	mills	
transform	these	primary	steel	products	into	beams,	rods,	or	coils,	known	as	semi‐finished	prod‐
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ucts,	 through	various	methods	such	as	hot	rolling	and	cold	rolling.	The	semi‐finished	products	
are	later	processed	into	the	final	products	in	various	industries	in	the	downstream	of	the	supply	
chain	[19].	

Thailand	is	the	second	largest	economy	among	the	10	member	states	of	ASEAN,	behind	only	
Indonesia.	The	two	countries	together	account	for	over	half	of	the	GDP	of	the	ASEAN	region,	a	
contribution	of	over	1.25	trillion	USD	annually	[20].	They	are	also	leading	automotive	manufac‐
turers	of	the	region,	and	are	major	users	of	steel	products.	Nonetheless,	the	steel	supply	chain	in	
these	countries	differ	as	there	are	iron	ore	smelting	factories	in	Indonesia	but	none	in	Thailand.	
Hot‐rolled	steel	coils	(HRSC)	make	up	over	30	%	of	the	semi‐finished	steel	products	in	Thailand	
as	they	are	a	versatile	material	that	can	be	used	in	a	wide–range	of	economically	important	in‐
dustries	[21].		

For	 the	HRSC	 supply	 chain	 in	Thailand,	 there	are	 two	 steel	mills	 that	 can	produce	 suitable	
steel	slabs.	The	slabs	are	processed	by	five	HRSC	factories,	two	of	which	are	also	slab	producers.	
The	study	also	considers	13	customers	who	use	the	HRSC	as	the	raw	material	for	their	produc‐
tion	routes.	These	customers	manufacture	steel	products	such	as	cold‐rolled	steel	pipes	and	cold	
formed	structural	steel	sections.	The	pig	iron	used	in	primary	steel	production	for	HRSC	can	be	
imported	through	four	ports.	The	mode	of	transportation	from	the	ports	 is	by	road,	with	addi‐
tional	marine	transportation	to	a	customer	from	a	HRSC	producer.		

The	two	steel	mills	can	also	use	steel	scrap	as	raw	material	for	primary	steel	production	cast	
as	 slabs	 and	 can	 then	 send	 slabs	 directly	 through	 conveyers	 for	 integrated	HRSC	 production.	
Therefore,	they	require	only	internal	transportation	between	the	slab	and	HRSC	production	pro‐
cesses.	 Imported	steel	scrap	arrives	at	sea‐ports.	Domestic	scrap	is	collected	and	the	suppliers	
also	often	 transport	 the	 scrap	by	marine	 transportation	 to	 save	 cost.	 Thus,	 it	 is	 assumed	 that	
steel	scrap	is	obtained	through	ports.	Some	HRSC	are	directly	imported	from	overseas	and	sold	
through	the	HRSC	factories.	Fig.	1	summarises	the	HRSC	supply	chain	network	in	Thailand.	

	

	
Fig.	1	The	structure	of	the	HRSC	supply	chain	network	in	Thailand	

		
To	minimise	the	total	costs	in	the	HRSC	supply	chain,	there	are	three	sets	of	decision	varia‐

bles	involved.	The	first	set	indicates	the	amounts	of	pig	iron,	steel	scrap,	and	slabs	to	be	acquired	
through	 the	ports,	 and	 the	proportions	 to	be	 sent	 to	 the	different	HRSC	mills.	 The	 second	 set	
determines	 the	 suitable	 production	 at	 each	 of	 the	 HRSC	 mills.	 The	 third	 set	 represents	 the	
amounts	of	HRSC	to	be	transported	to	the	customers	via	the	two	transportation	modes.	The	val‐
ues	of	these	decision	variables	influence	the	total	cost	as	well	as	the	total	CO2	emissions	in	the	
supply	chain.	The	objectives	are	to	minimise	both	the	total	costs	and	the	CO2	emissions.	
	 HRSC	production	may	use	fuel	oil	or	natural	gas	as	the	energy	source	in	the	pre‐heating	pro‐
cess.	Some	of	the	mills	in	the	supply	chain	do	not	locate	along	the	national	natural	gas	pipeline,	
so	these	mills	do	not	have	access	to	natural	gas	and	can	only	use	fuel	oil	in	their	production.	The	
HRSC	supply	chain	situation	can	be	formulated	as	a	bi-objective	optimisation	problem	as	shown	
in	the	next	section. 
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3. Mathematical formulation  

The	HRSC	 supply	 chain	 optimisation	problem	with	 total	 costs	 and	CO2	 emission	minimisation	
objectives	can	be	formulated	as	follows.		

3.1 Notation 

The	notation	of	the	mathematical	programme	is	below:	

Indices	
i	 	 	 fuel	input	i	=	1,2,3	(1	=	electricity,	2	=	fuel	oil,	3	=	natural	gas)	
j	 	 	 product	j	=	1,2,3,4	(1=	pig	iron,	2	=	steel	scrap,	3	=	steel	slabs,	4	=	HRSC)	
k	 	 	 steel	mill	k	=	1,2,…,5	
l	 	 	 customer	l	=	1,2,…,13	
m	 	 	 mode	of	transportation	m	=	1,2	(1	=	road,	2	=	marine)	
n	 	 	 source	of	raw	material	n	=	1,2	(1	=	domestic,	2	=	imported)	
p	 	 	 port	p	=	1,2,3,4	
q	 	 	 %	load	

Decision	variables	
Xijk		 	 production	volume	by	fuel	input	i	to	produce	product	j	at	steel	mill	k	
Yjknp	 	 purchased	volume	of	product	j	for	steel	mill	k	from	source	of	raw	material	n	and	
	 	 	 from	port	p	
HRCklm			 volume	of	HRSC	from	steel	mill	k	to	customer	l	by	transportation	mode	m	

Costs	
PCijk	 	 unit	production	cost	by	fuel	input	i	to	produce	product	j	at	steel	mill	k	
MCjknp	 	 unit	material	cost	of	product	j	for	steel	mill	k	from	source	of	raw	material	n	from	
	 	 	 port	p	
MTCjknp		 unit	material	transportation	cost	of	product	j	for	steel	mill	k	from	source	of	raw	
	 	 	 material	n	from	port	p	
FGTCklm	 unit	HRSC	 transportation	cost	 from	steel	mill	k	 to	 customer	 l	by	 transportation	
	 	 	 mode	m	

Demand	and	capacities	
Dl	 	 	 demand	volume	of	customer	l	
CAPFjk	 	 capacity	of	production	of	product	j	by	steel	mill	k	
CAPRMjn	 maximum	amount	of	product	j	that	can	be	purchased	from	source	n	
CAPTm	 	 capacity	of	transportation	mode	m	

Emission	factors		
PEijk	 	 emission	 factor	 of	 production	 process	 by	 fuel	 input	 i	 to	 produce	 product	 j	 at	
	 	 	 steel	mill	k	
MTEjknpq	 emission	factor	of	material	transportation	of	product	j	to	steel	mill	k	from	source	
	 	 	 of	raw	material	n	and	from	port	p	with	%	load	q	
FGTEklmq	 emission	 factor	 of	HRSC	 transportation	 from	 steel	mill	k	 to	 customer	 l	with	%	
	 	 	 load	q	

Loss	and	raw	materials	
α	 	 	 proportion	of	pig	iron	used	to	produce	slabs	
β	 	 	 loss	percentage	of	raw	material	in	the	production	process	
RM	 	 amount	of	raw	material		
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3.2 Constraints 

Demand	and	supply	
The	total	production	and	imported	HRSC	must	meet	the	total	demand	of	the	customers.	

5 3 13

4
1 1 1

i k l
k i l

X D
  

    	 (1)

The	HRSC	delivered	from	the	steel	mills	must	meet	the	demand	of	each	customer.	

2 5

1 1
	 klm l
m k

HRC 	D
 

  ,										 l 		 (2)

The	 total	 amount	 of	HRSC	produced	 and	 imported	must	 at	 least	 equal	 to	 the	 total	 amount	 of	
HRSC	delivered	to	the	customers.	

5 3 2 13 5

4
1 1 1 1 1

i k klm
k i m l k

X HRC
    

     	 (3)

The	amount	of	HRSC	produced	and	imported	by	each	HRSC	mill	must	at	least	equal	to	the	total	
amount	sent	to	the	customers.	

3 4 2 13

4 4 2
1 1 1 1

i k k p klm
i p m l

X Y HRC
   

     ,										 k 		 (4)

There	is	no	HRSC	received	from	domestic	sources.	

4 1 0k pY  ,										 ,k p 		 (5)

The	 total	 amount	 of	 slabs	 produced	 and/or	 purchased	 as	 the	 raw	material	 by	 each	 steel	mill	
must	be	at	least	equal	to	the	total	amount	of	HRSC.	

3 4 3

3 3 2 14
1 1 1

i k k p k
i p i

X Y X
  

    ,										 k 			 (6)

For	HRSC	mills	3,	4	and	5,	there	is	no	HRSC	received	from	domestic	sources.	

4 1 0k pY  ,								for	k	=	3,4,5		and	 p 	 (7)

Capacity	and	utilization	
The	total	production	of	each	product	at	each	HRSC	mill	must	not	exceed	its	capacity.	

3

1
ijk jk

i
X CPAF


 ,										 ,j k 			 (8)

The	HRSC	mills	3,	4,	and	5	cannot	produce	slabs.	
5 3

3
3 1

0i k
k i

X
 

  		 (9)

Every	HRSC	mill	cannot	produce	pig	iron	or	scrap.	
2 3

1 1
0ijk

j i
X

 
  	,										 k 		 (10)

Material	balance	
The	production	of	slabs	in	the	mills 1	and	2	must	equal	the	production	of	HRSC.	

3 3

3 4
1 1

i k i k
i i

X X
 

  	,										for	k	=	1,2		 (11)

A	portion	of	the	raw	material	for	slabs	is	from	pig	iron.	
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4 2 5

1
1 1 1

knp
p n k

Y αRM
  

   		 (12)

The	rest	of	the	raw	material	for	slabs	is	from	scrap.	

 
4 2 5

2
1 1 1

1knp
p n k

Y α RM
  

    		 (13)

The	amount	of	raw	material	must	accommodate	the	loss	in	the	slab production	process.	
5 3

3
1 1

i k
k i

RM β X
 

   		 (14)

The	scrap	purchased	must	not	exceed	the	amount	of	available	scrap.	
4 5

1 1
jknp jn

p k
Y CAPRM

 
  	,										 ,j n 		 (15)

Business	structure	
The	following	constraints	are	based	on	the	business	structure	of	the	HRSC	supply	chain	network	
in	Thailand	in	which	there	are	certain	subsidiary	companies	within	the	chain.	As	a	result,	certain	
mills	prefer	to	serve	some	customers	more	than	the	others.	

The	total	transportation	from	HRSC	mills	1	and	2	must	meet	the	demand	of	customer	6. 	
2 2 4 2 2

6 4 6
1 1 1 1 1

k m knp
m k p n k

HRC Y D
    

      	 (16)

The	total	HRSC	transported	from	mill	3	must	meet	the	demand	of	customer	1.	
2 4 2

31 43 1
1 1 1

m np
m p n

HRC Y D
  

    		 (17)

The	total	HRSC	transported	from	mill	4	must	satisfy	the	demand	of	customer	12.	
2 4 2

412 412 12
1 1 1

m np
m p n

HRC Y D
  

    		 (18)

The	total	HRSC	transported	from	mill	5	must	meet	the	demand	of	customer	11.	
2 4 2

511 411 11
1 1 1

m np
m p n

HRC Y D
  

    		 (19)

The	HRSC	mills	1,	2,	4,	and	5	cannot	access	marine	transportation.	

2 0klHRC  	,										for		k	=	1,2,4,5	and	 l 		 (20)

Decision	variables	
All	of	the	decision	variables	are	non-negative.	

0ijkX  	,										 , ,i j k 		 (21)

0jknpY  	,										 , , ,j k n p 	 (22)

0klmHRC  	,										 , ,k l m 		 (23)

3.3 Objectives 

Two	objectives	as	in	this	formulation.	

z1	: Cost	Optimisation	(CO).	This	objective	is	to	minimise	the	total	costs	which	consist	of	produc‐
tion	cost	(TPC),	raw	material	cost	(TMC),	and	transportation	cost	(TTC). 	
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Min	 																																																	 1z TPC TMC TTC   	 (24)

z2	 : Emission	Optimisation	(EO).	This	objective	is	to	minimise	the	total	CO2	emission	which	in‐
cludes	emission	from	production	process	(TPE)	and	transportation	(TTE). 	

Min	 																																																								 2z TPE TTE  	 (25)

Total	costs	
The	total	production	cost	is	determined	by	the	unit	production	cost	multiplied	by	the	production	
volume.	

5 5 3

1 1 1
ijk ijk

k j i
TPC C X

  
    		 (26)

The	material	cost	is	calculated	from	the	unit	material	cost	multiplied	by	the	total	amount	of	ma‐
terial	acquired.	

4 2 5 5

1 1 1 1
jknp jknp

p n k j
TMC MC Y

   
     		 (27)

The	transportation	cost	includes	the	raw	material	transportation	cost	from	the	ports	to	the	mills,	
and	the	HRSC	transportation	cost	from	the	mills	to	the	customers. The	raw	material	transporta‐
tion	 cost	 is	 determined	 by	 the	 unit	material	 transportation	 cost	multiplied	 by	 the	 number	 of	
trips	from	the	ports. Similarly,	the	HRSC	transportation	cost	is	given	by	the	unit	HRSC	transpor‐
tation	cost	multiplied	by	the	number	of	trips	that	the	HRSC	is	transported.	The	notation	[•]	rep‐
resents	rounding	up	of	the	number	inside	the	symbol.	

4 2 5 5 2 13 5

1 1 1 1 1 1 1

jknp klm
jknp klm

p n k j m l km m

Y HRC
TTC MTC FGTC

CAPT CAPT      

   
    
     

       		 (28)

Total	CO2	emission	
The	total	emission	is	determined	by	the	unit	emission	per	tonne	of	production	multiplied	by	the	
production	volume.	

5 5 3

1 1 1
ijk ijk

k j i
TPE PE X

  
    		 (29)

The	emission	from	transportation	consists	of	the	emissions	from	raw	material	and	HRSC	trans‐
portation. The	raw	material	transportation	emission	comprises	of	the	emissions	of	full-load	and	
no‐load	of	the	trucks. Similarly,	 the	HRSC	transportation	emission	includes	the	full-load	trans‐
portation	emission	calculated	from	the	unit	emission	of	full-load	HRSC	transportation	per	tonne	
multiplied	 by	 the	 total	HRSC	 volume,	 and	no-load	 transportation	 emission	determined	by	 the	
unit	emission	of	no-load	HRSC	transportation	multiplied	by	the	total	number	of	no‐load	trips.	

4 2 5 4 4 2 5 4

1 2
1 1 1 1 1 1 1 1

2 13 5 2 13 5

1 2
1 1 1 1 1 1

jknp
jknp jknp jknp

p n k j p n k j m

klm
klm klm klm

m l k m l k m

Y
TTE MTE Y MTE

CAPT

HRC
HRC FGTE FGTE

CAPT

       

     

  
   
    

  
       

       

     

		
(30)

4. A case study 

The	 steel	mills	 are	 indicated	 as	 P1-P5. Their	 production	 capacities	 are	 shown	 in	 Table	 1. The	
demands	of	the	customers,	D1-D13,	are	given	in	Table	2. The	unit	production	costs	based	on	the	
energy	source	in	different	steel	mills	are	displayed	in	Table	3 (THB	refers	to	Thai	Baht	which	is	
Thailand’s	 currency).	 The	 unit	 production	 costs	 of	 slabs	 in	 the	 steel	mills	 3,	 4,	 and	 5	 are	 not	
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shown	 in	 the	 table	 since	 these	mills	 cannot	 produce	 slabs.	 Table	 4	 presents	 the	 unit	material	
costs	and	availability	of	different	materials. 

Table	5	presents	the	unit	transportation	cost	from	the	ports	to	the	mills	by	trucks,	each	with	
40	tonnes	capacity.	The	unit	transportation	costs	by	road	and	marine	of	HRSC	are	shown	in	Ta‐
ble	6.	Trucks	of	the	same	40	tonnes	capacity	are	also	used	in	HRSC	transportation.	Only	P3	has	
access	to	the	marine	transportation	mode	with	8,000	tonnes	capacity	per	trip	by	barges.	Howev‐
er,	the	barge	transportation	cannot	be	applied	to	customer	1.		
	

Table	1	Production	capacities	of	the	steel	mills	(in	1,000	tonnes)	

Product	
Plant

P1	 P2 P3 P4 P5
					Slab	 3,000	 1,800 0 0 0	
					HRSC	 3,000	 1,800 4,000 1,000	 500

	
Table	2	HRSC	demands	of	the	customers	(in	1,000	tonnes)	

					Customer	 D1	 D2	 D3 D4 D5 D6	 D7
					HRSC	 720 240	 600 150 180 336	 60
					Customer	 D8	 D9	 D10 D11 D12 D13	
					HRSC	 180 176.4	 104.4 3,900 54 180	

	
Table	3	Unit	production	costs	by	energy	source	and	product	(THB/tonne)	

Energy	
Plant

P1	 P2 P3 P4	 P5
					Electricity	–	Slab	 1,200	 1,314 ‐ ‐	 ‐	
					Electricity	–	HRC	 1,104	 930 408 540	 474
					Fuel	oil	–	HRC	 464	 487 876 914	 895
					Natural	gas	– HRC	 320	 336 2,183 1,108	 1,330

	
Table	4	Unit	material	costs	and	availability	of	raw	materials	

Cost/Availability	
Product

Imported	
pig	iron	

Domestic	
scrap	

Imported	
scrap	

Imported		
slab	

Imported	
HRC	

Price	(THB/tonne)	 16,591	 12,276 14,731 18,228	 35,000
Capacity	(tonnes)	 560,063	 2,478,273 12,599,807 452,9038	 23,534,220
	

Table	5	The	unit	material	transportation	cost	from	ports	to	steel	mills	(THB/trip)	

Port	
Plant

P1	 P2 P3 P4 P5
Port1	 4,011	 1,995 37,170 7,980	 11,970
Port2	 1,799	 4,543 33,460 4,669	 8,330
Port3	 34,020	 37,170 469 29,750	 25,410
Port4	 8,540	 11,760 26,110 4,333	 1,225

	
Table	6	The	unit	HRSC	transportation	cost	by	truck	and	barge	(THB/trip)	

Customer	
Plant

P1	 P2	 P3 P3
(Barge)	

P4	 P5

D1	 34,090	 37,310	 147 ‐ 29,890	 25,550
D2	 3,948	 1,806	 36,750 17,000 7,770	 11,830
D3	 3,941	 1,925	 37,100 17,000 7,910	 11,900
D4	 1,316	 2,611	 34,930 14,500 5,719	 9,730
D5	 2,303	 1,561	 35,490 17,000 6,258	 10,290
D6	 10,010	 13,230	 24,780 13,500 5,950	 1,547
D7	 8,400	 11,620	 26,110 13,500 4,193	 903
D8	 10,360	 13,510	 26,950 13,500 6,111	 1,540
D9	 9,800	 13,020	 26,390 13,500 5,586	 1,015
D10	 8,890	 12,110	 25,970 13,500 4,669	 791
D11	 9,240	 12,390	 25,830 13,500 4,998	 427
D12	 8,890	 12,110	 25,340 13,500 4,746	 427
D13	 1,316	 2,611	 34,720 14,500 5,747	 9,800
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The	unit	production	emission	factors	are	presented	in	Table	7.	The	CO2	emission	in	the	pro‐
duction	 process	 is	 calculated	 from	 the	 energy	 used	 in	 the	melting	 and	 pre‐heating	 processes.	
Tables	8	to	12	show	unit	material	and	HRSC	transportation	emission	factors,	 for	both	full‐load	
and	no‐load	of	the	two	transportation	modes.	
	

Table	7	Unit	production	emission	factors	(kgCO2/tonne)	

Energy	
Plant

P1	 P2 P3 P4 P5
Elec	– Slab	 224.40	 245.72	 0	 0	 0	
Elec	– HRC	 206.45	 173.91	 76.30	 100.98	 88.64	
Fuel	– HRC	 65.37	 68.62	 123.32	 128.74	 126.03	
NG	– HRC	 47.40	 49.76	 89.42	 93.35	 91.39	

	
Table	8	Unit	material	transportation	emission	factors	by	full-load	truck	(kgCO2/tonne)	

Port	
Plant

P1	 P2 P3 P4 P5
Port1	 2.30	 1.14 21.29 4.57 6.86
Port2	 1.03	 2.60 19.17 2.67 4.77
Port3	 19.49	 21.29 0.27 17.04	 14.56
Port4	 4.89	 6.74 14.96 2.48 0.70

	
Table	9	Unit	material	transportation	emission	factors	by	no-load	truck	(kgCO2/trip)	

Port	
Plant

P1	 P2 P3 P4 P5
Port1	 44.72	 22.24 414.45 88.98	 133.47
Port2	 20.06	 50.65 373.08 52.06	 92.88
Port3	 379.32	 414.45 5.23 331.71	 283.32
Port4	 95.22	 131.12 291.13 48.31	 13.66

	
Table	10	Unit	HRSC	transportation	emission	factors	by	full-load	truck	(kgCO2/tonne)	

Customer	
Plant

P1	 P2 P3 P4 P5
D1	 19.53	 21.37 0.08 17.12	 14.64
D2	 2.26	 1.03 21.05 4.45	 6.78
D3	 2.26	 1.10 21.25 4.53	 6.82
D4	 0.75	 1.50 20.01 3.28	 5.57
D5	 1.32	 0.89 20.33 3.58	 5.89
D6	 5.73	 7.58 14.20 3.41	 0.89
D7	 4.81	 6.66 14.96 2.40	 0.52
D8	 5.93	 7.74 15.44 3.50	 0.88
D9	 5.61	 7.46 15.12 3.20	 0.58
D10	 5.09	 6.94 14.88 2.67	 0.45
D11	 5.29	 7.10 14.8 2.86	 0.24
D12	 5.09	 6.94 14.52 2.72	 0.24
D13	 0.75	 1.50 19.89 3.29	 5.61

	
Table	11	Unit	HRSC	transportation	emission	factors	by	no-load	truck	(kgCO2/trip) 

Customer	
Plant

P1	 P2 P3 P4 P5
D1	 380.10	 416.01 1.64 333.27	 284.88
D2	 44.02	 20.14 409.76 86.64	 131.90
D3	 43.94	 21.46 413.67 88.20	 132.69
D4	 14.67	 29.11 389.47 63.77	 108.49
D5	 25.68	 17.41 395.71 69.78	 114.73
D6	 111.61	 147.51 276.30 66.34	 17.25
D7	 93.66	 129.56 291.13 46.75	 10.07
D8	 115.51	 150.64 300.49 68.14	 17.17
D9	 109.27	 145.17 294.25 62.28	 11.32
D10	 99.12	 135.03 289.57 52.06	 8.82
D11	 103.03	 138.15 288.00 55.73	 4.76
D12	 99.12	 135.03 282.54 52.92	 4.76
D13	 14.67	 29.11 387.13 64.08	 109.27
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Table	12	Unit	HRSC	transportation	emission	factors	of	marine	transportation	of	P3	to	customers	(kgCO2/trip) 
Customer	 D1 D2	 D3 D4 D5 D6	 D7

Barge	(full‐load)	 ‐	 0.43	 0.43 0.38 0.43 0.27	 0.27
Barge	(no‐load)	 ‐	 0.43	 0.43 0.38 0.43 0.27	 0.27

Customer	 D8 D9	 D10 D11 D12 D13	
Barge	(full‐load)	 0.27 0.27	 0.27 0.27 0.27 0.38	
Barge	(no‐load)	 0.27 0.27	 0.27 0.27 0.27 0.38	

5. Results, discussion and operational strategies 

5.1 Numerical results 

Using	the	data	in	Section	4	and	Excel	Premium	Solver	to	obtain	the	optimal	solutions,	the	results	
show	that	 the	 total	cost	obtained	based	on	the	cost	optimisation	(CO)	model	 is	 lower	 than	 for	
that	based	on	emission	optimisation	(EO)	by	approximately	THB	9.56	million	or	16.08	%. Table	
13	shows	these	results	in	more	detail. On	the	other	hand,	the	EO	model	emphasises	reduction	of	
the	 overall	 CO2	 emission	 of	 the	 supply	 chain. Therefore,	 the EO	model	 yields	 lower	 total	 CO2	

emission	than	for	that	based	on	the	CO	model	by	about	620.63	thousand	tonnes	of	CO2	or	47.82	
%.	It	is	important	to	note	that	the	solution	from	the	EO	model	yields	higher	slab	usage	for	which	
(not	shown	here)	a	large	part	must	be	imported.	The	EO	model	also	suggests	substantially	lower	
scrap	usage	to	reduce	the	energy	(which	leads	to	CO2	emission)	required	for	slab	production.		

The	cost	saved	by	the	CO	model	is	mainly	from	processing	scrap	to	produce	slabs	because	the	
price	of	imported	slabs	is	higher	than	that	of	domestic	slabs	produced	by	P1	and	P2.	However,	
the	 cost	 saving	 incurs	 higher	 energy	 usage	 of	 electricity	 and	 fuel	 oil	 in	 comparison	 to	 the	 EO	
model.	Electricity	 is	consumed	mainly	 in	P1	and	P2	to	produce	slabs.	Moreover,	among	all	 the	
production	 plants	 P3	 is	 the	 most	 active	 one	 using	 the	 highest	 amount	 of	 imported	 slabs.	 It	
should	be	noted	that	P3	utilises	mainly	fuel	oil,	and	this	leads	to	a	sharp	increase	(46	%)	in	fuel	
oil	usage	in	the	solution	to	the	EO	model.	

These	results	 imply	that	there	is	a	price	to	pay	to	obtain	lower	CO2	emission.	 In	comparing	
the	results	based	on	the	CO	and	EO	models,	 the	reduction	of	about	620.63	thousand	tonnes	of	
CO2	emission	comes	with	 the	disadvantage	of	 increased	 total	 cost	of	over	9.56	billion	THB,	or	
approximately	15.40	THB/kgCO2.	This	cost	per	kgCO2	may	be	used	as	a	benchmark	for	the	gov‐
ernment	when	 introducing	policies	 to	encourage	 steel	mills	 to	 reduce	 their	emissions.	For	ex‐
ample,	CO2	emission	may	be	reduced	by	simply	using	cleaner	energy	sources	such	as	natural	gas.		

The	government	may	choose	 to	 subsidise	 the	 cost	of	natural	 gas	 to	 lower	 its	price	and	en‐
courage	steel	mills	to	use	more	natural	gas	for	production.	On	the	other	hand,	the	results	from	
the	EO	model	involve	greater	use	of	imported	slabs.	To	prevent	excessive	use	of	imported	slabs	
and	the	weakening	of	the	competitiveness	of	domestic	slab	manufacturers,	the	government	may	
temporarily	impose	a	higher	import	tax	rate	on	slabs	sourced	overseas	as	and	when	required.	

	The	production	of	HRSC	involves	costs	and	CO2	emissions	and	their	distribution	(in	percent‐
age)	 is	 as	 shown	 in	Table	14.	 From	 the	 table,	 the	majority	 of	 the	 cost	 is	 located	at	P1	and	P2	
where	scrap	 is	processed	 to	make	slabs	and	 then	HRSC.	 In	addition,	 these	 two	mills	also	have	
access	to	the	national	natural	gas	pipeline.	Natural	gas	is	a	cheaper	source	of	energy	than	fuel	oil.	
Hence,	the	production	of	HRSC	is	allocated	to	these	two	mills	in	order	to	reduce	the	overall	cost	

Table	13	The	total	cost,	total	emission,	proportion	of	energy	usage	and	material	usage	for	the	cost	and	
emission	optimisation	models	

Opt.	model	
Total	cost	
(Millions	
THB)	

Total	emis‐
sion	(Mil‐
lions	kgCO2)	

Energy	usage	(%) Material	usage	(%)
Melting
process	

Pre-heating	process	
Pig	
Iron	

Scrap	 Slab	
Electricity	 Fuel	

Oil	
Natural	
Gas	

Cost	(A)	 59,420.27	 1,297.80 64 18 18 7	 59	 34
Emission	(B)	 68,975.51	 677.18	 32 0 68 1	 9	 90
(A)‐(B)	 -9 ,555.24	 +620.63 +32 +18 -50 +6	 +50	 -54
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of	the	supply	chain.	The	cost	incurred	at	P3,	the	third	highest	cost	percentage,	is	spent	on	pro‐
cessing	imported	slabs	to	make	HRSC.	Since	P3	can	access	marine	transportation,	which	results	
in	lower	cost	than	trucks	to	the	customers,	it	is	highly	utilised	compared	to	P4	and	P5.	The	re‐
sults	also	show	that	P5	is	preferred	over	P4	to	process	slabs,	as	indicated	by	the	higher	cost	per‐
centage.	This	is	perhaps	due	to	the	proximity	of	customers,	not	already	served	by	P1	to	P3,	being	
closer	to	P5	than	P4.	

Table	14	also	shows	that	the	production	of	HRSC	in	P1	and	P2	is	greatly	reduced	due	to	the	
import	 of	 slabs	 as	 already	mentioned.	Moreover,	 P3	 imports	most	 of	 the	 slabs	 and	 processes	
them	to	HRSC	in	this	model	because	the	model	tries	to	utilise	the	cheaper	marine	transportation	
to	the	customers.	P5	is	also	preferred	over	P4	in	this	model	because	close	proximity	between	P5	
to	the	customers	leads	to	lower	CO2	emission.	

	
Table	14	Percentage	distribution	of	HRSC	production	

Model	
Plant

P1	 P2 P3 P4 P5
CO	(%)	 25	 40 21 2 12
EO	(%)	 0	 10 77 2 12

	

5.2 Sensitivity analysis and operational strategies 

The	prices	of	different	energy	sources	and	raw	materials	are	key	in	the	decisions	to	be	made	in	
the	CO	and	EO	models.	Using	the	data	from	the	past	five	years,	the	prices	of	the	energy	sources	
and	raw	materials	change	with	±	35	%	range.	Three	energy	sources,	electricity,	fuel	oil	and	natu‐
ral	gas,	as	well	as	two	raw	materials,	steel	scrap	and	slabs,	are	tested	for	+35	%	(High	or	H)	and	
–35	%	 (Low	or	L)	 change	 in	prices	 from	 the	nominal	 values	used	 in	 Section	5.1.	The	pig	 iron	
price	is	not	examined	here	because	its	price	often	changes	similarly	with	the	price	of	the	slabs.		

A	notation	HHHHH	represents	 the	high	 level	of	all	prices	of	electricity,	 fuel	oil,	natural	gas,	
scrap,	and	slabs,	respectively,	whereas	LLLLL	denotes	the	low	level	in	all	five	factors.	Since	there	
are	five	factors,	each	with	two	levels	(high	and	low),	there	is	a	total	of	32	scenarios	to	be	tested.	
The	results	are	summarised	in	Fig.	2.	Table	15	highlights	the	total	costs	and	total	emission	of	the	
HHHHH,	LLLLL,	HHLLL,	and	LLLHL	scenarios.	The	scenario	of	HHHHH	yields	 the	highest	 total	
cost	as	expected	since	prices	of	all	the	factors	are	at	the	high	level	(or	most	expensive).	Likewise,	
the	LLLLL	scenario	results	in	the	lowest	anticipated	total	costs.	Fig.	2	also	shows	two	interesting	
scenarios	which	are	HHLLL	and	LLLHL.	They	are	both	trade‐off	points	between	the	total	costs	
and	the	total	emission.	

	
Fig.	2	Plot	of	total	costs	and	total	emission	of	32	cases	tested	
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Table	15	Total	costs	(in	Millions	THB)	in	the	case	of	all	high	or	low	price	levels	

Case	
Total	Costs

(Millions	THB)	
Total	Emission	
(Millions	kgCO2)	

HHHHH	 68,017.83 778.51	
LLLLL	 52,015.28 1,297.80	
LLLHL	 53,562.74 782.42	
HHLLL	 55,759.24 765.00	

	

In	the	LLLHL	scenario	in	which	all	three	energy	sources	are	at	their	lowest	price	levels,	the	
model	may	select	any	inexpensive	source	of	energy	to	minimise	the	total	costs.	Comparing	this	
scenario	with	the	HHHHH	situation,	their	total	emission	values	are	relatively	similar	but	the	to‐
tal	costs	of	the	LLLHL	scenario	is	less	due	to	lower	energy	costs.	As	for	the	HHLLL	scenario,	both	
materials	(scrap	and	slabs)	are	at	their	low	price	levels.	Thus,	the	model	tries	to	balance	the	us‐
age	of	both	materials	to	lower	the	total	costs.	Since	only	the	natural	gas	factor	is	at	the	low	level	
in	 the	HHLLL	 scenario	 (the	other	 two	 sources	of	 energy	are	 at	 the	high	 levels),	 natural	 gas	 is	
preferred	to	keep	the	total	costs	low.	However,	the	emission	of	the	HHLLL	scenario	is	lower	than	
that	of	the	LLLHL	one.		

We	may	conclude	from	these	results	and	from	Fig.	2	that	the	availability	of	inexpensive	ener‐
gy	sources	tends	to	lead	to	lower	total	costs.	As	for	the	total	emission,	it	may	not	be	totally	con‐
clusive.	It	should	be	noted,	however,	that	the	combination	HL	of	the	scrap	and	slabs,	respective‐
ly,	often	leads	to	lower	total	emission.		

In	the	HRSC	supply	chain,	electricity	 is	the	primary	source	of	energy	in	the	production	pro‐
cess.	Increase	in	the	electricity	price	will	encourage	imports	of	HRSC	from	overseas	to	avoid	high	
production	cost.	Although	not	ideal	from	a	metallurgical	viewpoint	fuel	oil	and	natural	gas	could	
be	used	to	melt	scrap	prior	to	casting	into	slabs.	Increase	in	the	prices	of	either	fuel	oil	and	natu‐
ral	gas	may	 lead	 to	reduction	 in	scrap	processing	 to	keep	 the	overall	 cost	 low.	 Increase	 in	 the	
domestic	 scrap	price	 is	 likely	 to	boost	 slab	 imports	 to	be	used	as	 the	 raw	materials	 for	HRSC	
production.	On	the	contrary,	if	the	price	of	imported	slabs	increases,	the	steel	mills	may	decide	
to	increase	utilisation	of	domestic	scrap.	Solutions	that	increase	raw	material	imports	are	likely	
to	 decrease	 the	 total	 emissions	 in	 Thailand,	 but	 they	may	 not	 yield	 the	 lowest	 total	 costs.	 To	
lower	the	total	emission,	the	use	of	fuel	oil	should	be	avoided	but	the	use	of	electricity	and	natu‐
ral	gas	should	be	encouraged	as	the	latter	two	are	cleaner	sources	of	energy.	

Hence,	the	operational	strategies	could	be	summarised	as	the	followings.	

 The	combination	of	high	price	of	domestic	scrap	and	low	price	of	domestic	slabs	encour‐
ages	lower	total	emission	of	the	HRSC	supply	chain.	

 When	the	domestic	electricity	price	is	high,	HRSC	should	be	 imported	to	avoid	high	pro‐
duction	cost.	

 When	the	prices	of	fuel	oil	and	natural	gas	are	high,	scrap	processing	should	be	reduced.	
 When	the	price	of	the	domestic	scrap	increases,	scrap	imports	could	be	increased	to	lower	

the	total	costs;	and	domestic	CO2	emission	is	consequently	decreased.	
 To	lower	the	total	emission,	fuel	oil	should	be	avoided.	

Moreover,	in	the	steel	supply	chain,	there	could	be	a	sudden	increase	of	imported	raw	mate‐
rials,	especially	slabs,	from	“price	dumping”,	particularly	when	the	oversea	suppliers	have	excess	
stocks.	 This	 can	 weaken	 the	 competitiveness	 of	 local	 suppliers	 if	 the	 situation	 becomes	 pro‐
longed.	 In	 this	 situation,	 the	 government	may	 impose	 temporary	measures	 to	 counterbalance	
the	price	of	the	imported	materials.	To	encourage	the	use	of	cleaner	sources	of	energy,	the	gov‐
ernment	may	 issue	 policies	 to	 subsidise	 certain	 sources	 of	 energy	 that	 has	 low	 CO2	 emission	
rate,	or	impose	additional	taxes	to	those	energy	sources	with	high	rate	of	CO2	emission.	

6. Conclusion 

This	 research	develops	a	bi-objective	model	of	 the	HRSC	supply	chain	 in	Thailand. The	objec‐
tives	are	to	minimise	the	total	costs	(CO	model) of	the	HRSC	production	as	well	as	to	minimise	
the	total	CO2	emission	(EO	model) in	order	to	reduce	environmental	impact. The	HRSC	supply	
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chain consists of four ports, five steel mills (P1 to P5), and 13 customers. There are three sources 
of energy, four types of products, and two modes of transportation, full-load and no-load trips, 
and two sources of materials. To demonstrate the use of the model, numerical data from the 
HRSC supply chain in Thailand are applied.  

The results show that different objectives yield different production and energy usage. In the 
solution of the CO model, P2 and P1 should produce 40 % and 25 % of the total production, re-
spectively, while electricity is used as the primary source of energy in the production of about 
2/3 of all the energy required. But in the EO model, the total domestic production is reduced to 
cut down emissions. Among the other three steel mills, the majority or 77 % of the additional 
production is assigned to P3 which is located closest to the customers, resulting in reduction of 
the emissions caused by transportation. The steel mill P1, on the other hand, should limit its 
production since it is located furthest from the customers. This, however, may be difficult to 
implement in certain situations as there is a minimum production requirement to keep the mill 
open and operating efficiently.  

Strategies for certain circumstances are suggested depending upon the objective of minimis-
ing the total costs or the total emissions or both. Moreover, during the initial period of price 
dumping, the government may temporarily impose import tax to safeguard competitiveness of 
the local manufacturers. Governmental policies and support to promote the use of cleaner ener-
gy sources are highly encouraged to stimulate sustainability of the industry.  

The model presented in this research is a specific example of a more general three-echelon 
supply chain model, specifically suppliers (or ports in this case)-manufacturers-customers. Fu-
ture research may consider inclusion of uncertainty, such as via demands and costs.  

Acknowledgement 
This research was supported by Thailand Research Fund under grant number RDG 5650042-003, and the KMUTT 55th 
Anniversary Commemorative Fund. 

References 
[1] Allwood, J.M., Cullen, J.M., Milford, R.J. (2010). Options for achieving a 50% cut in industrial carbon emissions by 

2050, Environmental Science & Technology, Vol. 44, No. 6, 1888-1894, doi: 10.1021/es902909k. 
[2] The Association of Southeast Asian Nations (2016). ASEAN Member States, from http://asean.org/asean/asean-

member-states, accessed March 24, 2017. 
[3] International Iron and Steel Institute (IISI) (1997). IISI life cycle inventory study for steel industry products, 

from https://www.worldsteel.org/, accessed March 25, 2017. 
[4] Geilen, D., Moriguchi, Y. (2002). CO2 in the iron and steel industry: An analysis of Japanese emission reduction 

potentials, Energy Policy, Vol. 30, No. 10, 849-863, doi: 10.1016/S0301-4215(01)00143-4. 
[5] Ruth, M., Amato, A. (2002). Vintage structure dynamics and climate change policies: The case of US iron and 

steel, Energy Policy, Vol. 30, No. 7, 541-552, doi: 10.1016/S0301-4215(01)00129-X. 
[6] Zhang, J., Wang, G. (2008). Energy saving technologies and productive efficiency in the Chinese iron and steel 

sector, Energy, Vol. 33, No. 4, 525-537, doi:10.1016/j.energy.2007.11.002. 
[7] Sohaili, K. (2010). The impact of improvement in Iran iron and steel production technology on environment 

pollution, Procedia Environmental Sciences, Vol. 2, 262-269, doi: 10.1016/j.proenv.2010.10.032. 
[8] Tongpool, R., Jirajariyavech, A., Yuvaniyama, C., Mungcharoen, T. (2010). Analysis of steel production in Thai-

land: Environmental impacts and solutions, Energy, Vol. 35, No. 10, 4192-4200, doi: 10.1016/j.energy.2010. 
07.003. 

[9] Johansson, M.T., Söderström, M. (2011). Options for the Swedish steel industry – Energy efficiency measures and 
fuel conversion, Energy, Vol. 36, No. 1, 191-198, doi: 10.1016/j.energy.2010.10.053. 

[10] Lee, Y.H., Kim, S.H. (2002). Production-distribution planning in supply chain considering capacity constraints, 
Computers & Industrial Engineering, Vol. 43, No. 1-2, 169-190, doi: 10.1016/S0360-8352(02)00063-3. 

[11] Byrne, M.D., Bakir, M.A. (1999). Production planning using a hybrid simulation-analytical approach, Internation-
al Journal of Production Economics, Vol. 59, No. 1-3, 305-311, doi: 10.1016/S0925-5273(98)00104-2. 

[12] Zamarripa, M.A., Aguirre, A.M., Méndez, C.A., Espuña, A. (2012). Improving supply chain planning in a competi-
tive environment, Computers & Chemical Engineering, Vol. 42, 178-188, doi: 10.1016/j.compchemeng.2012. 
03.009. 

[13] Dehghanbaghi, N., Sajadieh, M.S. (2017). Joint optimization of production transportation and pricing policies of 
complementary products in a supply chain, Computers & Industrial Engineering, Vol. 107, 150-157, doi: 10.1016 
/j.cie.2017.03.016. 

Advances in Production Engineering & Management 13(1) 2018 105 
 

https://doi.org/10.1021/es902909k
http://asean.org/asean/asean-member-states
http://asean.org/asean/asean-member-states
https://www.worldsteel.org/
https://doi.org/10.1016/S0301-4215(01)00143-4
https://doi.org/10.1016/S0301-4215(01)00129-X
https://doi.org/10.1016/j.energy.2007.11.002
https://doi.org/10.1016/j.proenv.2010.10.032
https://doi.org/10.1016/j.energy.2010.07.003
https://doi.org/10.1016/j.energy.2010.07.003
https://doi.org/10.1016/j.energy.2010.10.053
https://doi.org/10.1016/S0360-8352(02)00063-3
https://doi.org/10.1016/S0925-5273(98)00104-2
https://doi.org/10.1016/j.compchemeng.2012.03.009
https://doi.org/10.1016/j.compchemeng.2012.03.009
https://doi.org/10.1016/j.cie.2017.03.016
https://doi.org/10.1016/j.cie.2017.03.016


Somboonwiwat, Khompatraporn, Miengarrom, Lerdluechachai 
 

[14] Gholamian, M.R., Heydari, M. (2017). An inventory model with METRIC approach in location-routing-inventory 
problem, Advances in Production Engineering & Management, Vol. 12, No. 2, 115-126, doi: 10.14743/apem 2017. 
2.244. 

[15] Koç, U., Toptal, A., Sabuncuoglu, I. (2017). Coordination of inbound and outbound transportation schedules with 
the production schedule, Computers & Industrial Engineering, Vol. 103, 178-192, doi: 10.1016/j.cie.2016.11.020. 

[16] Jung, K.H., Lee, S.K. (2006). New paradigm of steel mills in the supply chain of automotive sheets, Supply Chain 
Management: An International Journal, Vol. 11, No. 4, 328-336, doi: 10.1108/13598540610671770. 

[17] Organisation Internationale des Constructeurs d’Automobiles (2016). Production statistics, from http:// 
www.oica.net/category/production-statistics, accessed March 24, 2017. 

[18] South East Asia Iron and Steel Institute (2013). Steel statistical yearbook 013, from https://www.worldsteel.org/, 
accessed March 24, 2017. 

[19] Zadeh, A.S., Sahraeian, R., Homayouni, S.M. (2014). A dynamic multi-commodity inventory and facility location 
problem in steel supply chain network design, The International Journal of Advanced Manufacturing Technology, 
Vol. 70, No. 5-8, 1267-1282, doi: 10.1007/s00170-013-5358-2. 

[20] The Office of Industrial Economics (2012). Annual report of Thailand economics situation, from https://www. 
bot.or.th, accessed January 30, 2017. 

[21] Department of Alternative Energy Development and Efficiency (2011). Annual report of Thailand energy situa-
tion 2011, from http://weben.dede.go.th/webmax/, accessed January 30, 2017. 

106 Advances in Production Engineering & Management 13(1) 2018 
 

https://doi.org/10.14743/apem2017.2.244
https://doi.org/10.14743/apem2017.2.244
https://doi.org/10.1016/j.cie.2016.11.020
https://doi.org/10.1108/13598540610671770
https://www.worldsteel.org/
https://doi.org/10.1007/s00170-013-5358-2
http://weben.dede.go.th/webmax/


 
 
 
   

107 
 

	

Advances	in	Production	Engineering	&	Management	 ISSN	1854‐6250	

Volume	13|	Number	1	|	March	2018	|	pp	107–117	 Journal	home:	apem‐journal.org	

https://doi.org/10.14743/apem2018.1.277 Original	scientific	paper	

 
 

A study of the impact of ergonomically designed workplaces 
on employee productivity 

Leber, M.a,*, Bastič, M.b, Moody, L.c, Schmidt Krajnc, M.d 
aUniversity of Maribor, Faculty of Mechanical Engineering, Maribor, Slovenia 
bUniversity of Maribor, Faculty of Economics and Business, Maribor, Slovenia 
cCoventry University, Faculty of Arts and Humanities, Coventry, United Kingdom 
dUniversity of Maribor, Faculty of Education, Maribor, Slovenia 
 
 
A B S T R A C T	   A R T I C L E   I N F O	

Ergonomics	 principles	 help designing	 the	 workplace	 in	 a	 way	 that	 makes	
work	more	efficient	and	safer.	Employee	satisfaction	 increasingly	affects	 the	
productivity	of	a	process,	which	also	includes	disabled	people	and	represents	
an	important	source	of	human	resources.	In	the	framework	of	the	EU‐project	
ERGO	WORK	a	survey‐based	research	was	conducted	to	measure	the	satisfac‐
tion	of	people	with	disabilities	(PWD)	in	their	workplace	and	asses	how	their	
satisfaction	was	 perceived	 by	 employers	 in	 UK,	 Poland	 and	 Slovenia.	 Three	
hundred	 and	 three	 respondents	 were	 involved	 in	 the	 survey.	 Results	 show	
that	PWD	place	a	great	emphasis	on	the	satisfaction	in	the	workplace.	PWD	in	
Slovenia	 are	 more	 satisfied	 than	 PWD	 in	 Poland,	 whereas	 the	 employers’	
perception	of	the	satisfaction	of	PWD	and	other	employees	in	Poland,	Slovenia	
and	UK	does	not	vary.	A	general	adaptation	of	the	workplace	significantly	and	
positively	 influences	 the	 satisfaction	 of	 persons	with	 disability	 and	 that	 the	
adaptation	of	the	workplace	to	the	needs	of	PWD	is	better	if	employers	have	
access	to	knowledge,	special	equipment	and	financial	resources.	
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1. Introduction 
1.1 Theoretical frame 

In	a	time	of	high	unemployment,	employers	are	generally	less	interested	in	fulfilling	employees’	
individual	 needs.	 This	 trend	 is	 especially	 visible	 in	 poorer	European	 countries	 for	 example	 in	
Poland	where	employees	are	often	underpaid	with	poor	job	agreements	[1].	In	a	situation	where	
non‐disabled	employees	are	struggling,	with	many	agreeing	to	work	in	very	unfavourable	condi‐
tions,	people	with	disabilities	are	even	more	challenged	to	enter	the	 labour	market.	 In	Poland,	
discrimination	against	persons	with	disabilities	(12.2	%	of	the	population)	has	been	tackled	in	
numerous	ways,	however	whilst	their	role	is	seen	to	be	increasing,	PWD	are	still	largely	invisible	
in	public	 [2].	Companies	 in	Poland	with	at	 least	25	employees	are	 legally	obliged	 to	employ	 a	
minimum	of	6	%	of	employees	who	have	a	disability.		

More	than	15	%	of	people	living	in	the	European	Union	have	a	disability.	In	Slovenia,	the	per‐
centage	of	PWD	is	between	12	%	and	13	%,	not	significantly	less	than	in	the	wider	EU	(according	
to	estimates).	In	2014,	PWD	represented	approximately	4	%	of	the	work	force	in	Slovenia.	The	
number	of	employed	PWD	is	slowly	but	steadily	 increasing	compared	to	 the	previous	years	 in	
regular	working	environments	 [3].	Regular	working	environments	 include	all	 employments	 in	
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the	 public	 and	private	 sector	 in	 the	mandatory	 quota	 system	 for	 employing	PWD;	 this	means	
that	in	relation	to	the	total	number	of	employees	the	employer	has	to	employ	a	certain	number	
of	PWD	as	notes	Statistical	Office	of	the	Republic	of	Slovenia	2014.		

In	 the	UK,	 almost	one	 in	 five	persons	has	a	disability	 [3].	The	employment	 rate	of	working	
disabled	employees	is	47.8	%	compared	with	75.9	%	of	non‐disabled	people,	and	disabled	peo‐
ple	are	nearly	four	times	as	likely	to	be	unemployed	or	involuntarily	out	of	work	as	non‐disabled	
people	[4].	 In	the	UK,	 the	Equality	Act	2010	covering	disability	(as	well	as	age,	sexual	orienta‐
tion,	religious	beliefs)	legally	protects	people	from	discrimination	in	the	workplace	and	in	wider	
society.	It	requires	equal	treatment	in	access	to	employment;	and	employers	and	service	provid‐
ers	are	obliged	to	make	reasonable	adjustments	to	the	workplace	to	overcome	barriers	experi‐
enced	by	disabled	people.	Reasonable	adjustments	should	be	made	in	a	range	of	ways	for	exam‐
ple	through	workplace	furniture,	training,	adjusted	hours,	changes	to	policies,	and	provision	of	
assistive	technology.	
	
1.2 Literature overview 

It	 is	 recognised	 that	 ergonomics	 in	 a	 business	 environment	 improve	 the	 operational	 perfor‐
mance	 (production	 and	 product	 efficiency	 or	 the	 quality	 of	 services),	 productivity	 and	 create	
wellbeing	of	employees	in	the	workplace	[3].	For	improving	business	performance	organisations	
have	to	create	an	environment	 that	 facilitates	operational	performance	and	addresses	 the	em‐
ployees’	wellbeing	(health,	safety).	Considering	ergonomics	principles	 in	designing	workplaces	
and	 the	 adaptation	of	 tasks	 to	 the	physical	 and	mental	 abilities	 of	workers	 contributes	 to	 the	
creation	of	 such	an	environment	which	can	contribute	 to	a	better	 climate	 that	 fosters	 success	
and	wellbeing	at	the	same	time	[5].	

Ergonomics	as	a	scientific	discipline	tries	to	 increase	effectiveness	by	designing	workplaces	
or	adapting	work,	 and	by	eliminating	processes	without	 added	value	as	well	 as	 threats	which	
increase	the	risk	of	developing	illnesses	and	injuries	of	employees	[6].	The	application	of	ergo‐
nomics	principles	in	a	business	environment	can	ensure	a	direct	benefit	for	employees	and	or‐
ganisations	by	easing	physical	and	psychological	burdens,	reducing	the	risk	of	developing	occu‐
pational	diseases	and	injuries,	and	increases	work	efficiency	[7].	Based	on	an	EU	directive,	insti‐
tutions	 in	 individual	member	states	demand	a	risk	and	 threats	assessment	 for	 individual	 jobs.	
Ergonomics	is	a	recognised	discipline	used	to	assess	whether	work,	equipment	and	environment	
match	the	required	performance	of	persons	involved	[8].	

When	designing	jobs	and	products	the	aggregated	information	on	processes,	tools,	machines,	
subjects	of	work,	 tasks	and	operators	must	be	 taken	 into	account,	 limitations,	which	are	often	
conflicting,	must	be	met	and	a	design	must	be	generated,	which	will	be	acceptable	for	all	parties	
involved	[9].	The	successful	optimization	of	products	 is	only	possible	 if	ergonomic	aspects	are	
systematically	 embedded	 into	 the	product	 life	 cycle	 and	 if	 an	Ergonomic	evaluation	 is	 carried	
out	of	prototype	solution	variants.	The	optimisation	process	brings	the	most	appropriate	foam	
thickness	and	its	stress‐strain	relationship	to	produce	low	contact	pressures	while	maintaining	
high	level	of	stability	of	the	product	grasp	[10].	

In	a	two‐year	period,	a	group	of	researchers	[5]	has	taken	a	look	at	 larger	production	plant	
and	examined	to	what	extent	ergonomics	measures	for	increasing	operational	performance	and	
wellbeing	of	 employees	 influence	 the	 incidence	of	diseases,	 injuries	 and	pain.	Based	on	meas‐
urements	and	evaluations	they	found	out	that	the	number	of	injuries	and	diseases	recorded	was	
smaller	if	the	organisation	applied	ergonomics	principles	for	facilitating	the	employees’	efficien‐
cy	and	wellbeing.	

Inclusive	employment	 is	one	of	 the	key	priorities	of	 the	European	Commission	and	 its	 ten‐
year	Europe	2020	strategy	in	the	field	of	work	and	growth	of	the	employed	population.	In	order	
to	 avoid	 social	 exclusion	 of	 PWD	 it	 is	 important	 to	 adopt	 additional	 measures	 to	 meet	 their	
needs	and	at	the	same	time	consistently	implement	the	principle	of	equal	opportunities	and	the	
principle	of	non‐discrimination	due	to	disability	[11].	

Taking	into	consideration	the	fact	that	every	one	of	us	is	different,	the	need	for	individual	er‐
gonomic	 support	 in	 the	 workplace	 becomes	 a	 necessity.	 Employees	 have	 special	 ergonomic	
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needs,	whether	it	is	due	to	disability,	age	or	other	special	personal	circumstances.	The	aging	of	
the	population	and	prolonging	working	 lives	 contribute	 to	an	 increasing	number	of	 employed	
persons	with	disability,	whether	it	is	a	sight,	hearing,	movement	or	other	type	of	impairment.	

A	holistic	ergonomics	access	in	companies	supports	human	factors	and	the	increasing	diver‐
sity	 of	 employees;	 as	 such	 it	 contributes	 to	 the	 company’s	 economic	performance.	 It	 is	 recog‐
nised	that	ergonomics	measures	reduce	absenteeism	or	absence	from	work	(less	work‐related	
injuries	 and	 diseases)	 and	 raise	 the	 satisfaction	 and	 efficiency	 of	 employees.	 Taking	 this	 into	
consideration	intensive	campaigns	oriented	towards	decision	makers	in	organisations	/	compa‐
nies	must	be	promoted	and	supported	[11].	

Many	factors	influence	the	satisfaction	of	employees	at	work.	They	can	be	divided	into	organ‐
isational,	group	and	personal	 factors,	 today	we	are	considering	 further	understanding	of	ergo‐
nomics	in	the	workplace	and	the	creation	of	workplaces	for	ergonomic	principles	[3].	Individu‐
als	will	be	satisfied	if	results	are	achieved	at	work	that	are	in	line	with	their	personality,	work	
values,	 needs	 and	 aspirations.	 Organisational	 factors	 such	 as	 content	 of	 work,	 distribution	 of	
working	time,	work	conditions	(adaptation	of	workplace,	safety,	and	removal	of	disruptive	fac‐
tors),	career	prospects	etc.	influence	the	satisfaction	as	well.	The	following	factors	must	not	be	
overlooked:	 working	 atmosphere,	 relationships	 at	 work,	 treatment	 of	 people	 at	 work,	 which	
prevails	 in	 an	undertaking	 [12].	On	 the	path	 to	 achieving	 social	 inclusion	 in	working	environ‐
ments	 it	 is	 important	 that	people	with	disabilities	are	 included	 in	appropriate	and	meaningful	
work	which	leads	to	independence,	creativity	and	enables	an	increasing	self‐respect	and	a	posi‐
tive	self‐image	[13].	Removing	and	reducing	obstacles	at	workplaces,	understanding	the	needs	
of	employed	people	with	disabilities	and	creating	opportunities	for	social	participation	and	in‐
clusion	are	important	factors	for	the	wellbeing	and	satisfaction	of	employed	PWD	[14].	

2. Purpose of empirical research and hypotheses 

The	aim	of	this	study	was	to	research	the	satisfaction	of	PWD	in	the	workplace	and	to	find	out	
how	their	satisfaction	is	perceived	by	employers	in	Great	Britain,	Poland	and	Slovenia.	The	fol‐
lowing	hypotheses	were	developed	in	order	to	achieve	the	aim	of	the	research:	

H1:	PWDs’	satisfaction	varies	according	to	the	country	of	their	workplace.	
H2:	The	employers’	perception	on	 the	 satisfaction	of	PWD	 in	 the	workplace	 is	 the	 same	 in	 all	
countries	examined.	
H3:	The	higher	the	perceived	adaptation	of	the	workplace	for	PWD	or	the	better	the	knowledge	
of	PWD	on	ways	of	adapting	the	workplace,	the	greater	is	the	satisfaction	of	PWD	in	the	work‐
place.	
H4:	The	better	the	employers’	knowledge	of	PWD‐related	legislation	and	their	understanding	of	
PWDs’	needs	are,	 and	 the	better	 the	 employers’	 access	 to	 the	 resources	 is,	 the	better	 the	em‐
ployers	can	adapt	the	workplace	to	PWDs’	needs.	

The	 study	was	 limited	 to	 three	European	countries;	 and	 in	 the	 framework	of	 the	question‐
naire	to	employers	and	employed	PWD	(the	research	did	not	consider	higher	education	institu‐
tions).	In	the	statistical	processing	of	responses	the	study	was	limited	to	three	indicators	(adap‐
tation	of	workplace	to	PWD,	knowledge	on	legislation	covering	persons	with	disability	and	their	
needs,	access	to	resources).	

3. Research method 

We	 conducted	 an	 online	 survey	 to	 obtain	 data	 from	 PWD	 and	 employers.	 We	 used	 Kruskal‐
Wallis	H	test	to	verify	H1	and	H2	and	multiple	regression	analysis	to	test	H3	and	H4.		

3.1 Sample 

The	 study	 is	 an	 integral	 part	 of	 a	wider	 research	 in	 the	 framework	of	 the	 international	ERGO	
WORK	project	 (www.ergo‐work.eu).	Target	population	 in	ERGO	WORK	research	was	PWD	and	
their	employers	in	six	countries:	Belgium,	UK,	Italy,	Poland,	Slovenia,	and	Spain.	Companies	and	
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institutions	have	been	invited	to	participate	‐	we	chose	those	that	are	employing	more	PWD.	We	
tried	to	cover	production	companies	from	different	branches	and	different	sizes.	The	statements	
of	 employers	 on	 topics	 under	 research	were	obtained	by	 self‐administered	questionnaire.	We	
applied	different	means	of	communications	with	PWD	regarding	their	level	of	disability.	Some	of	
them	obtained	self‐administered	questionnaire	with	additional	oral	 interpretation	of	questions	
and	extra	time	to	complete	it.	We	also	used	an	interview	based	on	the	questions	from	the	ques‐
tionnaire	to	elicit	the	statements	of	PWD	who	were	not	able	to	fill	in	the	questionnaire	on	their	
own.	The	questionnaires	were	distributed	 in	printed	version	by	post	(approximately	250)	and	
on	line	(approximately	270).	

Of	 the	 520	 invited	 participants	 480	 questionnaires	were	 successfully	 completed.	However,	
we	analysed	and	discussed	only	data	obtained	by	 respondents	 in	 three	partner	 countries:	UK,	
Poland	and	Slovenia.	The	response	rates	 in	other	partner	countries	 (Belgium,	 Italy	and	Spain)	
were	too	low.	From	all	three	countries	(UK,	Poland	and	Slovenia),	we	obtained	303	usable	ques‐
tionnaires.	

A	total	of	303	individuals	responded	to	this	research.	29	%	of	respondents	were	PWD	and	67	
%	were	employees	without	disability	(Table	1).	The	major	part	of	respondents	came	from	Slo‐
venia	(47.9	%),	followed	by	respondents	from	Poland	(28.4	%)	and	UK	(23.8	%).	
	

Table	1	Profiles	of	the	samples	
	
Country	

Disability Without disa‐
bility	

No	information	 Total

Poland																										Count
																																			%	of	Total	

33
10.9	

53
17.5	

0	
0.0	

86
28.4	

Slovenia																								Count
																																			%	of	Total	

37
12.2	

100
33.0	

8	
2.6	

145
47.9	

UK																															Count	
																																			%	of	Total	

18
5,9	

50
16.5	

4	
1.3	

72
23.8	

Total																												Count	
																																			%	of	Total	

88
29.0	

203
67.0	

12	
4.0	

303
100	

	

3.2 Data collection procedure and questionnaire 

The	questionnaire	consisted	of	70	questions	(items)	grouped	into	four	sections.	Considering	the	
aims	of	 this	research,	we	selected	24	out	of	70	 items.	The	concept	 ‘adaption	of	workplaces	 for	
PWD’	was	measured	by	7	 items,	 ‘feelings	on	 the	workplace’	by	5	 items,	 ‘familiarity	with	ergo‐
nomic	design’	by	4	items,	and	8	items	were	selected	to	measure	‘employers’	knowledge	of	legis‐
lation	covering	PWD	and	their	access	to	funding	for	adapting	workplaces	for	PWD’.	In	addition,	
the	respondents	were	asked	to	provide	some	demographic	data.	The	original	questionnaire	was	
in	English	and	it	was	translated	to	the	language	of	each	participating	country.	The	online	ques‐
tionnaire	was	run	using	Bristol	Online	Surveys	(BOS).	This	allowed	easy	distribution	of	the	sur‐
vey	through	a	web	link	across	Europe.	Items	from	the	questionnaire	measuring	specific	concepts	
are	presented	in	Table	2.	

Table	2	Description	of	concepts	and	variables	
Code	 Description	of	concepts	and	variables
	 Adaptation	of	workplace	for	persons	with	disability	
Q14	 How	well	does	your	workplace	accommodate	people	with	disabilities?	
Q17	 This	workplace	is	well	adapted	for	people	with	disabilities	‐	generally.	
Q18	 This	workplace	is	well	adapted	for	people	with	visual	impairments.	
Q19	 This	workplace	is	well	adapted	for	people	with	hearing	impairments.	
Q20	 This	workplace	is	well	adapted	for	people	with	physical	impairments.	
Q21	 This	workplace	is	well	adapted	for	people	with	mental	health	needs.	
Q22	 This	workplace	is	well	adapted	for	people	who	have	intellectual	disabilities.	
	 Feelings	of	persons	with	disability	
Q26	 People	work	well	together	in	this	workplace.	
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Table	2	Description	of	concepts	and	variables	(continuation)	
Q27	 Management	&	staff	work	well	together.	
Q28	 I	feel	included	by	my	workmates	and	part	of	a	team.	
Q29	 Most	employees	are	happy	here.	
Q30	 I	am	generally	happy	here.	
	 Knowledge	of	workplace	design	
Q31a	 Familiarity	with	Ergonomic	Design?	
Q31b	 Familiarity	with	Universal	Design?	
Q31c	 Familiarity	with	Inclusive	Design?	
Q31d	 Familiarity	with	Accessible	Design?	
	 Knowledge	of	legislation	covering	persons	with	disability	and	access	to	resources	needed	for	workplace	

adaptations	
Q52	 Do	you	know	where	to	get	advice	from	experts	about	adapting	your	workplace?	
Q53	 Do	you	know	how	to	find	specialised	equipment?	
Q54	 Do	you	have	access	to	funding	for	adapting	your	workplace?	
Q55	 How	well	do	you	understand	the	legislation	applicable	to	employing	people	with	disabilities?	
Q56		 How	well	do	you	understand	the	legislation	applicable	to	adapting	your	workplace	for	PWD?	
Q57	 How	far	does	your	organisation	consider	the	needs	of	the	people	who	are	going	to	do	a	job	or	work	pro‐

cess,	when	you	set	up	a	new	process	or	make	changes?	
Q61	 When	making	changes	to	our	workplace	we	pay	attention	to	the	needs	of	people	with	disabilities.		
Q62	 When	changing	work	processes	we	pay	attention	to	the	needs	of	persons	with	disability.	

	
3.3 Data processing procedures 

Data	analysis	was	carried	out	with	statistical	package	IBM	Statistical	Package	for	Social	Sciences	
Statistics	(SPSS	21).	We	used	Kruskal‐Wallis	H	test	to	verify	H1	and	H2	and	multiple	regression	
analysis	to	test	H3	and	H4.	Before	we	tested	research	hypotheses	H3	and	H4,	exploratory	factor	
analysis	was	applied	to	detect	the	presence	of	meaningful	patterns	among	measured	variables.	
The	 principal	 component	 analysis,	 as	 the	 extraction	method,	 and	 varimax	 rotation	 procedure	
were	applied.	The	factors’	reliability	was	tested	with	Cronbach’s	alpha.	

4. Results 

To	test	Hypothesis	H1	–	PWDs’	satisfaction	varies	according	to	the	country	of	their	workplace	‐	
the	PWDs’	attitudes	about	the	item	‘I	am	generally	happy	at	this	workplace’	(Variable	Q30)	were	
taken	 into	 account.	 The	 attitudes	were	measured	 on	 a	 five	 point	 Likert	 scale,	where	 1	means	
‘Strongly	agree’	and	5	‘Strongly	disagree’.	The	respondents	were	offered	the	option	‘I	don’t	know	
enough	about	it	to	say’,	but	it	was	not	included	in	data	analysis.	The	distributions	of	variable	Q30	
are	presented	in	Fig.	1.	The	majority	of	PWD	in	Poland	chose	2	and	3	(86.7	%),	in	Slovenia	1	and	
2	(85.7	%),	and	73.3	%	of	PWD	in	UK	expressed	their	attitudes	about	this	item	with	2	and	3	on	
the	five	point	scale.	

 
Fig.	1	Distributions	of	Q30	for	PWD	in	three	countries	
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A	Kruskal‐Wallis	H	test	was	conducted	to	determine	if	there	were	differences	in	the	level	of	
satisfaction	(variable	Q30)	among	three	groups	of	PWD	with	their	workplaces	in	different	coun‐
tries:	Poland	(n	=	33),	Slovenia	(n	=	37),	and	UK	(n	=	18).	Distributions	of	Q30	scores	were	not	
similar	 for	 all	 groups,	 assessed	by	 visual	 inspection	 of	 boxplot.	 Values	 are	mean	 ranks	 unless	
otherwise	stated.	The	mean	ranks	of	Q30	scores	were	statistically	significantly	different	between	
groups,	2(3)	=	14.468,	p	=	0.002.	Pairwise	comparisons	were	performed	using	Dunn’s	proce‐
dure	with	 a	Bonferroni	 correction	 for	multiple	 comparisons.	Adjusted	p‐values	 are	presented.	
This	post	hoc	analysis	revealed	statistically	significant	differences	in	Q30	scores	between	Slove‐
nia	(32.50)	and	Poland	(47.03)	(p	=	0.018),	but	not	between	any	other	group	combination.	The	
significant	difference	in	PWDs’	satisfaction	confirms	H1.		

To	verify	hypothesis	H2	–	The	employers’	perception	on	the	satisfaction	of	PWD	in	the	work‐
place	is	the	same	in	all	countries	examined	–	the	employers’	attitudes	about	the	item	‘Most	em‐
ployees	are	happy	at	this	workplace’	(Q29)	were	analysed.	The	employers	expressed	their	atti‐
tudes	on	the	five	point	Likert	scale	where	1	means	‘Strongly	agree’	and	5	‘Strongly	disagree’.	The	
respondents	were	offered	 the	option	 ‘I	 don’t	 know	enough	about	 it	 to	 say’,	which	was	not	 in‐
cluded	in	data	analysis.	The	distributions	of	Q29	for	employers	in	three	countries	are	shown	in	
Fig.	 2.	 The	majority	 of	 employers	 expressed	 their	 attitudes	 about	 the	PWDs’	 satisfaction	with	
two	on	the	five‐point	scale:	in	Poland	(73.2	%),	in	Slovenia	(59.3	%),	and	in	UK	(55.6	%).	

The	Kruskal‐Wallis	H	test	was	conducted	to	determine	if	there	were	differences	in	the	level	of	
the	employers’	perception	about	the	PWDs’	satisfaction	among	three	groups	of	employers	who	
worked	in	three	different	countries:	in	Poland	(n	=	41),	in	Slovenia	(n	=	91),	and	in	UK	(n	=	45).	
Distributions	of	Q29	scores	were	similar	for	all	groups,	assessed	by	visual	inspection	of	boxplot.	
Medians	 of	 Q29	were	 not	 statistically	 significantly	 different	 between	 three	 countries	 2(2)	 =	
0.264,	p	=	0.876.	All	these	results	confirm	hypothesis	H2.	

Before	verifying	hypothesis	H3	–	which	assumed	that	PWDs’	perception	of	workplace	adapta‐
tion,	and	their	knowledge	on	ways	of	how	workplaces	can	be	adapted	affect	their	satisfaction	in	
the	workplace	–	a	factor	and	reliability	analyses	were	applied	to	test	the	dimensionality	and	reli‐
ability	of	 the	 following	concepts:	adaptation	of	 the	workplace,	knowledge	on	ways	of	adapting	
the	workplace	and	the	satisfaction	of	PWD	in	the	workplace.	When	deciding	on	the	number	of	
factors	 for	 each	 concept	 the	 eigenvalue,	 the	 percentage	 of	 the	 total	 variance	 explained	by	 the	
factors,	and	interpretability	of	factors	were	taken	into	account.	

The	results	of	the	factor	analysis	for	seven	variables	measuring	the	adaptation	of	the	work‐
place	to	PWD	showed	two	factors	with	eigenvalue	higher	than	one	(Table	3).	The	first	dimension	
(factor	 F1),	measured	 by	 variables	 Q18,	 Q19,	 Q21	 and	 Q22,	was	 named	 as	 ‘adaptation	 of	 the	
workplace	 to	 specific	 types	 of	 disabilities’	 and	 the	 second	 (factor	 F2),	measured	 by	 variables	
Q14,	Q17	and	Q20,	as	‘general	adaptation	of	the	workplace’.	The	majority	of	the	factor	loadings	
were	higher	than	0.7,	which	indicates	a	very	well	defined	structure	[15].	Both	factors	together	
explained	approximately	66	%	of	the	total	variance	and	Cronbach's	alphas	were	higher	than	0.7.	
All	this	confirms	their	reliability.		

		

 
Fig.	2	Distributions	of	Q29	for	employers	in	three	countries	
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Table	3	Factor	loadings,	communalities,	explained	variance	and	Cronbach's	alpha	for	the	adaptation	of	the	workplace	
Variable	 F1 F2 Communalities
Q18	 0.644	 0.327	 0.522	
Q19	 0.700	 0.279	 0.568	
Q21	 0.803	 0.131	 0.622	
Q22	 0.831	 0.114	 0.704	
Q14	 0.065	 0.834	 0.699	
Q17	 0.273	 0.837	 0.774	
Q20	 0.370	 0.758	 0.711	
Eigenvalue	 3.497	 1.14331	 	
%	of	explained	variance	 49.963	 16.333	 	
Cronbach's	alpha	 0.782	 0.810	 	
Remark:	The	meaning	of	variables	Q14	to	Q20	is	explained	in	Table	2	

Table	4	Factor	loadings,	communalities,	explained	variance	and	Cronbach's	alpha	for	the	factor	‘People	with	
disabilities’	feelings	in	the	workplace’	

Variable	 F1 Communalities	
Q26	 0.825 0.681	
Q27	 0.740 0.547	
Q28	 0.853 0.727	
Q29	 0.848 0.718	
Q30	 0.857 0.735	
Eigenvalue	 3.408 	
%	of	explained	variance	 68.16 	
Cronbach's	alpha	 0.854 	
Remark:	The	meaning	of	variables	Q26	to	30	is	explained	in	Table	2	

The	results	of	the	factor	analysis	(Table	4)	for	variables	measuring	the	PWDs’	feelings	in	the	
workplace	(variables	Q26	to	Q30)	have	shown	that	one	 factor	had	eigenvalue	higher	 than	one	
and	it	explained	68.16	%	of	the	total	variability.	All	factor	loadings	were	higher	than	0.7	and	the	
reliability	test	with	Cronbach's	alpha	confirms	the	reliability	of	this	factor.	

As	indicated	in	Table	5,	the	results	of	the	factor	analysis	have	shown	that	 it	makes	sense	to	
merge	all	variables	measuring	the	various	possibilities	for	adapting	a	workplace	(variables	Q31a	
to	Q31d)	into	one	factor,	which	explains	the	72.26	%	of	the	total	variance.	All	factor	loadings	as	
well	as	Cronbach's	alpha	were	high,	thus	indicating	the	reliability	of	this	factor.	

Hypothesis	H3	–	which	assumed	that	the	PWD’	feelings	in	workplace	depends	on	the	work‐
place	adaptation	for	PWD	or	their	knowledge	on	ways	of	adapting	the	workplace	–	was	verified	
through	 a	multiple	 regression	 analysis	 in	which	 the	 dependent	 variable	was	 the	 factor	 ‘PWD’	
feelings	in	the	workplace’	and	factors	‘adaptation	of	the	workplace	to	individual	types	of	disabili‐
ties’,	 ‘general	adaptation	of	the	workplace’	and	‘knowledge	on	ways	of	adapting	the	workplace’	
were	independent	variables.	The	multiple	regression	analysis	was	carried	out	on	data	provided	
by	PWD	(n	=	76).	

The	regression	coefficient	of	the	factor	‘general	adaptation	of	the	workplace’	was	0.34	and	it	
was	 significantly	 different	 from	 zero	 at	 a	 significance	 level	 of	 0.05.	 By	 improving	 the	 general	
adaptation	of	the	workplace	the	PWD’	feelings	in	the	workplace	increases	too.	For	the	other	two	
factors,	the	regression	coefficients	were	not	significant.	The	general	adaptation	of	the	workplace	
explained	6	%	(R2	=	0.06)	of	 the	variance	 in	 the	PWD’	 feelings	 in	 the	workplace.	As	 the	 factor	
‘general	adaptation	of	 the	workplace’	 takes	a	significant	and	positive	 impact	on	the	PWD’	 feel‐
ings,	hypothesis	H3	is	confirmed.	
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Table	5	Factor	loadings,	communalities,	explained	variance	and	Cronbach's	alpha	for	the	factor	
‘Knowledge	on	ways	of	adapting	the	workplace’	

Variable	 F1 Communalities	

Q31a	 0.765	 0.585	
Q31b	 0.871	 0.759	
Q31c	 0.897	 0.804	
Q31d	 0.862	 0.743	
Eigenvalue	 2.8904	 	
%	of	explained	variance	 72.26	 	
Cronbach's	alpha	 0.871	 	
Remark:	The	meaning	of	the	variables	Q31a	to	Q31d	is	explained	in	Table	2	

			Table	6	Factor	loadings,	communalities,	explained	variance	and	Cronbach's	alpha	for	the	variables,	which	measure	
			the	level	of	knowledge	on	the	legislation	covering	persons	with	disability	and	their	needs	as	well	as	the	employers’	
			access	to	resources	needed	for	workplace	adaptations	
Variable	 Factor	loadings Communalities

F1 F2
Q52	 0.185 0.818 0.703	
Q53	 0.227 0.835 0.748	
Q54	 0.141 0.732 0.556	
Q55	 0.754 0.372 0.706	
Q56	 0.736 0.350 0.665	
Q57	 0.730 0.230 0.586	
Q61	 0.820 0.184 0.706	
Q62	 0.813 0.021 0.661	
Eigenvalue	 4.015 1.316 	
%	of	explained	variance	 50.19 16.4 	
Cronbach's	alpha	 0.852 0.762 	
Remark:	The	meaning	of	variables	Q52	to	Q62	is	explained	in	Table	2	

Before	verifying	the	hypothesis	H4	factor	analysis	was	conducted	to	test	the	dimensionality	
of	 concepts	 ‘the	 employers’	 knowledge	 on	 the	 legislation	 and	 needs	 of	 PWD’	 and	 ‘employers’	
access	to	knowledge	and	resources	needed	for	workplace	adaptations’.	

The	results	of	the	factor	analysis	(Table	6)	showed	that	the	variables	Q52	to	Q57	and	Q61	and	
Q62	measured	two	dimensions,	which	were	represented	by	two	factors	with	eigenvalue	higher	
than	one.	The	first	factor	(F1),	which	was	consisted	of	variables	Q55	to	Q57	and	Q61	and	Q62,	
was	named	‘employer’s	knowledge	on	the	legislation	and	PWD’s	needs’.	It	explained	50.19	%	of	
the	 total	variance.	The	second	 factor	 (F2),	which	composed	of	variables	Q52	 to	Q54	explained	
16.4	%	of	 variance	was	named	 ‘employers’	 access	 to	 resources	needed	 for	workplace	 adapta‐
tions’.	By	resources,	we	mean	knowledge,	specialised	equipment	and	financial	resources.		

Hypothesis	H4	–	which	assumed	that	 the	adaptation	of	 the	workplace	 for	PWD	depends	on	
the	 employers’	 accessibility	 to	 resources	 needed	 for	 workplace	 adaptations	 as	 well	 as	 their	
knowledge	of	PWD‐related	legislation	and	understanding	of	PWDs’	needs	–	was	tested	with	two	
regression	 models	 because	 two	 dimensions	 were	 detected	 for	 the	 concept	 adaptation	 of	 the	
work	place	to	PWD.	The	dependent	variable	in	the	first	regression	model	was	the	factor	‘general	
adaptation	 of	 the	workplace	 for	 PWD’	 and	 the	 factor	 ‘adaptation	 of	 the	workplace	 to	 specific	
types	of	disabilities’	was	dependent	variable	in	the	second	model.	In	both	regression	models,	the	
factors	 ‘knowledge	 on	 the	 legislation	 and	 PWDs’	 needs’	 and	 ‘access	 to	 resources	 needed	 for	
workplace	 adaptations	 for	 PWD’	 were	 independent	 variables.	 Both	 regression	 analyses	 were	
conducted	on	data	obtained	by	employers	(n	=	177).	

The	results	of	the	multiple	regression	analysis	for	the	dependent	variable	‘general	adaptation	
of	the	workplace	for	PWD’	showed	that	both	independent	variables	together	explained	46	%	of	
variance	of	variable	‘general	adaptation	of	the	workplace	to	the	needs	of	PWD’	(R2	=	0.46).	The	
regression	coefficients	of	variables	 ‘employers’	knowledge	on	the	legislation	and	PWDs’	needs’	
and	 employers’	 access	 to	 resources	needed	 for	workplace	 adaptations’	were	0.209	 and	0.461,	
respectively.	 Both	 coefficients	were	 significantly	 different	 from	 zero	 at	 p	<	 0.05	 or	 p	<	 0.001,	
respectively.	 The	 higher	 regression	 coefficient	 for	 the	 factor	 ‘employer’s	 access	 to	 resources	
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needed	 for	workplace	adaptations’	 showed	 that	 this	 factor	has	a	greater	 impact	on	 improving	
the	 general	 adaptation	 of	 the	 workplace	 to	 the	 needs	 of	 PWD	 than	 the	 factor	 ‘employer’s	
knowledge	on	the	legislation	and	PWDs’	needs’.	

A	multiple	regression	was	run	to	predict	impact	of	‘knowledge	on	the	legislation	and	PWD’s	
needs’	and	‘access	to	resources	needed	for	workplace	adaptations	for	PWD’	on	‘adaptation	of	the	
workplace	to	specific	types	of	disabilities’	(ADAPT_SPEC).	The	multiple	regression	model	statis‐
tically	significantly	predicted	ADAPT_SPEC,	adj.	R2	=	0.088.	Only	the	regression	coefficient	of	the	
factor	‘employer’s	access	to	resources	needed	for	workplace	adaptations’	has	a	positive	and	sig‐
nificant	value	(b	=	0.296,	p	=	0.023),	which	demonstrates	its	impact	on	adapting	the	workplace	
to	specific	types	of	disability.	The	results	of	both	regression	analyses	confirmed	hypothesis	H4.	

5. Discussion 

The	research	was	carried	out	to	measure	the	satisfaction	rate	of	PWD	and	employers	in	relation	
to	the	workplace	and	to	analyse	whether	differences	exist	in	the	three	studied	countries.	An	ad‐
ditional	purpose	of	the	research	was	to	examine	the	factors	(general	and	specific	adaptation	of	
the	workplace,	 knowledge	 on	 universal,	 inclusive	 and	 ergonomic	workplace)	which	 affect	 the	
satisfaction	level	in	the	workplace	from	the	viewpoint	of	PWD	and	employers.	
The	results	of	the	research	support	hypothesis	H1,	which	assumed	that	PWD’s	satisfaction	varies	

according	 to	 the	country	of	 their	workplace.	 In	addition,	we	 found	out	 that	PWD	 in	Slovenia	are	
more	satisfied	than	PWD	in	Poland.		

Based	on	 the	 current	 situation	 in	Slovenia	which	 shows	 that	difficulties	 in	employing	PWD	
still	exist,	we	could	conclude	that	this	group	of	PWD	was	satisfied	to	even	have	a	job	given	the	
current	situation.	Likewise,	 it	 is	possible	that	the	difference	 is	on	the	one	hand	conditioned	by	
personal	characteristics,	namely	that	 these	were	 friendly,	reliable	persons	with	a	positive	self‐
image,	and	on	 the	other	hand	by	perceiving	social	 inclusion	and	 the	sense	of	belonging	 to	 the	
company,	as	evidenced	by	several	international	studies	[13,	14,	16].	In	general,	the	satisfaction	
among	employees	 is	also	affected	by	minor	ergonomic	 improvements	 in	 the	workplace	which,	
are	mostly	 initiated	by	employees	(including	PWD)	and	can	be	carried	out	at	 low	cost	and	are	
based	on	good	local	practices	[17].	
Hypothesis	H2	assumed	that	in	Poland,	in	the	UK	and	in	Slovenia	the	employers’	perception	re‐

garding	PWDs’	satisfaction	in	the	workplace	does	not	differ.	The	hypothesis	was	confirmed.	
Our	assumption	that	employers	apply	similar	criteria	for	job	satisfaction	of	their	employees	

and	that	their	evaluations	are	usually	between	2	and	3	on	five‐point	scale	where	1	means	very	
satisfied	or	between	3	and	4	when	5	means	very	satisfied	was	confirmed.	It	is	not	expected	that	
they	will	evaluate	the	job	satisfaction	of	their	employees	very	bad	(bad	evaluation	of	employers’	
work)	 or	 extremely	 good	 (lack	 of	 self‐criticism	 –	 there	 are	 always	 possibilities	 for	 improve‐
ments).	Employers	assessed	the	satisfaction	of	PWDs	on	the	basis	of	regular	annual	interviews	
with	them.	Detection	of	satisfaction	of	PWDs	is	similar	in	all	three	countries.	This	is	probably	the	
consequence	of	the	implementation	of	the	Strategy	Europa	2020,	carried	out	in	these	countries.	
Employers	consider	social	responsibility	and	the	ergonomics	principles	to	improve	the	process	
to	social	inclusion	of	PWD	in	the	workplace.		
Hypothesis	H3	was	also	verified	when	we	saw	that	the	PWD’s	satisfaction	in	the	workplace	de‐

pends	on	the	general	adaptation	of	the	workplace	to	the	person	with	disability.	
Employees	are	often	focused	on	the	protection	of	safety	and	health	at	work,	including	(but	not	
restricted	to)	reducing	risks	of	injuries	and	diseases	and	promoting	a	work‐life	balance	–	factors	
improving	the	satisfaction	in	the	workplace	and	the	quality	of	life	[5].		

We	are	of	 the	opinion	that	working	environments	 from	which	people	with	disabilities	 from	
our	 research	 come	 from	 gradually	 respect	 and	 meet	 needs,	 capabilities,	 potentials	 and	 ad‐
vantages	of	PWD	which	 is	one	of	 the	goals	of	 the	Europe	2020	strategy.	The	success	of	 future	
human‐systems	integration	efforts	requires	the	fusion	of	paradigms,	knowledge,	design	princi‐
ples,	work	places,	tools	and	devices	and	methodologies	of	human	factors	and	ergonomics	with	
those	of	the	science	of	complex	adaptive	systems	as	well	as	modern	systems	integration	[22].	To	
perform	a	 task	not	only	 the	 tools	and/or	adaptations	are	needed	but	also	human	support	and	
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supportive	services	in	order	to	overcome	barriers	faced	by	PWD	in	working	environments.	Ap‐
propriate	 adaptations	 and	 a	 concept	 of	 universal	 design	 must	 be	 implemented	 in	 the	 labour	
market	to	its	fullest	extent	so	as	to	give	the	PWD	concrete	options	for	finding	and	keeping	a	job.	
The	 success	 of	 future	 human‐systems	 integration	 efforts	 requires	 the	 fusion	 of	 paradigms,	
knowledge,	design	principles,	work	places,	tools	and	devices	and	methodologies	of	human	fac‐
tors	and	ergonomics	with	those	of	the	science	of	complex	adaptive	systems	as	well	as	modern	
systems	integration	[18].	
In	 examining	 the	 H4	 hypothesis,	 it	 was	 concluded	 that	 the	 better	 the	 employers’	 access	 to	

knowledge	on	adapting	the	workplace	for	PWD,	to	special	equipment	for	adapting	the	workplace	
for	PWD	and	to	 financial	resources,	the	better	 is	the	adaptation	of	the	workplace	to	the	needs	of	
PWD.	

It	is	clear	that	certain	conditions	must	be	met	to	provide	an	appropriate	ergonomic‐friendly	
environment	 in	 an	 organisation	 containing	 in	 particular	 knowledge	 on	 ergonomics,	 access	 to	
ergonomic	solutions	when	designing	equipment	and	last	but	not	least	the	provision	of	appropri‐
ate	financial	resources.	This	finding	is	also	similar	to	the	results	of	a	study	conducted	in	a	larger	
Swiss	company	which	carried	out	an	analysis	of	ergonomic	work	conditions	 in	 the	workplace.	
The	 conditions	 significantly	 improved	 after	 a	 training	programme	was	 carried	out,	 and	 at	 the	
same	time	the	individual	knowledge	level	and	interest	as	well	as	a	sense	of	self‐responsibility	in	
the	field	of	ergonomics	increased	[19].	This	includes	that	employees	and	employers	must	obtain	
appropriate	knowledge	and	 information	on	principles	of	ergonomic	workplace	design	adapted	
to	PWD.	We	believe,	that	a	programme	of	education	and	training	was	prepared	in	the	framework	
of	the	“ERGO	WORK	–	Joining	academia	and	business	for	new	opportunities	in	creating	ergonomic	
workplaces”	project	and	it	would	be	reasonable	to	use	it	 in	practice	and	in	educational	 institu‐
tions	across	 the	EU	 in	 future.	The	aim	of	 the	project	was	 to	 improve	 the	 ergonomic	design	of	
workplaces	for	PWD	and	at	the	same	time	promoting	social	inclusion	through	the	improvement	
and	adaptation	of	workplaces	so	as	to	accommodate	the	various	needs	of	PWD.	Macro	ergonom‐
ics	offers	a	perspective	as	well	as	methods	and	tools	for	more	successful	human	factors	and	er‐
gonomic	design,	development,	 intervention,	and	 implementation.	Thus	the	present	human	fac‐
tors	can	be	used	engineers,	psychologists	or	ergonomist	to	achieve	better	results	or	can	expand	
their	cooperation	[20].	

6. Conclusion 

The	 research	which	was	 conducted	 in	 the	 framework	 of	 the	 ERGO	WORK	project	 as	 a	 survey	
among	decision‐makers	and	PWD	provides	guidelines	for	an	ergonomic	workplace	design	strat‐
egy	and	strengthens	the	importance	of	PWDs’	satisfaction	in	the	workplace.	Because	the	integra‐
tion	of	PWD	in	the	workplace	is	an	EU	priority	the	need	for	better	cooperation	among	EU	mem‐
ber	states,	and	knowledge	and	practices	transfer	in	this	field	is	starting	to	develop.	Therefore,	it	
will	 become	 ever	more	 important	 (as	 in	 the	 ERGO	WORK	project)	 to	 lay	 the	 focus	 on	 under‐
standing	and	eliminating	the	obstacles	 in	 integration	and	 in	resolving	these	questions	 through	
training	and	cooperation	between	the	academia	and	industry.	

As	mentioned	in	the	Article	27	of	the	UN	Convention	on	the	Rights	of	Persons	with	Disabili‐
ties	and	the	EU's	Strategy	for	Europe	2020,	employment	and	employment	opportunities	are	key	
priorities	of	all	EU	governments.	The	inclusion	of	PWD	in	the	open	labour	market	is	high	on	the	
EU’s	priority	list.	Addressing	the	special	needs	of	PWD	through	tailor‐made	ergonomic	solutions	
and	the	adaptation	of	workplaces	is	one	of	the	possible	solutions	to	achieve	this	target.	

The	purpose	of	the	research	was	to	provide	further	support	in	developing	and	innovating	the	
employment	sector	 in	all	partner	countries	of	 the	ERGO	WORK	project	and	in	EU’s	 industry	 in	
general.	Regardless	of	the	field,	in	discussions	on	disability	the	quality	of	life	must	play	a	central	
role	when	decisions	are	being	made.	It	is	of	utmost	importance	to	recognise	that	in	the	employ‐
ment	 sector	 each	 and	 every	 person	 has	 different	 needs	 in	 terms	 of	 support	 and	 different	 life	
goals.	Therefore,	it	is	necessary	to	support	and	respect	the	individual	decisions	as	far	as	possible.		
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