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Introduction: 
Neural networks and their applications 

Dear Readers, 

We offer you a coUection of papers devoted to Neural 
Networks and their Applications. The idea for this Special 
Issue originated when we decided to commemorate the re-
tirement of one of the most prominent researchers in the 
area of Artificial Neural Netvvork (ANN), Professor Teuvo 
Kohonen. We issued a Call for Papers for a Special Issue 
of the International Journal of Computer Research and re-
ceived too many quality submissions to be able to fit them 
ali into a single journal issue. We thus decided to split 
the material and through the courtesy of Professor Matjaž 
Gams, Managing Scientific Editor of Informatica, we are 
able to publish ali the top papers. We believe this is for-
tunate as there are novv two semi-independent Special Is-
sues devoted to recognizing Professor Kohonen. This Spe­
cial Issue has papers divided into three distinctive though 
well-connected parts. They are devoted to: Methodological 
Considerations, Applications and High Performance Real-
izationsof ANN's. 

In the part devoted to Methodological Considerations 
we have two papers. First, Tadeusiewicz and Lula in 
Neural Network Analysis of Time Series Data present an 
overview of issues involved in developing neural network 
based models of one dimensional tirne series. This paper 
can be vievved as a step-by-step tutorial on how to proceed 
and what to take into consideration when applying neural 
netvvorks to problems involving time series analysis. In the 
second paper Applying Neural Networks to Practical Prob­
lems - Methodological Considerations, Paprzycki, et.al., 
consider that most neural network research is concerned 
with depth rather than breadth of investigation. They ap-
ply seven different neural netvvork architectures (resulting 
in a total of 15 variants) to the same data representing a 
simplified pattern recognition problem and compare their 
performance. These results are used to support the view 
that more studies of this type are needed to gain further un-
derstanding of the interrelations between the problems and 
the neural network solvers. 

The Applications part consists of four papers covering a 
broad spectrum of ANN usages. First, in Artificial Neural 
Network Approach to Data Analysis and Parameter Esti-
mation in Experimental Spectroscopy, M. Kantardzic et.al. 
discuss how ANN's can be applied to the film thickness 
measurement problem, which is one of the crucial steps 
for many surface-oriented applications. In their approach, 
initial data is preprocessed to reduce dimensionality and 
then a backpropagation trained network is applied. Sec­
ond, in Control of a One-legged Three-dimensional Hop-
ping Movement System with Multi-layer-perceptron Neural 
Networks, Maier et.al. show how an ANN can be applied 
to control movement of a robotic system based on the dy-
namics of biological hopping and running. Multi-layered-

perceptrons proved suitable for control of movement in 
such a system, even in a challenging čase of movements 
on an uneven ground. Third, Magoulas et.al, in Neuro-
fuzzy Synergism for Planning the Content in a Web-based 
Course, show how to apply neural networks to the deci-
sions in planning the content of a Web-based course. Here, 
the ANN system is used to adapt the content of the lesson 
based on the progress of the learner. Finally, in Identifica­
tion and Appllication of Logical and Probabilistic Models 
of Risk in Business Solojentsev and Karasev discuss how 
a neural network system can be used in risk assessment. 
They apply techniques well known in engineering to eco-
nomic modeling. 

The last paper is devoted to the special čase vvhen the 
performance of the artificial neural network is of crucial 
importance and thus special hardvvare based techniques are 
desired. Vitela et.al., in Performance Analysis ofa Parallel 
Neural Network Training Code for Control of Dynamical 
Systems study the performance characteristics of a neural 
netvvork controUed implementation using the MPI message 
passing library. The experiments are carried out on an SGI 
Origin 2000 supercomputer. 

We are also grateful and would like to, once more, thank 
the following referees who helped us in making these spe­
cial issues ofa very high standard indeed. 

Peter Butko 
Adrian Flanagan 
Roger Gaborski 
Jukka Heikkonen 
Sami Kaski 
Teuvo Kohonen 

Mikko Lehtokangas 
HongjunLu 
Ron Holyer 
Colin Reeves 
Galya Rogova 
Ingrid Russell 

Rudy Setiono 
Juha Vesanto 
Lipo Wang 
Jon Williams 

Their help was invaluable and we really appreciate their 
work. Thank you! 

Editors of the Special Issue, 

P. G. Anderson 
N. C. Steele 
M. Paprzycki 

G. Klein 
G. Antoniou 

E.Oja 
V. Mladenov 
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Neural network analysis of time series data 

Ryszard Tadeusiewicz 
University of Mining and Metallurgy 
Mickiewicza Av. 30, 30-059 Cracov, Poland 
Phone: + 48 (12) 633^9-98, Fax: (0-12) 633-46-72 
E-mail: rtad@biocyb.ia.agh.edu.pl, 
neural@uci.agh.edu.pl. 

Pawe} Lula 
Department of Computer Science 
University of Economics 
av. Rakovviecka 27, 31-510 Cracov, Poland 
E-mail: eilula@cyf-kr-edu.pl. 

Keywords: neural models, neural netvvorks 

Received: June 7, 2000 

Neural networks have properties known to be effective in the modeling of economic phenomena. The 
process of constructing neural models tbat represent one-dimensional time series is reviev/ed and demon-
strated. Explicit attention is paid to the evaluation of the models. Ali steps reguired by theory and practice 
are demonstrated through an example. 

1 Introduction 

The primary topic of the present lecture are the possibilities 
of artificial neural netvvorks'applications in the analysis of 
one-dimensional time series, vvhich are to be understood 
as sets of values of a certain variable ordered in time. The 
analysis of the time sequence data requires the application 
of specific methods - methods taking into account the data 
variation observed in time and able to describe the respec-
tive dependencies. The survey of problems connected vvith 
forecasting time series may be found, among bthers in the 
vvorks of [Ciešlak, 1997 and Zeliaš, 1997]. Examples of 
applying neural netvvorks to predict various types of time 
series have been described in the vvorks of [Lai et al., 1999 
andNianyietal., 1999]. 

In economy problems, the share of data recorded as time 
sequences is steadily grovving (the phenomenon is mainly 
connected vvith the development of capital markets). The 
nature of these time sequences is also changing - at present 
they often form long time series, consisting of high fre-
quency data and exhibiting a complex, nonlinear structure. 
The methods used for analysis, modeling and prediction of 
such data types are also being improved. Among many re-
search tools applied for description of the data ordered in 
time the neural netvvorks are also mentioned - mainly be-
cause of their ability to describe the nonlinear regularities. 

'The subject of neural networks has also been mentioned in: [Hertz et 
al., 1993], [Osovvski, 1996], [Tadeusiewicz, 1993], [Tadeusiewicz, 1998]. 
The possibilities of applying neural models in predicting time series are 
the subject matter of the follovving: [Azoff, 1993], [Azoff, 1994], [Baes-
taens etal., 1994], [Gately, 1996], [Refenes, 1995a], [Thomason, 1997a]. 

This publication is addressed to persons dealing vvith 
theoretical and practical aspects of modeling and forecast­
ing time series. In its further parts, the authors evalu-
ate possibilities of applying neural netvvorks in the mod­
eling of economy phenomena, demonstrate the process 
of constructing neural models used in modeling of one-
dimensional time series and indicate methods of evaluating 
constructed models. In the final part, theoretical consid-
erations are supported by practical example vvithin vvhich 
the results of applying the described method in modeling 
process and forecasting a real economic series are demon­
strated. 

2 The characteristics of neural 
models 

The neural netvvorks exhibit a set of features, due to vvhich 
they can become a useful tool for modeling and prediction 
of socioeconomic phenomena. The propriety of their appli­
cation follovvs from certain properties describing the phe­
nomena mentioned above as vvell as from the structure and 
functioning of the neural models: 

a) Great numbers of phenomena considered in the field 
of economy (e.g. in finance problems) exhibit non­
linear characteristics, what settles a basic suggestion 
that tools inherently capable of dealing vvith nonlin­
ear dependencies should be used for their modeling. 
Among the tools meeting that requirement are the 
feed-forward neural netvvorks. They exhibit the abil-

mailto:rtad@biocyb.ia.agh.edu.pl
mailto:neural@uci.agh.edu.pl
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Informatica 25 (2001) 3-10 R. Tadeusiewicz et al. 

ity to approximate arbitrary nonlinear dependencies as 
well as the ability of generalization. 

b) The process of construction of a neural model consists 
of exploration of ali the available data sets and then 
evaluation of a model able to describe the regulari-
ties found in the data. The application of such models 
does not require the knowledge of the exact form of 
the function describing the actual dependencies. Be-
cause of that property, the neural models can be suc-
cessfully applied in ali the cases when the exact law, 
describing the formation of the studied dependencies, 
is not known. It does not exclude the possibility of the 
netvvork application when the mathematical formulas 
describing the studied aspect of reality are known, but 
then the effort connected with evaluation of the neural 
model can be greater then the efforts required for cal-
culation of parameters of the respective law given in 
the form of equation. 

c) The neural models exhibit adaptive characteristics. 
They can be used for description of dependencies 
which vary in time. At the moment when new data 
arrive, necessary process of additional network train-
ing can take plače and the Information from the recent 
observation data can be included in the constructed 
model. 

d) The neural netvvork can be regarded not only as a 
mechanism describing the previous course of the phe-
nomenon and predicting its future values. It can also 
provide the means for comprehensive analysis of the 
studied part of reality. The basic information about the 
system can be acquired by application of model sensi-
tivity analysis. It allovvs the presentation of nature of 
the relation betvveen the studied quantity and specific 
factors which infiuence its behaviour. 

e) The process of evaluation and application of neural 
models can be carried out concurrently in multipro-
cessor systems or in a set of computers connected in 
a Computer network. Such a way of realisation of the 
neural model calculation results in a considerable re-
duction of time required for the execution of ali the 
necessary calculations. 

The application of neural models in not always justified. 
Such models should not be applied when: 

a) the number of observations available to the investiga-
tor is not sufficient as a basis for the model evalua­
tion. The evaluation of networks with relatively many 
parameters using a very scarce learning set most of-
ten leads to construction of models which adapt to the 
learning data, but do not exhibit the ability to describe 
the general regularities found in the data. 

b) the justification for application of the neural models 
can be hardly found, as in cases when nature of the 

actual dependence is known (e.g. the function de­
scribing the analysed phenomenon can be explicitly 
written). In such a čase the evaluation of the function 
parameters requires less effort and leads to construc­
tion of a model, which is easier in interpretation. 

Even when the conditions justifying the application of 
neural models are fulfilled it should be remembered that in 
addition to their many advantages the neural models exhibit 
also some weak points which can be the source of problems 
during the stage of the model construction. The most im-
portant disadvantages of neural networks include: 

a) the requirement of proper data preparation - depen-
dent on the nature of the data and the type of network 
being applied, 

b) the problems with selection of the proper neural model 
structure (type of the network, the assumed neuron 
model, the number of neurons and the way they are 
connected), 

c) the requirement of proper choice of the network's 
learning algorithm, 

d) relatively high time expenditures connected with eval­
uation of the neural model, 

e) the absence (in most cases) of a direct interpretation 
of the particular neural model coefficients. 

Many works can be indicated, which have been devoted 
to applications of neural netvvorks in the analysis of econ-
omy data (e.g. such problems are dealt with in the fol-
lowing monographs: [Trippi et al., 1993], [Baestaens et al., 
1994], [Azoff, 1994], [Refenes et al. 1995]; these problems 
are also described in papers printed in Journal of Compu-
tational Intelligence in Finance, previously known as Neu-
roVe$t Journal). 

3 The construction scheme for a 
neural model of time series 

Several basic stages can be distinguished in the process of 
construction of a neural model of time series: 

- the preliminary data analysis (preprocessing) and the 
decomposition of the time series 

- the construction of partial models, describing the be­
haviour of each extracted component 

- the construction of the aggregate model 

- the evaluation of the model's correctness 

Fig. 1 is a graphic illustration of the above presented 
stages of time series analysis. 

We will show greater detail particular elements of the 
suggested method, illustrated by the above scheme can be 
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Figure I: The analysis of one-dimensional tirne series 

found. Preprocessing of original data and decomposition of 
time series will be discussed in point 4 of the paper. Point 5 
demonstrates a construction method of models for particu-
lar components. The aggregate model is presented in point. 
6, vvhereas the evaluation methods can be found in point 7. 

4 The preliminary data analysis and 
decomposition of the time series 

The process of preliminary data analysis and decomposi­
tion of the time series includes the following operations: 

- the study of data correctness - procedure verifying the 
data correctness intended to minimize the probabil-
ity of errors or blanks in the data. Primary methods 
used in such procedure are: comparison of the data ob-
tained from various sources, graphical analysis of the 
original time series or a derived series (e.g. relative in-
crements), application of methods used for evaluation 
of the missing data [Pavvelek et al. 1996]. 

- process of making the data operational - algebraic 
transformations applied to the original data set in or-
der to enhance certain, particularly important, charac-

teristics of the studied variables. In the čase of time 
series of economic origin, the process of making the 
data operational usually consists of calculation of the 
series of relative or absolute increments, dynamic in-
dices, taking the logarithm or square root of the data, 
or extraction of Information concerning the data sign 
itself. 

preliminary determination of series characteristics 
- operation aimed at a preliminary test, checking 
whether any regularities can be found in the data. For 
the čase of finance time series analysis, the prelimi-
nary determination of the series characteristics is re-
lated to the study of the market efficiency ([Jajuga et 
al., 1997], [Peters, 1997]). The basic methods used 
at this stage of analysis are: Hurst exponent, autocor-
relation coefficients, spectral analysis, and statistical 
tests (e.g. BDS test [Lin, 1997]). 

the series decomposition - analysis aimed at the ex-
traction from the original series components with 
structures simpler than the structure of original data. 
The series decomposition can be carried out by: fitting 
the trend function and extraction of the differences, 
filtration of the data, or determination of the season 
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variation indices. The studies carried out by the au-
thors indicate that the discrete vvavelet transform can 
be particularly useful ([Thomason, 1997]). For the 
čase of tirne series with simple structures, the series 
decomposition is not applied. 

preprocessing of the series components - consists of 
a transformation of values of the extracted compo­
nents before they are processed by the neural netvvork. 
The necessity of such transformation follows from the 
specific features of the applied neural models (the ne-
cessity to adapt the variability range of the processed 
values to the range of values generated by the output 
neurons). The way in which the transformation is per­
formed in most cases is not related to the system gen-
erating the data. 

5 The construction of partial models 
The next stage of the analysis assumes the construction 
of k independent models describing each of the extracted 
components. Because of the diversified character of data 
forming each of the components it can be expected that the 
structure of particular models will be different. Stili the 
construction procedure for each of the models is similar 
and requires the solution of many similar problems. The 
basic questions which have to be ansvvered during the con­
struction of each model include: 

- choice of the neural netvvork type - the possibilities 
usually taken into account include the application of 
feed-forward multi-layer networks (multi-layer per-
ceptrons), the networks with radial basic functions, 
linear networks or generalized regression neural net­
vvork. The choice of the proper netvvork type depends 
mainly on the character of the described phenomenon 
and the structure of data. 

- choice of the input variables - the models of one-
dimensional tirne series are usually of autoregressive 
nature (they describe the dependence betvveen the 
present value in the tirne series and its previous oc-
currences). The construction of a properly vvorking 
model requires the identifications of the previous val­
ues necessary for evaluation of the consecutive values 
in the series. The results of the studies carried out 
by the authors confirm the usefulness in that field of 
methods employing the genetic algorithms. 

- specification of the model structure - consisting 
mainly of the choice of hidden part of the neural net­
vvork (the specification of the number of layers and 
the number of neurons in the hidden part and choice 
of neuron model). Particularly promising results can 
be obtained using the genetic algorithm. Hovvever, 
the considerable computer time requirements of such 
model construction should be kept in mind. 

- the netvvork learning - evaluation of the model param-
eters in a way leading to minimization of the assumed 
error function. 

- evaluation of the correctness of the partial model -
mainly by using Instruments based on the differences 
betvveen the actual and theoretical values (sum of 
squares or modules of the differences, mean-square 
error, linear correlation coefficient). 

The order of consecutive stages is not always consistent 
vvith the sequence presented above, because some phases 
of the process are often performed many times during the 
construction of a single model. As an example, one can 
consider the network's learning, vvhich is often performed 
during the procedure of selection of the model 's input Infor­
mation as vvell as during the specification of the appropriate 
model structure. Therefore, unsatisfying results obtained 
from the network's learning can be a direct suggestion for 
the structure modification or even for the application of an-
other netvvork type. 

The model construction process has to be repeated for 
every separate component extracted from the data. 

6 Construction of the aggregate 
model 

After estimation of ali the partial models an aggregate 
model can be constructed, vvhich cumulates ali the results 
obtained using the partial models. The data aggregation is 
carried out in a way reverse to the process of the original 
series decomposition (usually by executing the summation 
or multiplication of the partial results). 

The theoretical values of the aggregate model are ob­
tained by aggregation of the results calculated by the partial 
models. 

If the elements of aH extracted components have been 
uniformly included in the learning, validation and testing 
sets, then the respective sections of series of theoretical re­
sults of the aggregate model can be attributed to learning, 
validation and testing characteristics. Due to that relation a 
possibility emerges to estimate the model quality measures 
independently for each set. 

7 Evaluation of model's correctness 
The aggregate model allovvs the calculation of theoretical 
values for the series. If the investigator wants to evaluate 
the model's correctness, then the results obtained from ap­
plication of the model can be compared vvith the stored real 
cases. The employed evaluation process should involve 
many aspects of the problem. On one hand it should take 
into account the obtained values by applying the chosen 
error measures and prefer the models for vvhich the error 
value (or values of other statistics based on the error value) 
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is the least. This group of methods of correctness evalua­
tion is of universal nature, because it can be applied to arbi-
trary series, irrespective of their origin. The second group 
of methods requires substantial knowledge of the system 
generating the data. It provides evaluation of the obtained 
predictions, which takes into account the nature of the stud-
ied phenomenon (the evaluation of the same numeric val-
ues of errors will be different in a system predicting the 
market prices and in a system, vvhich controls the produc-
tion of some precise devices). 

Universal measures of the prediction quaUty can be ap­
plied for evaluation of predictions of future values for an 
arbitrary tirne series, obtained by arbitrary method. These 
measures are based on the comparison of the actual value 
at with the theoretical value p(. 

Among the classical measures of the prediction correct­
ness one can find ([Caldvvell, 1995]) average error, mean 
square error, square root of the mean square error, normal-
ized mean square error, the absolute error, the percentage 
error, correlation coefficient, determination coefficient, and 
theTheirs J2 coefficient ([Zeliaš, 1997], [Ciešlak, 1997]). 

During the modeKs evaluation one can also make use of 
the relative measures, comparing the quality of prediction 
obtained from the constructed model and the model which 
is used as a reference. The quality of neural model's predic­
tions is usually compared to the predictions obtained from 
linear models or to naive predictions. 

A widely applied technique for the analysis of the 
modeFs quality is the analysis of the series of remainders, 
aimed at checking whether: 

- the predictions generated by the model are not biased 

- the average error of the prediction is uniformly dis-
tributed within the studied range of time 

- the consecutive terms of the series of remainders are 
not mutually correlated 

- the predictions obtained from other models are not 
better than the ones obtained from the studied model. 

The analysis of the series of remainders can be done vi-
sually, or can be carried out using more sophisticated sta-
tistical tools. 

The universal methods of evaluation of the model's cor­
rectness do not always fully reflect the quality of eco-
nomic prognostic systems, because the estimated quality 
measures mainly provide Information about the precision 
of the obtained predictions, which does not always pro­
vide a good basis for evaluation of the modePs utility in 
computer-aided decision making. For evaluation of a prog­
nostic system the accuracy of the decisions taken with its 
help should be evaluated in the first plače. The respec-
tive model evaluation system depends on the field of the 
modcrs application. 

Financial prediction quality measures determine the 
modePs utility in the process of finance decision making. 
The constructed Instruments are closely related to the field 

of application and the way the modeFs output results are 
interpreted. In finance applications, greater importance is 
often attributed to the correctness of the predicted trends 
than to the precision of the calculated prognosis. Therefore 
the Directional Symmetry (DS) coefficient can be useful, 
as it calculates the percentage of cases in which the actual 
trend was in accordance with predicted trend. The exact 
value of the instrument is defined as foUovvs: 

Ê * 
DS = 100 • t = i 

where 

dt -{I if ( o t - a t _ i ) ( p t - p t _ i ) > O 
otherwise 

It is worth noticing that the DS coefficient value of 50ex-
actly half of the cases have been predicted correctly, or 
equivalent to the result that can be obtained by choosing 
the trend direction at random. 

If a prognostic system is expected to be helpful in in-
vestment decision aiding on the finance markets, then a ba-
sic measure of the prediction system quality should be the 
profit resulting from the realization of investments made 
basing on the calculated predictions. Then the efficiency 
of the studied investment strategy is usually compared vvith 
strategies used as a certain reference system (ideal strategy, 
the buy and keep strategy or others). Model systems of in­
vestment strategy evaluation have been presented in [Lirov, 
1993], [Caldwell, 1995] and other works. 

8 Construction of the model of real 
time series 

To illustrate the above proposed method of modeling one-
dimensional time series, the construction process of a cer­
tain definite model will be demonstrated. The authors have 
decided to present a neural model of time series describing 
a monthly number of foreign airline passengers. Data have 
been derived from the work of [Box et al., 1983] and there­
fore a practical illustration of functioning methods as well 
as its evaluation based on standard data in which results 
obtained through other methods are possible. The length 
of the time series amounts to 144 observations. 

In the preprocessing stage, scaling has been performed 
according to: 

maxj(a;t) 

The scaling method is justified because ali values of dis-
cussed series are greater than zero. Calculations connected 
vvith the transformation of original data have resulted in a 
set of values from the range: 

minj(a;j) 
;1 maxi{xi)^ 
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Next the scaled series has been submitted to the decom-
position process by means of a selected method of splitting 
the series into particular components. For this purpose dis-
crete vvavelet transformation was to be applied. AH nec-
essary calculations were carried out by means of TimeS-
tat program in version 1.2. Decomposition process created 
seven component series taking into account variations of 
different frequencies. 

The follovving step in the calculation was the evalu-
ation of neural models indicating regularities occurring 
in each of the seven components. For this purpose 
each obtained series was transformed into a set of pairs, 
{(explaining values); (explained value)}, where explained 
value was a consequent element of series. In the charac-
ter of explaining variables a series of 24 preceding values 
was adopted. Taken into consideration of the number of 
delayed elements of the signal is the seasonal character in 
given consecutive months of the year. Therefore a set of 
data comprising two years may constitute a basis for cre-
ating and learning particular netvvork. It should be stated, 
that transformation of vector consisting of 144 elements on 
120 pairs {(vector); (scalar)} was conducted in the same 
way for each component. 

The stage of initial transformation and decomposition 
was folIowed by a division of possessed 120 elements -
at random - on a learning, validation and testing set. For 
this purpose 80 elements were drawn from the ali set and 
added to a learning set. Next 20 elements were dravvn from 
the remaining set and included in the validation set. Re-
maining elements were included in the testing set. It has to 
be stressed that an identical division was applied to each of 
the different components. 

A further stage aimed at defining the structure and learn­
ing, describes the behaviour of consecutive components. 
On the basis of preliminary studies, each of the components 
was described by a 24-4-1 model. Neurons in the hidden 
layer had a tan-sigmoid activation function and input neu­
rons were equipped with a linear one. The proposed model 
had 105 parameters. The number of parameters was too 
large when compared with the length of learning series but 
it was assumed that in the next stage of studies useless pa­
rameters of the model would be eliminated. Next step was 
the evaluation of parameters of the models describing be­
haviour of distinguished components. Learning was carried 
out in parallel to the optimisation of model structures. In 
the process of learning and generating proper structure, the 
RPROP algorithm and the genetic algorithm were applied. 
The genetically minimised fitting function was dependent 
on the error value for the learning set (describing ability to 
approximate) and for the validation set (describing ability 
to generalize) as well as the number on inputs and neurons 
in a hidden layer. The applied algorithm aimed at the min-
imisation of ali mentioned elements of the fitting function. 
During calculations a population of 30 chromosomes was 
used. Eaich of them described the structure of one netvvork 
model. The above method was repeated 7 times - sepa-
rately for each component. 

Table 1: Basic parameters of models describing components distin­
guished in a studied series 

Compo­
nent 

1 
2 
3 
4 
5 
6 
7 

Number 
inputs 

4 
4 
5 
2 
1 
1 
1 

Number of 
hidden neurons 

2 
2 
2 
2 
2 
2 
1 

Number 
of vveights 

12 
13 
12 
7 
7 
7 
4 

The outcomes of that procedure were seven models de­
scribing behaviour of each distinguished component. Ob­
tained models were different in terms of number of inputs 
and neurons. Total specification of Information concerning 
obtained networks has been presented in table 1. 

The ana]ysis of the obtained network models indicates 
that in order to calculate theoretical values of consecutive 
components, past values are used differently-delayed in re-
lation to a described value. To describe the values of com­
ponents with index t the follovving are applied: 

- in model of the component 1 the values with indexes: 
^ - 1, i - 3, ^ - 8, i - 12 are used, 

- in model of the component 2 the values with indexes: 
t - 1, i - 2, t - 15, i - 24 are used, 

- in model of the component 3 the values with indexes: 
t - 5, i - 9, t - 16, ^ - 20, i - 22 are used, 

- in model of the component 4 the values with indexes: 
i — 1, i — 14 are used, 

- in model of the component 5 the value with index: 
t - 1 is used, 

- in model of the component 6 the value vvith index: 
f — 3 is used, 

- in model of the component 7 the value vvith index: 
i — 1 is used. 

It has to be stressed that the method of selecting input 
variables based on a genetic algorithm may be applied in-
dependently of the neural network. 

After evaluating aH partial models an aggregate model 
was created by summing up results obtained by means of 
each model component. The basis for the evaluation of 
an aggregate model may be values of selected measures 
(these values were estimated by means of using original 
data) presented in table 2. 

Obtained results confirm the utility of the adopted 
method of creating time series models. 
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Table 2; Measures of quality for an aggregate model (calculated on the 
basis of original data) 

Measure 

SSE 
MSE 
RMSE 
NRMSE 
R^ 

Learning 
set 

37476 
468,4526 

21,6438 
0,1865 
0,9648 

Validation 
set 

8839,3 
441,9673 

21,023 
0,1986 
0,9585 

Testing 
set 

13672 
683,6135 

26,1460 
0,2942 
0,9089 

9 Final conclusions 

In the present paper a method of creating neural models of 
time series has been presented. The authors have shown 
the results of its evaluation on the basis of a data set, 
which is a standard benchmark in ranking various meth-
ods of modeling of time series. It is vvorth stressing that 
the presented procedure of modeling is in fact a hybrid 
method as it makes use of possibilities offered by neural 
networks, genetic algorithms and discrete wavelet transfor-
mation. Combinations of features of data analysis may lead 
to the construction of models describing time series with 
complex structure. It is interesting for both theoreticians 
and practitioners. Models like these have various applica-
tions of which the most essential are various kinds of fore-
casting. Having an effectively working model the predic-
tion of future values is possible on the basis of observing 
sequence of earlier data. It is particularly useful in fore-
casting future values of economic indexes. 

Acknowledgements. Authors thank Gary Klein, Marcin 
Paprzycki and the anonymous reviewer for comments, sug-
gestions and improvements in the text. 
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Resuks of performance comparison ofseven neural network architectures applied to a simplified multifont 
recognition problem are used to illustrate the need for more comparative performance studies. This need is 
a result, among others, ofincreasing computational power ofmodern PC 's and development ofcommercial 
neural network softv/are packages that combine multiple NNarchitectures in one easy-to-use environment. 
Experimental data supporting our conjecture is presented and discussed. 

1 Introduction 

Neural networks (NNs) are one of the more popular tools 
forbroadly understood patternrecognition. They are ap­
plied to problems in many different disciplines (see for in­
stance [6, 11] and the references collected there). When 
re-introduced into the computational practice [16], mostly 
a multilayer perceptron architecture and backpropagation 
training algorithm were in the center of attention. Since 
then a large number of NN architectures and training algo-
rithms have been proposed and experimented with. Some 
important differences are in the number and size and con-
nection pattems of layers of neurons, the vveight adjust-
ment functions applied during the learning process, and the 
way that the learning process proceeds (e.g. with or with-
out supervision). While intial interesi in neural netvvorks 
was centered around research in psychology, philosophy 
and cognitive science, this interest seems to have somewhat 
faded, recently. At the same time, neural netvvorks have 
been embraced by practicioners who are capable of suc-
cesfully applying them to problems in a number of fields 
(control, economics, business, vision etc). However, as our 
review of literature and the Internet indicates, only a lim-
ited amount of work has been devoted to comparing per-
formances of various NN architectures and training algo-
rithms. Rather, researchers concentrate their attention on a 
single NN architecture and its training method as applied to 
a given problem. Their goal is to fine-tune the performance 
of the netvvork to achieve the best results for the problem 
in hand. In addition, before the data is shown to the neu­
ral netvvork, it is often pre-processed by a feature extract-
ing software (to reduce the size/domain of the problem). 
Obviously, this adds to the difficulty of fairly comparing 
the performance claims of different NN architectures (as 
related to the original problem) as the performance of the 

neural network is now mediated by the performance of the 
feature extractor. 

In this context we would like to make two observations. 
First, neural networks have moved away from academia 
and a number of relatively affordable commercial products 
have been developed. Some of these products, like Neu-
roShell and Trajan, are stand alone NN packages while oth­
ers, like the NN kit for the MATLAB mathematical pack-
age, extend the capabilities of other software products. In 
aH of them, a number of neural netvvork architectures are 
presented together in a single package with a common in-
terface, thus making it easy for an inexperienced user to try 
to use the softvvare to solve a given problem. This makes 
the question of which architecture to apply even more im­
portant. Second, the power of a typical desktop PC has in-
creased enormously since the days of the Rumelhardt and 
McClelland book. In the early days some NN architec­
tures were considered almost impossible to use in compu­
tational practice due to the time it took to train them (e.g. 
recurrent neural netvvorks [9]), or the amount of memory 
required (probabilistic neural networks [19]). These lim-
itations, among others, were responsible for the need to 
drastically reduce the size of the input via feature extrac-
tion softvvare. The question that we would like to address 
is: given the advance in computational resources since that 
time, are these limitations stili valid? 

To address these questions, we report on our attempt to 
compare the performance characteristics of a number of 
neural network architectures available in Ward Systems' 
NeuroShell 2.0 package [13] as applied to a simplified pat-
tern recognition problem. This softvvare has been used in 
earlier work [1, 2, 3, 4]. Results reported there were ob-
tained for a relatively small size input data and/or for a 
selected few NN architectures. In this paper, we try to 
assemble a more complete picture by reporting on exper-

mailto:m.paprzycki@usm.edu
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iments (a) with ali NN architectures available in the Neu-
roShell package that are applicable to our problem and (b) 
with a significantly larger set of training data. Similarly to 
the results collected earlier, we used a simplified model-
problem of recognition of computer-printed characters (26 
upper čase letters of the Latin alphabet). This arrangement 
approximates the situation of a computer generated printed 
character being scanned, digitized, and presented to a com­
puter program to be recognized. It is assumed that one let-
ter is presented at a time and that each image presented 
does indeed represent a letter. Since we are interested in the 
performance of the NN architectures themselves and since 
we vvould like to establish feasibility of such approach, we 
have applied them directly to the digitized data (without 
any pre-processing). 

The remaining parts of the paper are organized as fol-
lows. In the next section we very briefly introduce the NN 
architectures used in our experiments. We follow it vvith 
a description of how the input data was generated and the 
experimental set-up. Finally, we present and discuss the 
experimental data. 

2 Neural network architectures 

In our work, we considered four architectures that use 
backpropagation as the training algorithm (multilayer per-
ceptron, jump connection netvvorks, recurrent networks and 
Ward networks). In the NeuroShell package, each of these 
architectures is available in three variants (discussed be-
low). In addition, we report on the results collected when 
the probabilistic, general regression and Kohonen netvvorks 
were applied to the problem. Let us now briefly describe 
each of these architectures (consult references, as vvell as 
[6, 11], for more details). 

2.1 Multilayer perceptron (MPN) 

The mutilayer perceptron combined with backpropaga­
tion training is one of the best known and most stud-
ied NN architectures. It consists of an input layer, at 
least one hidden layer, and an output layer. NeuroShell 
provides three implementations of the MPN, vvith one, 
two, and three hidden layers (referred to as "MPN(l)", 
"MPN(2)", and "MPN(3)", respectively, hereafter). The 
default number of nodes in the hidden layer is calculated 
using the formula #nodes = l/2{Inputs + Outputs) -f 
^ # patterns in training set. By default, the total num­
ber of nodes in ali hidden iayers remains the same in ali 
three implementations. Thus if a network with one hidden 
layer has 300 nodes in it, a network with two layers will 
have 150 nodes per layer and a netvvork with three layers 
v̂ 'ill have 100 nodes per layer. A linear [—1,1] activation 
function is used in the input layer and the logistic function 
is used in hidden and output layers. 

2.2 Jump connection netvvorks (JCN) 

Jump connection networks differ from the MPN architec­
tures in that a number of additional forward connections are 
added [13]. NeuroShell includes JCNs vvith one, two, and 
three hidden layers (we follow the naming convention set 
forth in the MPN description above). As illustrated in Fig­
ure 1, in the čase of a jump connection netvvork with three 
hidden layers, the input layer is connected forvvard with the 
remaining four layers (three hidden layers and the output 
layer), the first hidden layer is connected vvith the second 
and third hidden layers and the output layer, etc. Because 
of this, it is assumed that each successive layer vvill have 
a more complete view of the data from several different 
stages of processing. The number of nodes in the hidden 
layers is governed by the same formula as the MPNs. Also, 
backpropagation is used as a training algorithm and the ac­
tivation functions remain the same as vvith the MPNs 
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Figure 1: Jump connection neural network architecture, JCN(3) version. 

2.3 Ward networks (WNN) 

Ward netvvorks are a proprietary NN architecture available 
in the NeuroShell package [13]. They are a modification 
of the simple MPN architecture in that they have multi-
ple parallel "slabs" (independent groups of nodes) in a sin-
gle hidden layer. As vvith the simple MPN, each of these 
slabs receives input from the input layer and is connected 
directly to the output layer. As previously, the same for­
mula guides the selection of the total number of nodes in 
the hidden layer. Hovvever, WNNs differ from the standard 
MPN schema in that each of the hidden layer slabs ušes a 
different activation function. Because of this, it is assumed 
that each slab vvill be responsible for recognizing differ­
ent features of the input pattern. There are three differ­
ent variants of this architecture available in the NeuroShell 
package. Follovving the naming convention set forth in the 
MPN description above, the WNN(2) is constructed using 
tvvo parallel slabs in the hidden Iayer vvhich use Gaussian 
and Gaussian compliment activation functions respec-
tively. The WNN(3) has three parallel slabs vvhich use 
the Gaussian, Gaussian compliment, and tanh func­
tions respectively (see Figure 2). Finally, the WNN(2j) is 
identical to the WNN(2) except that it has an additional 
"jump-connection" from the input layer directly to the out­
put layer. 
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Figure 2: Ward neural netvvork architecture, WNN(3) version. 

2.4 Recurrent neural networks (RNN) 

Recurrent networks with dampened input layer feedback 
(Jordan-EIman netvvorks, [5]) are a modification of t2he 
MPN in that an additional slab of neurons is added to repre-
sent a "long-term memory effect." In NeuroShell, this slab 
of neurons always gives output to the hidden layer, but can 
receive input from the input layer, hidden layer, or output 
layer. (We will referr to these as "RNN(il)", "RNN(hl)", 
and "RNN(ol)", respectively.) For instance, when the ad­
ditional slab is to interact vvith input patterns, it combines 
inputs from the external data and the standard input slab 
as well as the inputs originating from itself (via dampened 
loop-back connections - memory effect) and gives output to 
the hidden layer. Figure 3 represents the RNN(hl) version 
of the recurrent architecture available in the NeuroShell 
package. 

While a regular feed forward network responds to a 
given input pattern vvith exactly the same output every time 
the given input pattern is presented, a recurrent netvvork 
may respond to the same input pattern differently at dif-
ferent times, depending on the input patterns which have 
been presented to it previously (memory-effect). This of-
ten makes this network desirable for time-series evaluation 
[8]. Recurrent netvvorks are trained the same way as stan­
dard MPNsexcept that training patterns must always be 
presented in. the same order. Activation functions for the 
input, hidden, and ouput layers also remain the same as 
vvith the MPN. 
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Figure 3: Recurrent neural network architecture, RNN(hl) version. 

2.5 Probabilistic neural networks (PNN) 

Probabilistic Neural Netvvorks are based on an application 
of a classification th'eory based on the minimization of the 
"expected risk" function [17, 18, 19]. Here the network's 

determination is based on a series of measurements and can 
be expressed in terms of Bayesian decision rules. The key 
to the classification process is the ability to estimate the 
probability density functions (PDFs). For NN applications 
this means that the PDFs have to be estimated on the ba-
sis of the training patterns (vvhich are the only source of 
available Information about the data). In 1962, Parzen in-
troduced a class of estimators that asymptotically approach 
the real density as long as it is smooth and continuous [15] 
and Specht used it in the PNN design. PNN requires that aH 
Information from the training set be stored and used during 
testing. In other vvords, for each input data there is a node in 
the hidden layer (vvhich can lead to a subtantial amount of 
memory necessary to implement this architecture). Train­
ing is relatively fast as each input is shovvn to the netvvork 
only once, hovvever the time necessary to process the data 
after the netvvork is already trained is directly proportional 
to the size of the training set. 

2.6 General regression networks (GRN) 

The general regression netvvorks are very similar to the 
PNN's as they are also based on estimation of probability 
density functions. Originally the concept was developed in 
the statistics literature and knovvn as the Nadaraya-Watson 
kernel regression and vvas translated to the NN environment 
by D. Specht [20]. The most important difference betvveen 
PNN and GRN is in the fact that the PNN distinguishes be­
tvveen discrete states, vvhile the GRN generates continuous 
output. As vvith the PNN, the GRN ušes as many neurons 
in the hidden layer as there are input elements and trains 
quickly. Hovvever, processing time after the netvvork has 
been trained is also directly proportional to the number of 
patterns used in training. 

2.7 Kohonen netvvorks (KNN) 

Kohonen's netvvorks were introduced in 1989 [10]. They 
are rather "simple," vvith only tvvo layers (input and output), 
and are based on competitive unsupervised learning. When 
the training data is shown to the netvvork it tries to sepa-
rate it into a specified number of categories. The vveight 
adjustment process during learning is based on the Koho­
nen self-organizing map and attempts at categorizing data 
elements into discrete groups based on the perceived simi-
larity betvveen elements. 

3 Data generation 

To generale the input data vve developed a font-digitizer 
based on the FreeType 1.2, an open-source TrueType font 
rendering library [7]. The resulting "bitmaps" (sequences 
of integers O and 1) represented centered, similarly scaled 
letters allovving a "one-pixel" border around the map (the 
effective letter image vvas at most 18 x 18). Initially, vve 
collected 2450 fonts. These fonts vvere then manually com-
pared to remove identical and similar fonts that exist under 
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# nodes 
100 
200 
300 
400 

defaulti(324) 

MPN(l) 
min 

88.39 
88.99 
89.51 
89.37 
88.67 

max 
88.99 
89.76 
90.59 
91.28 
90.24 

ave 
88.61 
89.47 
90.05 
90.18 
89.72 

MPN(2) 
min 

88.50 
90.80 
91.22 
91.54 
90.98 

max 
89.79 
91.05 
91.78 
91.78 
91.81 

ave 
89.43 
90.95 
91.58 
91.67 
91.44 

MPN(3) 
min 

88.08 
90.84 
91.47 
91.61 
91.05 

max 
88.95 
91.01 
92.03 
92.27 
91.43 

ave 
88.61 
90.94 
91.65 
91.88 
91.23 

Table 1: Performance comparison; multilayer perceptron; one, two, and three hidden layers; results in % of correct answers 

# nodes 
100 
200 
300 
400 

default(324) 

JCN(l) 
min 

83.78 
81.40 
80.00 
80.70 
74.97 

max 
86.96 
86.08 
82.97 
74.27 
84.22 

ave 
85.04 
84.11 
82.21 
79.61 
80.48 

JCN(2) 
min 

77.83 
83.53 
73.81 
77.87 
78.85 

max 
84.72 
85.38 
80.98 
80.45 
76.36 

ave 
81.57 
84.58 
78.07 
79.77 
76.93 

JCN(3) 
min 

84.13 
82.87 
74.16 
80.28 
79.55 

max 
86.22 
85.03 
84.41 
84.37 
82.66 

ave 
85.21 
83.82 
78.20 
82.07 
81.33 

Table 2: Performance comparison; jump connection netvvorks; 1,2,3 hidden layers; results in % of correct answers 

different names. Only the basic forms of each font were 
allovved (no italic or script versions have been used). After 
three screenings, we ended up with 710 unique fonts. The 
fonts were then processed by our digitizer to obtain data in 
the format required by the NeuroShell environment. For ali 
netvvorks we used 400 input nodes (20 x 20 = 400, each 
node corresponding to one element of the input vector) and 
26 output nodes (corresponding to the 26 letters of the al-
phabet). 

Initially, the input data was divided into 6 groups of 100, 
200, ..., 600 fonts vvhich were used for training. We used 
the remaining 110 fonts for testing. The data was divided 
into groups alphabetically (based on the font names). How-
ever, since there is no relationship between the name of the 
font and its shape, this approach had no effect on the re­
sults. The preliminary results of these experiments were 
reported in [14]. As expected, as the number of available 
inputs increased, the quality of answers improved. In this 
paper we report mostly results for the largest input data 
set, comprising of 600 fonts (26 x 600 = 15600input — 
vector so flengtMOO). 

In ali backpropagation based networks, the input data 
is divided into training and verification sets. We have ac-
cepted the NeuroShell default of 20% of input data being 
devoted to in-training verification. To observe the stability 
of the results, we have run our experiments for each ar-
chitecture using 5 different random divisions of data into 
training (80%) and verification (20%) sets. We indicate the 
variability of the results belovv. 

For ali netvvorks, unless othervvise indicated, we have 
used the deafult values of various parameters e.g. learning 
rate, stopping criteria etc. While the effect of these param­
eters on the quality of resulting network is an interesting 
subject warranting possibly a separate study, it goes well 
beyond the scope of this paper. 

4 Experimeiital results 

We will now report on the results of our experiments. 
In Table 1 we summarize the results obtained when the 
]V[PN(1), MPN(2), and MPN(3) multilayer perceptron vari-
ations were applied to the problem. Five training trials were 
conducted for each network using five different divisions 
of the data betvveen the training and verification sets. We 
report the minimum, the maximum and the average perfor­
mance. 

The behavior of the netvvork is relatively good with 
the recognition rate at about 88-92%. Slightly unexpect-
edly, the MPN architecture vvith three hidden layers out-
performed others. In addition, we are finding out that the 
default value of the neurons in the hidden layer does not 
lead to the best performance. Here, the best recognition 
rate is achieved for 400 nodes in the hidden layers (regard-
less of the number of hidden layers). This is surprising 
since 400 is more than the default number suggested by the 
environment. The results are also relatively stable. In aH 
cases the difference between the best and the worst result 
is of the order of one to two percent. 

In Table 2 we summarize the results coUected for the 
jump connection netvvorks with one, two and three hidden 
layers. The results are reported in the same form as Table 
1. 

The performance of JCN is substantially worse than that 
of MPN. In addition, in a very large departure from the 
suggested default number of nodes in the hidden layer, the 
best performance for is achieved for netvvorks vvith 100 
nodes (approximately 1/3 of the nodes suggested by the 
default function). Here, instead of improving, performance 
appears to degrade vvhen more nodes are added to the hid­
den layer. This behaviour is interesting and merits further 
study. Finally, it is difficult to pick an overall vvinner since, 
depending on the number of the hidden layers and nodes 
in them, different architectures carry the best result. This 
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# nodes 
100 
200 
300 
400 

default(324) 

WNN(2) 
min 
1.19 
2.34 
4.34 
3.63 
2.10 

max 
2.93 
7.93 
5.66 
7.83 
7.06 

ave 
1.85 
5.09 
5.27 
5.73 
5.15 

WNN(3) 
min 

82.59 
85.52 
86.40 
83.60 
86.15 

max 
84.13 
86.68 
88.11 
88.46 
88.22 

ave 
83.30 
86.11 
87.01 
87.05 
87.54 

WNN(2j) 
min 

55.52 
53.60 
49.41 
50.28 
55.86 

max 
63.15 
58.56 
60.63 
59.55 
60.80 

ave 
58.58 
56.84 
54.86 
56.32 
56.48 

Table 3: Performance comparison; Ward networks; three architectures; results in % of correct answers 

# nodes 
100 
200 
300 
400 

default 

RNN(il) 
min 

93.74 
93.70 
93.98 
93.94 
94.02 

max 
93.77 
94.05 
94.75 
94.02 
94.33 

ave 
93.75 
93.81 
94.23 
93.98 
94.17 

RNN(hl) 
min 

91.92 
92.48 
92.03 
92.55 
92.76 

max 
92.97 
93.74 
93.85 
93.53 
93.32 

ave 
92.36 
92.81 
93.02 
93.05 
92.97 

RNN(ol) 
min 

89.97 
89.51 
90.03 
90.52 
90.56 

max 
90.84 
90.70 
90.66 
91.29 
90.87 

ave 
90.34 
90.11 
90.30 
90.88 
90.7 

Table 4: Performance comparison; recurrent neural networks; three architectures; results in % of correct ansvvers 

effect is combined with a relative "instability" of the net-
work architectures. The differences between the best and 
the worst performance are as much as ten percent. 

In Table 3 we summarize the performance of the three 
Ward networks architectures. Again, the results are re-
ported in the same form as Table 1. 

The results are surprising. The WNN(2) architecture be-
haves almost as it has not learned at ali. One can assume 
that accuracy of 5% could almost be achieved by randomly 
guessing the answer (since there were 110 fonts and thus 
2860 letters, then if letters were selected randomly with 
probability 1/26 a total of 110 letters on average should 
have been selected resulting in accuracy of about 4.1%). 

The WNN(2j) architecture is better, but reaches only 
59%. Only the WNN(3) architecture, with three parallel 
slabs in the hidden layer performs well reaching a recogni-
tion level of almost 88%. It is also the most stable archi­
tecture of the three, with the differences between the best 
and worst performance staying below 4%. Interestingly, it 
is the default number of neurons in the hidden layer that 
results in the best performance for this architecure. 

In Table 4, we summarize the results for the last of the 
backpropagation-trained neural networks - recurrent neural 
networks. The column names match the Information about 
which layer was connected with the additional input slab 
(il - input layer, hI - hidden layer, ol - output layer). 

It can be observed that the performance of RNN is very 
stable; the differences betvveen trials stays below 2%. The 
best performance is achieved for the architecture where the 
memory slab is attached to the input layer. This is slightly 
different than expected as the network with the memory 
slab attached to the hidden layer (layer where the features 
are dealt with) was expected to outperform others. It is 
impossible to specify a particular number of nodes in the 
hidden layer that outperforms others as this number de-
pends on the architecture used (it is 300 for RNN(il) and 
RNN(hl), but 400 for the RNN(ol)). It can, however, be 

said that the differences are small enough to achieve satis-
factory performance using the default setup. 

Table 5 contains the data collected for the three non-
backpropagation based architectures. Here a slightly dif­
ferent set of data is presented. Since ali three architectures 
use ali available data to build the neural network we did 
not have different extracts to use. We have thus decided 
to present the effect on the performance of adding more 
and more fonts to the training set (100, 200, ..., 600). Us-
age of the PNN and GRN leads, however, to an interest-
ing "dilemma." After the training their predictive power de-
pends on the value of the smoothing factor. If the smooth­
ing factor is too small than the netvvork cannot recognize 
some of the patterns shown to it (seeing them as too distinct 
from the data it has been trained with). If the smoothing 
factor is too large, the netvvork starts to overgeneralize and 
thus misclassifies patterns. In theory, each trained netvvork 
can have its own optimal value of smoothing factor and this 
value cannot be known a'priori. To deal with this prob­
lem, a calibration procedure is provided. Here, a part of 
the training data is used to estimate an appropriate smooth­
ing factor. It is assumed that if the patterns, which will be 
shown to the network in the future, are similar to those used 
for calibration (and thus similar to those used in training), 
then the selected smoothing factor will be close to opti­
mal. We thus report the efficiency of PNN and GRN when 
the best smoothing factor was found "hands-on" (best) and 
then the automatic calibration was used (auto). 

As reported in our earlier work and in the literature [3,6] 
the performance of the Kohonen netvvork is very bad. The 
self organizing map is incapable of properly grouping the 
letters. While for 100 fonts the PNN slightly outperforms 
the GRN. When 600 fonts are reached, the situation re-
verses. The calibration process, vvhich was not doing well 
when the number of fonts was small [1], becomes a rela-
tively efficient method for estimating the smoothing factor 
for the large number of fonts. For 600 fonts it is able to 



16 Informatica 25 (2001) 11-17 M. Paprzycki et.al. 

# fonts 
100 
200 
300 
400 
500 
600 

PNN 
auto 

81.61 
84.58 
87.68 
88.68 
89.31 
89.81 

best 
83.52 
86.90 
88.02 
89.40 
90.06 
90.49 

GRN 
auto 

75.20 
78.05 
83.27 
85.52 
86.46 
87.14 

best 
83.45 
86.96 
88.34 
89.55 
90.06 
90.81 

KNN 

2.83 
3.07 
2.79 
3.56 
1.60 
5.62 

Table 5: Performance comparison; PNN; GRN; KNN; results in % of cor-
rect answers 

reach within one percent of the best possible performance 
for PNN and within four percent for GRN. 

One of the interesting observations made above was the 
fact that the specified default number of nodes in the hid-
den layer did not necessarily lead to the best performance. 
We could see that this number does not depend only on 
the number of input nodes, output nodes and number of 
elements in the input data, but also on the NN architec­
ture. We have decided to investigate this more closely. We 
have thus selected the "best" NN architectures: MPN(3), 
JCN(l), WNN(3) and RNN(il) and run additional experi-
ments for 150, 250 and 350 nodes in the hidden layer(s). 
We have combined these results with these reported earlier 
in Tables 1-4 and the PNN and GRN results and summarize 
them in Figure 4 (since tere is only one data point for PNN 
and GRN their results are represented as a straight line). 
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Figure 4: Effect of changing number of nodes in the hidden layer on the 
network performance. 

We can clearly see that, overall, the RNN(il) is the most 
stable and most capable of these six NNs. Not far behind, 
however, is the MPN(3) with 400 nodes followed by the 
PNN and GRN. The "unstable" performance of JCN is even 
more pronounced with the performance, for larger number 
of nodes in the hidden layer, bouncing back and forth. This 
observation seems to suggest that one more factor which 
plays a role in finding an optimal architecture is the number 
of connections. Finally, as suggested above, vve can see 
that the default number of nodes chosen by NeuroShell is 
not always the omptimal value. 

simplified pattern recognition problem. These 15 archi­
tectures are ali the applicable architectures available in the 
NeuroShell package. 

We have found that: 

- out of ali architectures the KNN and two variants of 
WNNs are not appropriate for the problem 

- the JCNs do not perform up to par with other architec­
tures and their performance depends very highly on 
the training and verification data as well as the num­
ber of nodes in the hidden layer 

- the remaining architectures do a reasonably good job 
with the RNN seemingly the best 

- the number of nodes in the hidden layer provided by 
the default formula depending only on the number of 
input nodes, output nodes and number of input pat-
terns, seems to work well only for the WNN 

- experimental data indicates that to find the optimal 
number of nodes the NN architecture and the num­
ber of connections in the network should also be taken 
into account 

- as the size of training data increases the automatic cal-
ibration used in GRN and PNN is slowly reaching the 
level of hands-on search 

- it is possible to use ali of the NN architectures in the 
NeuroShell packge in a reasonable time (less than 30 
hours of training) for a relatively large data set (both 
in terms of number of elements and their sizes) 

We believe that these results, while not necessarily ini-
dicative of results to be obtained for other potential prob­
lems, do indicate that experimental data needs to be taken 
into account when evaluating the usability of NNs for a 
given problem. First, due to the increasing speed and large 
amount of memory of modem PCs, it is now possible to 
apply NN directly to substantially larger problems than in 
the past. Therefore it is possible that preprocessing and fea-
ture extraction have to be applied only to much larger prob­
lems than in the past (and only an appropriately smaller 
reduction of the problem space is required). Second, NN 
software has considerably matured and vvriting one's own 
NN code is no longer required. Thus more work needs to 
be done on establishing guidelines which NN architecture 
should be used for which types of problems, so that those 
who are not NN experts will be able to use appropriate net-
works for their problems. To find these guidelines much 
more experimental work is required. 

5 Concluding remarks 

In this paper vve have reported on the results of applying 
seven neural netvvorks architectures (in 15 variants) to the 
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The P- and S-polarized Infrared Reflection Absorption Spectra (IRRAS) can be experimentally measured 
and, if the optical constants for the three phases are known, the film thickness can be determined. Film 
thickness measurements are crucial for many surface applications. We propose the methodology of thick­
ness measurement based on artificial neural netv/ork (ANN) technology. Using retro modeling we reduce 
the dimensiona}ity of the problem, and prepare training data set for an ANN. Simulation and 3D visual-
ization based on proposed model help us to validate the robustness ofthe trained ANN, and to estimate 
unknown parameters of instrumentation in experimental spectroscopy. Experimental IRRAS data were the 
inputs for an ANN testing phase, where the output is the estimated value ofthe Rim thickness. 

1 Introduction 
One of the most povverful tools available to scientists 
and engineers interested in molecular structure at metal-
solution interfaces as are found in batteries, fuel cells and 
corroding materials is in situ Fourier transform infrared re­
flection absorption spectroscopy, is-FTDRRAS. The tech-
nique is in situ because the data is collected under condi-
tions of electrochemical control. The rest ofthe technique's 
name stems from how the instrument collects the data and 
the nature of interaction of the infrared light with the elec-
trode surface. The huge amount of collected experimental 
data, in the form of sets of spectra, are extremely complex. 
Often Information desired from the measurement cannot be 
extracted from the overall response of the electrochemical 
system; that is, the signal of interest is buried in a sea of 
other signals (Fagey & Balachandar 1997, Hansen 1968). 

Film thickness is an important parameter of a stratified 
medium of several layers, and its measurement based on 
experimental infrared reflection spectra is a problem for 
which we are proposing a solution in this paper. Although 
there exists an analytical model that relates film thickness 
parameter to the experimental IRRAS data, hand calcula-
tions are almost impossible. Two main reasons are (Fagey 
& Marinkovic 1995, Kantardzic et. al. 1999): 

1. Imprecision of experimental data due to instrumenta­
tion errors and ambiguity in some experimental pa­
rameters. Even a minimal error in measurements vvill 
have composite effects, and analytically obtained re-
sult of a film thickness vvill include exponentially in-

creased total error. For the film thickness with values 
in the range betvveen 10"'' and 10~^m, this approach 
becomes impractical. 

2. Complexity of the mathematical model, which relates 
experimental data of reflection spectra (R) and thick­
ness of middle layer (h) even in a simple čase of three-
layered medium, so that explicit relation h = f{R) is 
difficult, almost impossible to establish. The difficulty 
lies in the form of modeling equations. It is not possi-
ble to solve for the parameters of interest explicitly. 

The immense experimental data set, ambiguity and impre­
cision of calculations, along with difficulties in expressing 
analytical relations betvveen given inputs and required out-
puts explicitly, served as a basis for moving away from 
classical methods to an ANN approach in estimation of 
film thickness for a given model. The I/O transformation 
is schematically presented on Figure 1. However, this idea 
also has a fundamental problem. If we want to use ANN 
technology for the problem at hand we need a training data 
set that consists of input-output pairs. Experimental spec-
troscopy does not offer a technique or method to experi-
mentally measure thickness. That means, we have inputs 
for an ANN, but do not have corresponding output values. 
Based solely on experimental data we do not have a pos-
sibility to train ANN. Therefore we had to slightly modify 
our approach. Although our proposed methodology is com-
plex and consists of several phases, the basic idea could be 
described as follows: 

1. Train an ANN with a set of data obtained from the 
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Figure 1: Film thickness measurement using ANN technology 

model, which is based on FresnePs equations. 

2. Use experimental data to validate and test the trained 
netvvork, where the output of the trained network will 
estimate the film thickness. 

Proposed methodology requires careful use of experimen-
tal and model-derived data as a combination in some 
phases. This paper describes methods, tools, and tech-
niques used to prepare for ANN-based methodology, where 
the actual neural network is the final step in automation of 
a process of estimation of a film thickness parameter based 
on experimental infrared reflection spectra. To prepare the 
data for an ANN training process, we will at first concen-
trate our efforts on modeling of infrared reflection spectra 
for a three-layered medium. 
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Figure 2; Schematic diagram of a three layer interfacial model for a lubri-
cant film 

2 Infrared spectroelectrochemical 
model 

Modeling the interaction of electromagnetic radiation with 
a stratified medium of several layers, like the electrode-
solution interface, is possible if certain parameters of the 
system are known. Such a mathematical model com-
pletely describes the reflection, refraction and attenuation 
of light in a stratified media. There are studies in litera­
ture, that construct hypothetical data as if measured using 
is-FTIRRAS (Fagey & Fawcett 1995). What has not been 
done to date is the use of the experimental data from an in 
situ measurement to derive some of the parameters used in 
the modeling process, i.e. a retro-modeling process, The 
reflection, refraction and attenuation of light in a stratified 
media are completely described by FresneFs equations in 
terms of a transverse electromagnetic wave with an elec-
tric field strength component parallel to the; plane of inci­
dence, P-polarized light, and perpendicular to the plane of 
incidence, S-polarized light. The system consists of a thin 
weakly absorbing layer that is presented betvveen two semi-
infinite Iayers, where one is a conductor and the other is in 
a transparent phase with a low refractive index. A model 
for a system is shown in Figure 2(Fagey & Marinkovic 
1995, Kantardzic et. al. 1999). Analytičal expressions 
for the model are functions of the vvavenumber,^, the an-
gle of incidence, Q, the linear polarization state, P or S, the 

film thickness, /i, and the optical constants of the media, 
n' (Fagey & Marinkovic 1995, Hansen. 1968). Note that 
several variables in these equations are complex values, re-
flecting absorbing nature of the sample: 

Qm. = arcsin( ' m - l sin(6lm_i)) 

/3 = 27r--n2 cos(^2) A 

r± = 
rxi2+rx23e^'^ 

1 + rxi2 • rj.23e2»/? 

r||i2+r||23e^'^ 
l + r | | i 2 •r||23e2''3 

1̂1 = h I ' 

(1) 

(2) 

(3) 

(4) 

(5) 
The optical constants for different layers are actually not 
real constants but complex quantities in a domain of 
vvavenumbers {v) given by: 

Ti {v) — n[y) -I- ik{y) (6) 

where n is the refractive index and k is the absorptive in-
dex. The P- and S-polarized IRRA spectra can be ana-
lytically determined based on other known parameters of 
a model. In order to establish a model, optical constants 
n'[y), with their real and imaginary frequency-dependent 
parts are determined experimentally, as results of previous 
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Figure 3: Interpolated functions for optical constants for: Ag, H20,and 
CaF2 

research (Fagey & Marinkovic 1995). We used these con­
stants for our retro-modeling and 3D visualization of the 
model. 

3 Dimensionality reduction based on 
visualization of Fresnel's 
equations 

Vast amounts of discrete data generated by computer-based 
retro-model of FresneFs equations, and large data sets, 
which are collected by IRRAS experimentation, make the 
problem of analysis and interpretation difficult. Is there a 
possibility to reduce the amount of data, both from exper-
iments and discrete model, preserving Information about 
relations between parameters of the process? That is es-
pecially important if we want to use artificial neural net-
work technology for estimation of the middle layer thick-
ness based on other parameters determined experimentally 
or through the model (vvavenumber v, the angle of inci­
dence 6, the linear polarization state P or S, and the op­
tical constants of the media Sn'S). To reduce the amount 
of data for further analysis we used 2D and 3D visualiza­
tion techniques. The purpose of infrared spectroelectro-
chemical model visualization is to use theoretical calcula-
tions based on FresneKs equations that completely describe 
the reflection, refraction and attenuation of light in a strati-
fied media, to identify optimal configuration for theoretical 
and experimental determining of the film thickness. Opti-
mization in this context means reduction of necessary in-
put vvhile maintaining enough sensitivity to predict output 
value of the film thickness with satisfying precision (Kan-
tardzicet. al. 1999, Marefat et. al. 1997). 

To perform these analyses and make decisions about 

1000 wafi7enumber, cm'-̂  

Figure 4: Model of FresnePs equations for film thickness h = 5 x 

most informative parameters and their ranges, in the first 
phase of a proposed methodoIogy we used retro model-
ing of FresnePs equations and corresponding visualiza­
tion techniques for a three-layered medium: CaF2 / H2O 
/ Ag. Based on experimental discrete values of optical con­
stants given in a wavenumber domain for aH three layers: 
CaF2, H2O, and Ag, we made linear functional interpola-
tion through these values to get a continuous function nec-
essary for further modeling. Optical constant functions are 
given on Figure 3. 

Using Maple V Release 5.1 as a software tool, we cre-
ated 3D model and corresponding visualizations of Fres­
neFs equations for the given materials in three layers. One 
dimension in the model was wavenumber v, second was 
the angle of incidence 6, and the third, dependent variable 
of the model represented the real amplitude of FresneFs 
coefficient, which led to the reflectance R. It is important 
that the same quantities can be experimentally measured, 
so that theoretical and experimental values can be com-
pared. For every computation the film thickness h was a 
constant value. Example of one 3D representation of the 
model is given on Figure 4. 

To select the most sensitive region of the model, with 
respect to h, we analyzed continuous visualizations of the 
model for different h values (Kantardzic et al. 1999). As an 
example we presented on Figure 5 three graphs for different 
h values, h = 0.1, 5 and 10 x 10~®m. Based on graphi-
cal representation of data we analyzed the differences AR 
between continuous infrared reflection spectra for given h 
values. If we compare the results for /i = 0.1 x I C ^ T O 
and other h values, we can see significant differences AR 
in entire domain, for aH i' and 6 values. But comparison 
of AR for h = 5 X 10-^m and /i == 10 x 10-^m gives 
another conclusion. AR differences, which we accepted as 
a measure of sensitivity of our model with respect to film 
thickness value h, are higher for v values less than 3000, 
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Figure 5: 3D and 2D models of three surfaces for different h values; h = 0 . 1 , 5 , and 10/i. 

e\v 
40° 
50° 
60° 
70° 

1200 
.219974056 
.1682207130 
.1523269448 
.0685264388 

2000 
.2338258560 
,2212274364 
.2531187111 
,1342928253 

2600 
.1267890738 
.145693822854 
.21239446928 
.02510797692 

3000 
.1629288071 
.1316719846 
.061906043 
.0685173970 

Table 1: A R (for ft = 5 X 10 ®m and 10 X 10 ^m) values as a measure of sensitivity for different 6 and v values. 

and sensitivity is smaller for larger u values. Also, highest 
level of sensitivity is for angles 6 about 60°. A prelimi-
nary analysis is supported by numerical data given in Table 
1. An important conclusion from the visualization of the 
model is that the model is highly sensitive on film thick-
ness changes for vvavenumbers ranging between 1000 and 
2800. Maximum sensitivity at the same tirne is for input 
angle of about 60°. These conclusions are the bases for 
selection of input parameters for artificial neural netvvork 
training. Without this analysis a total number of input val­
ues for ANN training is discrete 3D surface with 480 values 
(40 discrete values for 9 dimension times 12 discrete values 
for 6 dimension). Selection of the most sensitive 2D curve 
on a given surface reduces the number of inputs to 21. The 
only constraint is on the set of experimental data that has to 
be collected. The ANN will be trained with fixed 6 value 
of 60°, so the experiments should have the same value for 
the angle of incidence. 

4 ANN training 

To evaluate the applicability of ANN technology for pre-
diction of a film thickness based on experimental spectra, 
we prepared the data for ANN training and testing for a 
three-layered media: CaF2/H20 / Ag. Feature extraction 
and data selection processes, described vvith more details 
in previous section, defined 21 discrete input values of R 
for fixed, equidistant values of vvavenumbers v. Because 
the modeling process generates continuous 3D representa-
tion of R spectra, additional discretization was necessary 
(Dubitzky et al. 1999, Kantardzic 1999). Several discrete 

spectra of reflectivity {R), for different film thickness val­
ues h, vvere generated from the model and some of them 
are presented on Figure 6. 

Neural netvvork implementation, as a part of our method-
ology, is based on Stuttgart Neural Netvvork System 
(SNNS) software package for HP vvorkstations under 
UNIX operating system. The training process was car-
ried out using standard feedforvvard/back-propagation neu­
ral netvvork vvith one hidden layer. The commonly used 
sigmoid function vvas selected as the transfer function, and 
the learning coefficient rate vvas set to 0.2. The topology 
of the artificial neural netvvork vvas determined by 21 input 
units representing spectra features, 21 processing units on a 
hidden layer (the number vvas selected after several exper-
iments), and one output value representing estimated film 
thickness parameter 
The number of neurons on the hidden layer vvas chosen af­
ter a series of experiments. The hidden layers of 6, 7, 8 
and 21 neurons vvere tried in turn in search for the best net­
vvork performance. It vvas determined experimentally, that 
the netvvork has performed satisfactory having 7 neurons 
on the hidden layer, hovvever it performed the best having 
21 neurons on the hidden Iayer. The tvvo types of ANN 
architecture are shovvn below. 

The netvvork vvas trained vvith 100 input-output patterns. 
Every pattern (22 dimensional vector) vvas selected from 
the model to represent different output (film thickness) val­
ues in a range betvveen 10""^ and 10~^m. Equidistant strat-
egy is used again, vvith a step of 10~^ m in output val­
ues in tvvo consecutive patterns. The training process re-
quired 2000 cycles of back-propagation algorithm to ob-
tain satisfactory mean square error (MSE < 0.001). Dy-
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Figure 7: Two experimental ANN architectures: 7 and 21 neurons on the hidden layer 

namic changes in MSE and training parameters are shown 
on Figure 8. One of the most important advantages of neu-
ral network technology that we emphasize in our method-
ology, is its ability of fault tolerance, meaning that partial 
destruction of the network connections or even more im­
portant imprecision in input data, does not lead to corre-
sponding degradation of ANN performances and quality of 
results. For our experiments it is important to prove that 
small changes in input data, caused by error in instrumen-
tation or imprecision in measurements, will not have cu-
mulative and destructive effects on a final, predicted value 
of an ANN output h (Dubitzky et al. 1999). 

To validate this hypothesis we could not use experimen-
tal data because we do not have corresponding outputs for 
the given, measured inputs. Therefore, the only possible 
approach found was based on simulations using established 
model. We started with an assumption that maximal errors 
in measurements are on a level of 10%. Using this con-
straint we generated artificial, simulated changes in model 
data using random number generator. These changes were 

maximum of ±10% for: a) a randomly selected point in 
each of the input R spectra pattern where noise does not 
have a zero mean, and b) ali points in the spectra where 
noise has zero mean. They simulated noisy experimental 
values of spectra for a given output value of film thickness. 
Validation of trained ANN was made for aH 100 sets of 
simulated spectra with 10% error). Testing of the ANN 
showed significant error reduction in outputs. Graphical 
representation of aH output based on model data and simu­
lated, with additional error generated input spectra, is given 
on Figure 9. Additional analysis shows that mean square 
error at the ANN computed output is reduced to the level 
of 5.21 X 10~^. These results supported our hypothesis 
about ANN robustness. Using ANN technology error level 
in estimation of film thickness as output is reduced com-
pared to the level of error based on experimental R spectra. 
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5 ANN testing using experimental 
spectroscopic data 

Before final testing of our trained ANN with experimen-
tal spectroscopic data we had to solve one additional prob­
lem. We had to determine the value of one additional pa­
rameter, so called instrumentation factor C. Experimentally 
measured IRRAS spectra a]ways gives an output in a form 
of relative emissivity: AR/R. That means the spectra 
values are multiplied by a scaling factor that is not given 
in advance (as an instrumentation parameter), and is not 
possible to be determined experimentally. Therefore typi-
cal spectra obtained from the model and experiments show 
large visible differences as it is given on Figure 10. These 
significant differences are caused by unknown scaling fac­
tor C, where [AR/R)experimentally = C{R)theoretically 

Although the factor C is by its nature nonlinear on a 
vvavelength i/ domain, we accepted the approximation of 
its constant value for u betvveen 1000 and 2800. To deter­
mine scaling factor C we developed additional procedure. 
The basic idea is to compare the shapes, not domains of 

iuuy i « c i.toj loou 2UO:J 2a;ti i;4aj SJjo 2uuo -JOOJ 

Figure 10: Differences in spectra values for model data and experimental 
data 

experimental and model spectra curves. The shape of the 
normalized curve for experimental data is compared with 
shapes of ali model curves. Based on minimal square er­
ror measure (MSE) the closest model curve is selected, and 
then corresponding instrumentation factor C is determined. 
The main steps of the procedure are: 

1. Select (or correct previous) upper bound of the nor-
malization range for experimental data. 

2. Compute the new discrete values for normalized ex-
perimental spectra using standard formulae: 

•/t ^min 
R = R„ R„ 

-Rn. (7) 

where R is the normalized value, R^ is the 
upper bound of the range, i?mj„=4.05394 and 
^ma3;=167.578 are given values for an experimental 
spectra. 

3. For a given experimental spectra X{i^) normalized in 
step 2, the trained ANN make a computation of esti-
mated film thickness value h. 

4. For the estimated value h reconstruct the correspond­
ing model spectra Z{i'). 

5. Compare the differences between spectra X{i') and 
Z{i>) but only for the u domain between 1600 and 
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2600 (where C factor suppose to be linear). If they 
are close enough (mean square error MSE is minimal) 
stop the procedure with a final value of scaling factor 
C: 

^" (8) C = 
Rr — Xlr 

If the differences are stili large, repeat steps 1-5 in an 
additional iteration with a new, corrected normaliza-
tion range value. 

We repeated previous procedure several times apply-
ing different normalization ranges for experimental data. 
Graphical representation of functions X{u) and Z {v) with 
corresponding h and MSE values is given on Figure 11 for 
three selected iterations of our procedure. 

Selected (optimal) value for scaling factor C is: C = 
167 578-4 05394 ~ 0.0060781 which corresponds to the 
scaling range of the experimental spectra [O, 1]. Final re-
sults of application of a pattern recognition technique for 
three layered media: CaF / H2O / Ag using experimen-
tal data shovved the best fitting of spectra curves X{v) and 
Z{v) for C = 0.0060781 value, because of minimal mean 
square error (MSE = .02194). It is visible in Figure 11 that 
these spectra are closer for optimal C value than for others 
(experiments with ranges [0,0.8] and [0,1.2]). We selected 
this value as a linear scaling factor of experimental data and 
used this factor to prepare testing data for ANN. To vali-
date this factor we tested trained ANN with additional, new 
set of data obtained from the same class of experiments. 
Namely, using experimental spectroscopy technology we 
collected several sets of measurements for the same config-
uration of three-layered interface. Additional patterns were 
tested, and in ali cases the final outputs of ANN, which 
are estimated h values, were the same (or close) to value 
h = 1.42m. That was a final step in our methodology. 

We created softvvare environment, which accepts as an 
input experimental spectroscopic data, and produce quan-
titative estimation of middle layer thickness as an output. 
Through several interactive steps these software tools trans-
form raw input data into corresponding ANN inputs, and 
finally trained ANN based on these inputs estimate output 
h value. At this moment we do not have a possibility to 
establish independent validation for our methodology and 
obtained results because it does not exist any other tech-
nique for determining film thickness based on experimental 
data. Our methodology vvill be tested on large database of 
experimental measurements of spectra, and corresponding 
results will be analyzed and evaluated through the possible 
applications of obtained film thickness values. 

6 Conclusions 
In this paper we described a new software tool and a cor­
responding methodology for estimating a film thickness in 
a three-layered interface based on measurements of spec­
tra obtained from infrared experimental spectroscopy. To 

develop the methodology we used different modeling, sim-
ulation, visualization, numerical approximation, interpola-
tion, and pattern recognition techniques and tools. Differ­
ent steps in proposed methodology helped us to understand 
better the behavior of spectra and estimate some param-
eters in experimental spectroscopy measurements such as 
sensitivity of refraction spectra and scaling factor of spec­
troscopic instrumentation. Proposed methodology is tested 
with experimental data where the computed output from 
the trained ANN represents estimation of unknown, film 
thickness value {h). Applied to a specific problem in this 
čase, this approach can also be used for a broader range of 
problems. Any problem where the forvvard model is well 
knovvn and understood, but the inverse is analytically in-
tractable, the described techniques and developed software 
vvill become valuable tools. Some modifications connected 
vvith a new domain of application would be required. 

In the next phases of our research we have to concen-
trate our efforts in two directions. First, using developed 
methodology we vvill create trained ANNs for different 
three-layered interface structures. In that čase the method-
ology could be applicable for large amount of experimental 
data currently available. As a final result we expect de-
velopment of integrated programming environment, vvhich 
vvill be supported vvith large data base of analytical and 
ANN models for different media, vvith its optical constants 
and other necessary parameters. This package vvill give the 
user possibilities to analyze the interface through visualiza­
tion and other computer based techniques. Also, based on 
experimental data the package vvill compute an electrolyte 
thickness in infrared spectroscopy vvith satisfactory preci-
sion. Second direction of our research vvill make an empha-
sis on additional experimentation to obtain better tuning 
of different parameter's approximations used in proposed 
methodology. Linearization and constraints on optical con-
stant functions (n), instrument scaling function ((7), vvave-
length domains {v), and angles of incidence {6) are only 
some of the parameters vvhich require deeper analysis to 
obtain better, more precise results from our methodology. 
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Controlling the model of a movement system based on the dynamics of biological hopping andnmning 
is investigated. This movement system consists merely of a massless spring attached to a point mass. It 
is descrihing fast three-dimensional legged locomotion on even grounds. Rapidly moving legged 
antonomous systems require different hardware layouts and control approaches in contrast to slow 
moving ones. The spring mass system is a model that describes this principle movement as well as the 
principle control task. Multi-layer-perceptrons (MLPs) were used to implement neurocontrollers 
suitablefor such a movement system. They prove to be suitablefor exact control ofthe movement with a 
relatively small number ofneurons. This is also shown by an experiment where the environment ofthe 
spring-mass system has been changedfrom even to iineven ground. The neurocontroller is performing 
well with this additional complexity without being trainedfor it. 

1 Introduction 
Control of movement is an issue for robotics and 
autonomous systems. For movement over ground, wheels 
as well as legs can be used. Most artificial movement 
systems use wheels while natural movement systems 
employ legged locomotion. Wheeled systems have some 
limitations like limited mobility or immobility on 
irregular ground surfaces. For this reason only about 50 
percent of the vvorlds landmass can be entered by 
vvheeled systems [I]. Legged systems have potential to 
overcome such limits: only discrete surface points are 
needed for leg placement, not continuos surfaces. The 
movement of the body is decoupled from the movement 
of the feet: This is a form of active suspension. For 
legged systems high movement velocities are desirable. 
To achieve this ballistic movement, i.e. flight phases are 
necessary. This results in landing impacts introduced into 
the systems. Legged systems must be able to čope with 
such impacts. This could be achieved by dimensioning 
bearings in a way that impact stress can be managed. 
Such a design would result in relatively heavy and large 
bearings. Also repeatedly introduced impact shocks 
reduce stand times. 
Results from research on natural fast moving systems 
indicate that visco-elastic elements are used to effectively 
handle impact energy [2]. These are able to store and 
absorb impact energy. Using such elastic elements is an 
intelligent principle of construction that can be 
transferred to technical systems. Unfortunately elastic 
elements combined with ballistic movement phases make 

systems nonlinear and hard to control. This requires high 
computational efforts vvhich complicates real time 
control. We therefore investigated in the suitability of 
multi-layer perceptrons (MLPs) [3] for implementing the 
control of dynamic movement systems. Characteristic 
properties of neural networks like fault tolerance, 
robustness and especially the ability to generalize make 
them a good choice for controUer designs. They can be 
trained using available leaming algorithms. Once trained 
they offer fast response. This allovvs to build control 
structures that provide online control vvhich is essential 
for fast locomotion. 
Using neural networks for the control of legged 
movement systems has been addressed by Beer et al. [8] 
for hexapod autonomous systems as well as by Berns et 
al. [9] for a six-legged robot modelled after the stick 
insect. Other groups are also vvorking on control of 
legged systems with little or no elastic elements included. 
These systems are moving only slowly due to this 
construction principle. They control leg trajectories -
when using elastic elements the trajectory is determined 
by material laws and only initial conditions are set by the 
controller. Exploiting ballistic movement for locomotion 
in the vvalking robots mentioned above is not desired nor 
possible. It would lead to very complex control 
problems. The approaches that demand static stability are 
another reason for the slow movement. 
Simple dynamic movement has already been under 
investigation in many projects mostly in the form of the 
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pole-balancing control task (e.g. like Anderson [1], Ritter 
[10], Widrow [12]). There are no applications for the 
design of vvalking machines though. Control of a 
dynamic movement system like the 3D-Hopper [5] has 
been partly addressed by Atkeson et al. [13] using neural 
networks to improve the original look-up table control. 
We have investigated MLPs for the control of two 
dimensional spring mass systems [14]. They have proven 
to be successful for effective and exact control. Our 
investigation in Radial-Basis-Function Neural Netvvorks 
for the control of such two dimensional spring-mass 
movement system resulted in the design of controllers of 
comparable performance but at the priče of higher 
computationai cost [15]. Experiments with controllers 
based on Self-Organising Motoric Maps (Ritter et al. 
[10]) have yielded unsatisfactory results [16]. 
Alternative approaches for control of hopping that are 
not using neural networks can be found with the hopping 
machines of Raibert were look up table implementation 
of polynominal fits of the systems movement equations 
were used and methods based on fiizzy logic as presented 
byKluge[17]. 
In the following chapter the movement system model to 
be controlled is introduced. The structure of the used 
neurocontroller is described in chapter III, which is also 
addressing the training patterns for the neural networks 
of the neurocontroller and the respective network 
architecture of the used multi-layer perceptron neural 
networks. Then the results achieved with the 
neurocontroller on the example of several test scenarios 
are presented. The paper is completed by a conclusion 
and summary. 

2 The movement system model 
The movement system to be controlled is derived from a 
model that describes human and animal running and 
hopping [4]. It consists of a mass-less spring attached to 
a point mass that is jumping across even ground in three-
dimensional space (Figure 1). The mass represents the 
body of the system model and the spring its single leg. 
The motion of this system model is divided into two 
phases: The 'flight phase' vvhere the mass' trajectory is 
determined by gravity only and the 'ground phase' vvhere 
the movement is determined by the properties of the 
spring as well as gravity. The system model is passive, 
i.e. mass, stiffness and length of the uncompressed spring 
remain constant. These constants vvhere set to 
physiological relevant values (Table 1) taken from [4]. 

Table 1: System constants 

Constant 

Value 

m 

60 kg 

k 

lOkN/m 

1 

1 m 

The equations of motion during the ground contact phase 

X = JC-

m 

k 
y = y— 

m 

•yjx^ +y^ +z^ 

v? 
z - z-

m ^x'+y'+z' 
- 1 

(1) 

(2) 

(3) 

g 

are: 

vvhere x, y: horizontal deflections, z: vertical deflection 
of the spring, g: gravitational acceleration, k: spring 
stiffness, m: mass and I: uncompressed length of the 
spring. 
During the flight phase the equations of motion become: 

JC = O (4) 
7 = 0 (5) 
ž = -g (6) 

This dynamic system model can be kept in motion (that 
is preventing ground contact of the mass) by active 
control only. The system model has characteristic 
properties similar to hopping machines developed by 
Raibert [5]. It allovvs to reduce some of the complexity of 
the real vvorld system by maintaining the principle of 
locomotion and the control task. Scaling from the system 
model to a real vvorld system should therefore be 
straightforvvard. 

3 The neurocontroller 
A feedback structure is used to implement the 
neurocontroller. The multi-layer perceptron has tvvo 
classes of input signals: control parameters from a higher 
center (like desired speed or directions) and sensed 
infonnation on the observable system states. Output 
signals are motor control data to drive the controllable 
States of the movement system. The movement system is 
situated in its environment (the vvorld) and is 
experiencing the immediate feedback of the environment 
(situatedness and embodiment [6]). 

3.1 Fixed and changing coordinates 

The number of inputs parameters to the controller can be 
reduced by using a designated Cartesian coordinate 
system [a,b,c) for each ground contact phase (Figure 
2). The direction of the a-axis is set so that it coincides 
with the direction of the horizontal velocity ix,y) 
during the preceding flight phase. The origin of the 
{a,b,c) coordinate system is placed in the projection of 

the mass onto the (x, ^j-plane at touchdovvn. With 
respect to this coordinate system the horizontal velocity 
b,j is always zero. For touch dovvn the coordinates 
become 
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a,d=4^^,J+{y,J 
b,„ = o 

expressed in {x, y, z) -coordinates. 

(7) 

(8) 

(9) 

The variables perceived are the legs' angle of attack 
(Afl,g,AŽ»,g) as well as the velocities \čt,^,č,g) of the 
mass at the point vvhere the spring lifts off the ground, 
i.e. the transitions between ground phase and flight 
phase. The parameter to be controUed is the angle of 
attack expressed as (Aa^^, AZ?,j } at 'touch down' that 
has to be set in a way that the desired horizontal velocity 

[aJ, b^ j for the flight phase is reached (Figure 3). 
The control task can be solved using numerical methods. 
A supervised learning approach is therefore appropriate 
to train the MLP. Training patterns for the control of the 
movement system have to be generated. 

3.2 Generating training patterns 
The spring-mass systems' equations of motion (l)-(6) 
have been solved numerically for representative values 
covering the whole parameter space using a fifth order 
Runge-Kutta-Gill method. The center of gravity 
trajectories have been numerically determined for ali 
• combinations of parameter values at touch down. Polar 
coordinates were used to solve the equations of motion of 
the spring mass system (Table 2). This was done in order 
to achieve an even spread of initial states. (p^ is the 
direction of the spring at the point of touch down in the 
x-y-plane, z9,̂  is the angle of attack of the leg with 

respect to the x-y-plane and ( a ^ , b^, č^j) are the 
velocity components at touch down. 

Table 2: Initial states for numerical solution 

Para­
meter 

Range 

In steps 
of 

<P,u 

71/90 

t9,. 

71/90 

a^ 

<9 

Im/s 

4. 
0 

Č,cl 

0 < č „ < 4 

Im/s 

The initial and fmal states of a ground phase have to 
guarantee that the hopping height before landing and 
after take-off will be sufficient to move the leg into its 
new position during flight phase without hitting the 
ground. Data from center of gravity trajectories meeting 
these conditions have been used to compute the data 
patterns for the training set - based on the initial state, 
possible final states of the preceding ground phase were 
included as well as patterns for negative horizontal 

velocities. This lead to overall 40,000 training patterns 
that were also used for 'in-training verification'. 
To ensure good control of the system MLPs have to be 
trained with patterns that are representative for the 
movement. For the spring-mass system, training patterns 
have to cover the whole variety of possible movement 
patterns - hopping in plače, acceleration, hopping at 
constant speed, deceleration and change of direction. If 
these characteristic movements are not sufficiently 
represented by the training patterns, the trained MLPs 
will not be able to control the movement of the system: 
the desired horizontal velocity will not be reached. This 
may lead to undesired behavior of the system (e.g. 
unnecessary change of direction, too fast or too slow 
movement, falling down). lnadequate selection of 
training patterns has not only an impact on the control 
abilities of trained MLPs, but also on the number of 
training cycles needed to leam the patterns. We selected 
representative data that covered the desired range of 
horizontal velocities. This is underlined by simulations 
that were made with desired horizontal velocities much 
higher than those used during training. In this čase - as 
expected - the MLPs were not able to control the 
movement of the system. In order to reduce the number 
of training patterns, MLPs were trained only with 
patterns for selected horizontal velocities at touch down 
as shown in Table 2. 

3.3 MLP-design 
We have examined several different MLP architectures 
with one or more hidden layers using sigmoid activation 
functions [3]. Each hidden layer consisted of betvveen 5 
and 10 neurons. The learning algorithm used was back-
propagation with momentum [7]. After reaching the error 
goal, the MLPs were tested on the quality of 
generalization using the samples that were not used for 
training. The movement system was left running with 
randomly changing velocities for more than 10,000 steps 
to ensure stability of the controller. 
One layer of hidden neurons was not sufficient to 
accomplish stable control of the spring mass system. Ali 
other investigated networks with two layers of hidden 
neurons were able to control the spring-mass-system in a 
way that the actual velocity follovved the desired 
horizontal velocity closely: differences between desired 
and actual velocity when hopping at constant speed was 
dropping vvithin a few steps to values below 0.3m/s and 
below 0.1 m/s for the best performing MLP with 7 
neurons in the first and 9 neurons in the second hidden 
layer. Comparing these values to results reached using 
the polynominal fits method of Raibert and the fuzzy 
logic based method by Kluge shows that in our approach 
significantly less computational power is needed to 
achieve similar or superior accuracy of control. 

4 Results 
For evaluating the trained netvvorks test scenarios were 
developed. The neurocontroller has been tested under the 
follovving scenarios to gain information on it's 
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capabilities: hopping in plače, hopping a spiral, hopping 
an eight and hopping a square. 
In order to further evaluate the quality of the control 
provided by the neurocontroller we tested our trained 
MLP in an environment with uneven ground. We 
introduced a stepwise changing surface describing the 
surface height at the point of touchdown. The surface 
height is changed by adding normal distributed random 
height differences with a standard deviation of half the 
leg length. This results in slowly changing slope like 
surfaces that are interrupted by sudden 'bump-like' 
changes in height. For simulation purposes this stepwise 
changing surface has the same effect as a continuously 
changing ground, since only the height of the ground at 
the position of touch-down is relevant for the behavior. 
Stili, the leg has to be brought forward into the direction 
of the touch down point. The system is of course limited 
in its movement by energy constraints. It has no means to 
change its total energy during hopping. Therefore it is 
not able to hop over unconstrained rough ground. 

4.1.1 Hopping in plače 
Hopping in plače is a difficult task compared to hopping 
at high speeds. Even small deviations from the vertical 
position of the spring result in a substantial horizontal 
component of the take-off velocity. For the typical 
human parameters of mass and spring constant a 
deviation of 1° can result in horizontal velocities or more 
than 0.5 m/s. Ideal hopping in plače is therefore not 
achievable in practice. 
The neurocontroller is able to keep the system close to 
the plače the system should ideally be for hopping in 
plače. Figure 4a and Figure 4b show the behavior of the 
system using a MLP with 7 neurons in the first and 9 
neurons in the second hidden layer for hopping on even 
ground. The cyclic movement of the spring mass system 
around a stationary point is due to a small constant 
deviation in control output from the ideal output. This 
constant deviation is not related to floating point effects 
and the cyclic effect originates from to the turning of the 
(a,b,c) coordinate system in the way that the b 
component is set to zero. 

4.1.2 Spiral 
A combination of change of direction as well as change 
of speed hopping along a spiral shaped course on even 
ground has been chosen. Figure 5a shovvs that the 
controller is able to direct the movement along the 
desired velocity course and Figure 5b shovvs the spiral 
movement plotted over the x-y-plane. 

4.1.3 Eight 
Another complex movement task can be found in Figure 
6a. The movement system is controlled to follow the 
shape of the number eight by hopping over uneven 
ground. The figure shovvs that the controller is clearly 
able to make the system follow the prescribed velocity 
curve. The influence of the uneven ground is disturbing 
the movement of the system but it is stili capable of re-

adjusting the movement of the spring mass system. 
Figure 6b shovvs the movement plotted over the x-y-
plane. Even vvith the disturbances from the uneven 
ground, the figure eight can be clearly identified. The 
controller is performing vvell enough vvith its control of 
the time-velocity course, that its derivation, the time-
place course remains in the desired shape. 

4.1.4 Square 
A movement course follovving a squared figure is giving 
Information on the capability of the controller to keep 
certain directions. Figure 7a shovvs the tirne velocity 
course for several square figure across uneven ground. 
The disturbances to the movement introduced through 
the changes in the ground height can be clearly 
perceived. Changes from the prescribed movement 
course are regulated by the MLP to the desired values. 
The movement over the x-y-plane is shovvn in Figure 7b. 
The square figures are visible. Deviations from the ideal 
figure are due to the influence of the uneven ground. The 
system can not sense these deviations. This vvould be a 
task for a higher hierarchy controller: It can adjust the 
desired velocity that deviations can be compensated. 
The neurocontroller is managing the untrained 
environment introduced through the uneven ground very 
vvell and allovvs for an exact control of the horizontal 
speed. The actual velocity follovvs the desired velocity by 
regulating the influence of the uneven ground vvithin a 
few steps. Even extreme changes in the desired velocity 
are handled vvell - the MLP adjusts the system in a fevv 
steps. 

5 Conclusion and outlook 
The implemented neurocontroller based on MLPs is 
capable of exactly controlling the hopping and running 
system in three dimensional space. The neurocontroller 
learned from the given examples to general ise untrained 
input/output values, i.e. to run at untrained speeds. It did 
not only perform vvell on the trained flat surface but also 
on uneven terrain. MLPs are a suitable way to implement 
a control task that has been solved separately. Using this 
approach permits building fast controllers that can 
provide real tirne control This is essential for dynamic 
movement systems. 
Where modeling the control task explicitly is not 
possible or too expensive reinforcement approaches 
might prove successful. We are currently investigating in 
reinforcement based learning algorithms for the control 
of movement systems: an approach using MLP based 
reinforcement learning like TD(X)- [18] or Q-learning 
[19] seems to be promising for future vvork on non-
supervised control of dynamic movement systems. 
We plan to implement suitable MLP based control in an 
miniaturized opto-electronic device operating at high 
speed and consuming little space and energy. 
Having control devices that allovv real time control of 
fast moving dynamic systems vvhich can be mounted on 
the system vvill be an issue of further development in 
autonomous movement systems. High speed of 
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locomotion is an issue for future artificial walking 
machines and elastic elements seem to be promising for 
implementation. 
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Z A 

Figure 1: The spring mass movement system jumping across even ground in three dimensional space. (The 
figure shows the system hopping in a plane vvith x = constant). 

• • 'a 

Figure 2: The fixed and changing coordinates. 
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Figure 4a: Movement course for hopping in plače. 
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Figure 4b: Movement in the x-y plane for hopping in plače. 
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Figure 5b: Spiral hopping in the x-y-plane 
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Figure 6b: Hopping an eight figure over uneven ground plotted in the x-y-plane. 
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In tbis paper, neuro-fuzzy synergism is suggested as a means to implement intelligent decision making 
for planning the content in a web-based course. In tbis context, tlie content of the lesson is dynamically 
adapted to the learner's knowledge goals and level ofexpertise on the domain concepts s/he has already 
studied. Several issues that affect the effectiveness of the lesson adaptation scheme are investigated: the 
development ofthe educational material, the structure of the domain knowledge and the assessment ofthe 
learner under uncertainty. A connectionist-based structure is proposed for representing the domain knowl-
edge and inferring the planning strategy for generating the lesson presentation from pieces of educational 
material. The learner's assessment is based oh relating learner's behavior to appropriate knowledge and 
cognitive cbaracterisations and on embedding the knov/ledge ofthe tutors on the learning and assessment 
processes into the system by deHning appropriate fuzzy sets. The proposed neuro-fuzzy adaptation scheme 
is applied to a web-based learning environment to evaluate its behavior and performance. 

1 Introduction tion of two opposed approaches to computer assisted learn­
ing systems: the more directive tutor-centered style of tra-

Distance Learning through the Web offers an instruc- ditional Artificial Intelligence (Al) based systems and the 
tional delivery system that connects learners with educa- flexible learner-centered browsing approach of an EH sys-
tional resources. Its main features are the separation of tem (Davidson 1999). 
instructor and learner in space and/or tirne, the use of In this context, the notion of adaptation is defined as 
the educational media/technology to unite instructor and the concept of making adjustments in the educational envi-
learner and transmit the course content, and the change ronment to accommodate diversity in the learner needs and 
of the teaching-learning environment from tutor-centered abilities, in order to maintain the appropriate context for in­
to learner-centered. The design of a Web-based learning teraction. To this end, in an ALE, the selection, sequencing, 
environment includes informed decisions about what com- and synthesis of educational content takes into account the 
prises the educational content and how this should be se- nature of the content, or task, that is to be taught and also 
quenced and synthesised, taught and learned. This process the knowledge level ofthe learner. The whole procedure is 
is essential in distance learning, where the instructor and based on understanding the learning and instructional pro-
the learners typically have minimal face-to-face contact. cess, as well as the learner characteristics and educational 

The vision of a new generation of web-based learning needs (Me Cormack & Jones 1997). 
environments, which possess the ability to make intelli- In general, two methods are proposed in the literature for 
gent decisions about the interactions that take plače during implementing adaptation in an educational environment: 
learning, encourages researchers to look at novel forms of adaptive presentation, or content seguencing, and adaptive 
co-operation and communication betvveen tutors, learners, navigation, or link-level adaptation (Brusilovsky 1996). In 
developers and computers and to investigate the technical the first čase, the content of a hypermedia page is gener-
possibilities for their realisation. Towards this direction, ated or assembled from pieces of educational material ac-
Adaptive Learning Environments (ALE) have instantiated cording to the knowledge state of the learner (Papanikolaou 
a relatively recent research area that integrates two distinct et al. 1999, Vassileva 1997). In the second čase, altering 
technologies in computer assisted instruction: Intelligent visible links to support hyperspace navigation is suggested 
Tutoring Systems (ITS) and Educational Hypermedia (EH) (Stephanidis et al. 1997, Weber & Specht 1997). Both 
systems (Brusilovsky 1996). This is in effect a combina- methods generate a new form of co-operation and commu-

mailto:George.Magoulas@brunel.ac.uk
http://uoa.gr
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nication betvveen learner and system, which is based on the 
ability of the educational environment to be adapted to the 
behavior of the learner and make intelligent decisions about 
the interactions that go on during tutoring. The purpose of 
adaptation is to avoid information disorientation and over-
load by presenting the educational material according to 
the learner's knovvledge background and abilities, provide 
individualised tutoring and, finally, reduce the cognitive ef-
fort of learning (Kuhme, 1993). 

Many questions are stili open in this context. For ex-
ample, questions related to the role of the tutor as well as 
of the learner in future ALEs. Furthermore, questions re­
lated to the requirements of these systems, the kind of in-
teraction that the learner should have with the system, and 
the development of appropriate methods of assessing in­
formation about the behavior of the learner in the course of 
learner-system communication. Finally, the organisational 
and social problems that may arise from the application of 
these systems have not been investigated thoroughly. 

This paper investigates the use of methods from com-
putational intelligence, such as fuzzy logic and artificial 
neural networks, to handle inexact information about the 
learner, incorporate tutor's vievvpoint into the educational 
environment and perform lesson adaptation. To this end, 
a neuro-fuzzy approach is proposed in order to adapt the 
content of the hypermedia page accessed by a particular 
learner to current knovvledge level, goals, and character-
istics of the learner. In this way the educational environ­
ment performs adjustments appropriate to each learner by 
restricting the navigation space in order to protect learn-
ers from information overflovv. The proposed neuro-fuzzy 
adaptation scheme incorporates ideas from cognitive sci-
ence to evaluate learner's knovvledge under uncertainty and 
structure the domain knowledge of the course. 

The paper is organised as follows. In Section 2, we 
present the procedure we have adopted for the development 
of the educational material. Sections 3, 4 and 5 suggest 
some novel alternatives to the reasoning and knovvledge 
representation mechanisms in the context of ALE systems, 
which are based on the use of neuro-fuzzy methods. The 
connectionist knovvledge representation model is presented 
in Section 3. Section 4 proposes an approach to instruc-
tional design that exploits the connectionist-based struc­
ture of the domain knovvledge. Section 5 suggests neuro-
fuzzy synergism to evaluate the knovvledge of the learner 
on already studied concepts of the lesson. In Section 6, ap-
plications of these methods in the context of a Web-based 
learning environment for distance learning are presented. 
The paper ends, in Section 7, vvith a discussion and con-
cluding remarks. 

2 Developing the educational 
material 

The learning process requires motivation, planning, and the 
ability to analyse and apply the educational material being 

taught. In a traditional lecture, the teacher relies on a num-
ber of visual cues from the students to enhance and adapt 
the instructional process. A quick glance, for example, can 
reveal vvho is attentively taking notes, pondering a difficult 
concept, or preparing to make a comment or a question. 
This type of feedback is missing from a distance learning 
course and the educational material has to accommodate, 
in a way, this entire interaction; this can be done, for ex-
ample, by embedding ali the possible questions and com-
mon learners' misunderstandings. Therefore, the selection, 
sequencing, and synthesis of the educational material of 
a Web-based course must be based on understanding the 
context of learning, the nature of the content, or task that 
is to be taught, the instructional objectives, the learners' 
characteristics, preferences and educational needs, the pro-
cesses of learning and the constraints of the medium. Con-
sequently, in a Web-based learning environment, the edu­
cational material has to incorporate different types of infor­
mation and levels of explanation, address different learning 
styles and educational needs. 

The follovving procedure for the development of the 
educational material has been proposed by Grigoriadou 
(Grigoriadou et. al. 1999b) and applied for the develop­
ment of a vveb-based module named "Introduction to Com­
puter Science and Telecommunications" (DIUA 1999): 

- Create the content outline based on analysing the au-
dience, defining instructional goals and objectives. 

- Review educational material that has been proven ef-
fective in the traditional lectures. 

- Develop and organise the educational material foUovv-
ing a predefined structure. It is divided into man-
ageable segments: chapters, units, sub-units, and 
pages. A chapter is a collection of units, vvhile a 
unit is a collection of pages, tests and (optionally) 
sub-units. The educational material includes defi-
nitions of domain concepts, texts vvritten in a user-
friendly way incorporating various levels of explana-
tion, diagrams-images, examples, exercises and sim-
ulations and adopts a hypermedia way of presentation. 

The presentation of the domain knovvledge follovvs princi-
ples that lead to the "deep approach" of learning, that is to 
relate new ideas to previous knovvledge and new concepts 
to every day experience. Furthermore, this approach aims 
to organise and structure the content, supplement the theory 
vvith a variety of practical tasks and activities and, finally, 
provide learners vvith self-assessments and assessments to 
test their knovvledge (Vosniadou et. al. 1996). 

Hovvever, the greatest challenge in the presentation of the 
educational material is to build an environment in vvhich 
the learners are motivated to assess their personal knovvl­
edge goals and objectives, and become active participants 
in the overall learning process. The research literature sug­
gests that the appropriate match of the students to the learn­
ing experience has a significant impact on their achieve-
ment (Bennett et. al. 1984). Furthermore, instructors need 
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to provide opportunities for students to learn in a way that 
suits their preferred style of learning (Ellis 1994). Adaptive 
lesson presentation is a promising research area towards the 
development of a learning environment in which the learn-
ers are motivated to assess their personal knowledge goals 
and objectives in a way that suits to their learning prefer-
ences and knowledge level. 

3 Modeling the knowledge of the 
domain 

A key point in producing a learner-adapted system, i.e. a 
system that meets the individual educational needs and ob­
jectives of each particular learner, is to structure the domain 
knowledge in such a way that it will be possible to do adap-
tations. 

The structure of the domain knovvledge is based on sym-
bolic methods and is usually represented as a semantic net-
work of domain concepts, or generally elementary pieces 
of knovvledge for the given domain, related with different 
kinds of links (Brusilovsky 1996). Alternatively, the use of 
a concept level hierarchy (Anjaneyuly 1997), or a graph of 
concepts (Vassileva 1997) has been suggested. 

A subsymbolic approach is proposed in this paper: a 
connectionist-based structure of the domain knowledge is 
presented that allovvs the adaptation of the educational ma­
terial to the individual learner's level of understanding. The 
subsymbolic approach provides an attractive alternative to 
traditional symbolic Al methods since it exploits the well 
known generalisation capabilities of the artificial neural 
networks to handle the uncertainty in modeling the knowl-
edge of the learner and introduce human-like reasoning 
(Kasabov 1996). Human-like reasoning aims to support 
adaptivity and provide ALE with the ability to enhance and 
adapt the instructional process according to the learner in 
the human-tutors way. The main characteristic of the pro­
posed approach is that the decomposition of the domain 
knowledge in modules (see Figure 1), such as knowledge 
goals, concepts, educational material is incorporated in the 
connectionist architecture. 

ure 2, with each layer providing a different type of infor-
mation. 

i 
i C Dne ep ta 

• Educa tianal M aterial 

KnDwledge Caala 

Figure 1: The domain knovvledge of the lesson. 

An important issue in the development of an environ­
ment that will support pedagogical decisions is to provide 
various types of educational material on the same knowl-
edge (Grigoriadou et al. 1999b). As a first step towards 
this direction we have mapped the domain knovvledge in 
the three layers of a connectionist model, as shown in Fig-

Knovviedge goals 

Figure 2: Connectionist-based structure for the domain knowledge. 

The architecture is based on the notion of knovvledge 
goals that learners willingly adopt, in an attempt to pro­
vide learners vvith a means of regulating the environment 
in which they learn. In addition, it gives them the oppor-
tunity to select the next knovvledge goal according to their 
educational needs. To this end, in the first layer the knovvl­
edge goals, vvhich are referred to a subset of the domain 
knovvledge, are defined while the second layer consists of 
the concepts of the domain knovvledge. In the third layer 
the educational material related to each concept is repre­
sented in different categories, such as text, images, simula-
tions, examples, solved and unsolved-exercises and so on. 

A knovvledge goal, in the first layer, is associated vvith 
its corresponding concepts in the second layer. Each con­
cept corresponds to a single concept node of a specially de-
signed dynamic neural netvvork for each goal, named Re-
lationships Storage Network-RSN (Michos et al. 1995). 
Each RSN is described by: 

x{k + l) = sat(Tx(fc) -f I), (1) 

vvhere x is a real n-dimensional-vector vvith components 
Xi {i = 1,..., n), vvhich denotes the state or activity of the 
i-th concept node; T is a n x n symmetric vveight matrix 
vvith real components T(i,j); I is a constant vector vvith 
real components I(i) representing external inputs; sat is 
the saturation activation function (sat{t) = 1, if t > 1; 
sat{t) — —1, if t < —1; sat{t) — t othervvise). 

The training of each RSN is performed off-line using 
groups of patterns that establish relationships among con­
cepts for a knovvledge goal and are defined on { — 1,1}". A 
storage algorithm that utilises the eigenstructure method is 
used for specifying the appropriate T and I parameter val-
ues (Michel et al. 1991). This algorithm guarantees that 
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patterns of concept combinations are stored as asymptoti-
cally stable equilibriuni points of the RSN (see Michel et 
al. 1991 for a description of the algorithm). When two or 
more concepts are active in a pattern, i.e. the correspond-
ing components of the pattern are {1}, this indicates that 
a relationship among these concepts has to be established. 
Relationships among concepts are represented by the inter-
nal connection weights (the matrix T). Note that the groups 
of patterns are generated in accordance to particular strate-
gies for planning the content of the lesson. The human in-
structional designer has determined these strategies (more 
details on the planning strategies will be presented in the 
next section). 

The RSN operates in a saturated mode for ali discrete 
points in time, k = 0 ,1 ,2, . . . , and its equilibrium points 
are located on the boundary of the [—1,1]" hypercube, i.e. 
the State space is the set of vertices of [—1,1]": 

{-1,1}" = { x = ( a : i , a ; 2 , . . . , x „ ) e ] R " | 
Xie { - l , l } , V l < i < n } . 

Note that during operation, the node inputs (initial states) 
are supplied after evaluating the learner's knovvledge on 
the concepts of a knovvledge goal; details on the evalua-
tion procedure will be presented in Section 5. Depending 
to the pattern applied to the input, the state vector of the 
RSN is forced to move to a certain part of the concepts' 
space. In this way, the RSN performs associate inference 
depending on the input pattern and, unlike the general use 
of an associative memory, it operates synchronously: (i) it 
updates the states of its nodes simultaneously, and (ii) the 
input pattern is kept unchanged until convergence of the 
network (see Michel et al. 1991 for details on the operation 
of this type of dynamic neural netvvork). 

In Table 1, an example of knovvledge goal, referred to the 
chaptcT NetworkArchitectures, with its associated concepts 
(the corresponding RSN has n = 26 nodes) is exhibited. 
Note that the Number (No) for the outcome concepts in the 
table indicates their sequencing in the course. Other exam-
ples of knovvledge goals are: Data Communication Basics, 
Transmission Means, Netvvork Topology, Local Area Net-
works, Wide Area Netvvorks, Internet Administration, etc. 

In the third layer of the connectionist model, the educa-
tional material related to each concept is organised in cat-
egories. Weights connecting the second and the third layer 
are unique for each concept, and each concept may be asso­
ciated vvith several categories of educational material. The 
educational material is then joined under a predefined form 
of presentation to generate a lesson. The associated con­
cepts receive different characterisations depending on the 
knovvledge goal: some of them, named outcome concepts, 
are fully explained in the HTML pages constructed for the 
corresponding goal using text, images, examples, exercises 
etc; others, named related concepts, are simply mentioned 
in the HTML pages of the goal. These are related to spe-
cific outcome concepts but they are not so important for 
the selected goal. Finally, there are prerequisite concepts, 

Table 1: The 26 concepts of the Knowledge goal "ISO Architecture" 

No 

1 

2 

3 

4 

5 

6 

7 

8 

9 

Outcome 

Multi-layer 
architecture 

Open Systems 
Interconnection 

Physical layer 

Data Link 
layer 

Netvvork layer 

Transport 
layer 

Session layer 

Presentation 
layer 

Application 
layer 

Prcrcquisite 

Layer, 
Communication 
protocol 

Transmission 
means, 
Synchronisation 

Packet, 
Error detection 
and correction 

Packet routing 

Flow control, 
Traffic metering 

Synchronisation, 
Communication 
half/full duplex 

Compression, 
Encryption 

File transfer 
protocol, 
Virtual terminal 

Related 

I.S.O. 

Digital 
trans­
mission 

Trans­
mission 
means 

Packet 

Packet 

Packet 

Compati-
bility 

which are necessary for the learner to understand the out­
come concepts of a goal. Thus, a generated lesson includes: 

- complete presentation, in terms of text, images, ex-
amples, and simulations (if any), of the outcome con­
cepts; 

- links to the main HTML pages of the prerequisite con­
cepts; 

- links to the related concepts in a glossary; 

- tasks and questions. 

4 The instructional designer 
The issue of instructional design is of major importance in 
the development of an educational environment (Burns & 
Capps 1988, Reusser 1996). In this context, instructional 
planning is the process of mapping out a global sequence 
of instructional goals and actions that provides consistency, 
coherence and continuity in the instructional process (Di-
jkstra et. al. 1992, Vassileva 1995). In our čase this can be 
applied in two levels: 

- by planning the content; that is, presenting concepts 
related to the selected knowledge goal by taking into 
account leamer's background knowledge. In this 
way, the content of a hypermedia page is generated 
from pieces of educational material based on a goal-
oriented way of teaching vvhich is supposed to be ad-
equate to adults vvho are motivated to learn a specific 
knowledgegoal. 
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- by planning the delivery of the educational material. 
The planning of delivery is responsible for the optimal 
selection of the educational material, tutorial activity 
and presentation style, i.e. the appropriate teaching 
method. The use of multiple approaches in teaching 
methods increases the possibilities to meet the needs 
of a wide range of learners who have different learning 
styles, time constraints and abilities. 

Below, we propose the formulation of the planning strategy 
retrieval for selecting the content of a knovvledge goal in the 
context of the dynamics of the connectionist network. 

To this end, different strategies for planning the content 
are implemented by means of the stored patterns of the 
RSN: a strategj, in the form of a collection of m patterns 
defined on {—1,1}", is stored in the RSN using the eigen-
structure method (Michel et. al. 1991); some examples 
are: 

- Strategy A: learner achieves a knovvledge goal when 
s/he studies successfully ali the outcome concepts of 
this goal. 

- Strategy B: learner has successfully studied ali the pre-
requisite concepts of a knovvledge goal. Then, in order 
to achieve this goal, s/he has to study only the outcome 
and the related concepts. 

- Stmtegy C: learner has successfully studied several 
prerequisite or related concepts of a knowledge goal. 
Then, in order to achieve this goal, s/he has to study 
the entire outcome concepts and the rest of the prereq-
uisite and related concepts. 

- Strategy D: learner has failed in a number of outcome 
concepts. Then in order to achieve this goal, s/he has 
to study only these outcome concepts and their pre-
requisite and related ones. 

As mentioned in the previous section, the patterns of re-
lationships are stored as asymptoticalIy stable equilibrium 
points of the RSN and the network is capable of organising 
its internal states in accordance to the underlying structure 
of the stored patterns. During tutoring, the evaluation of the 
learner's knowledge on the concepts of a goal (this will be 
described in the next section) formulates the input pattern 
(initial state vector) of the RSN. The input pattern, during 
the recall operation of the dynamic network, converges to 
an equilibrium point, i.e. to one of the m stored patterns 
that implement a planning strategy. This equilibrium point 
(i.e. the final state vector) defines the output response of the 
RSN and is used for deciding the content of the lesson, i.e. 
present the concepts of the knowledge goal that the learner 
has to learn next. 

The planning of the delivery is also based on the re-
sults of the real-time recall operation and establishes in-
structional objectives (tutorial activities), which are spe-
cific steps leading to the knovvledge goal attainment. 

However, the optimal selection of the educational mate­
rial should also take into account the relevant importance 

of each concept for achieving a knovvledge goal, as well 
as the progress of the learner concluding from the learner-
evaluating module. Currently, the selection of the educa­
tional material is based on vveighted priorities, as these are 
defined by the weight values connecting the second and the 
third layer of the connectionist netvvork. 

5 Evaluating the learner 

The assessment of learner's knovvledge is based on an over-
lay model. The idea of the overlay model is to repre-
sent an individual learner's knovvledge of the subject as an 
"overlay" of the domain knovvledge. For each domain con­
cept, an overlay model stores some value (binary/ quali-
tative measure/probability), vvhich is an estimation of the 
learner knovvledge level for this concept. Overlay mod-
els are domain independent and flexible and vvere origi-
nally developed in the area of ITSs and learner modeling 
(see the vvork of Wenger (Wenger 1987) for a revievv on 
ITSs). In our approach, each concept is associated vvith 
linguistic rating values characterising the learner's knovvl­
edge, i.e. {EI, I, RI, RS, AS, S} = { Extremely Insufficient, 
Insufficient, Rather Insufficient, Rather Sufficient, Almost 
Sufficient, Sufficient } . This scale has been experimen-
tally found to provide evaluation results closer to human-
tutors evaluation performance, vvhen compared vvith pre­
vious vvork in the area (Panagiotou & Grigoriadou 1995, 
Stathacopoulou et al. 1999). The exact rating value is cal-
culated by means of the three-stage evaluation procedure 
that vvill be described belovv. 

Leamer's knovvledge assessment is based on two types 
of Information: ansvvers to questions that evaluate the cog-
nitive part of the leamer's knovvledge (Nkambou 1999), 
and measurements that evaluate the behavior part, vvhich 
is related to avvareness, interest, attention, concern, and 
responsibility factors (Embenson, 1990; Krathvvohl et al. 
1964). In both cases, several factors contribute to uncer-
tainty in the evaluation procedure, such as careless errors 
and lucky guesses in the learner's responses, changes in 
the learner knovvledge due to learning and forgetting, and 
patterns of learner responses unanticipated by the designer 
of the learner model. Thus, the development of an accurate 
model for evaluating the learner's knovvledge is based on 
uncertain Information. 

Various types of questions organised in categories can be 
used, e.g. multiple choice, fill-in-the-blanks, multiple cor-
rect ansvvers. Each question is related to a subset of the do­
main knovvledge that the learner should acquire and should 
have a vveight representing its importance or complexity 
as regards the evaluation of a knovvledge characteristic and 
ability of the learner (Bertles 1994): 

- Fact oriented questions: Questions regarding mem-
orising that are used to test the knovvledge of con­
cept definitions and topic aspects directly related to 
the content of the lesson. 
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- Higher order comprehension questions: They are used 
to test the understanding of the conceptual and seman-
tic units of the lesson. Their aim is to test the concep­
tual model constructed by the learners and evaluate 
their misconceptions. 

- Generalisation questions: Questions examining the 
ability of comparison, differentiation, abstraction and 
generalisation. 

- Questions related to the recognition of functional in-
terrelations: They test the ability of linking newly ac-
quired vvith already existing knovvledge on the con-
cepts. 

For example, in the web-based module "Introduction to 
Computer Science and Telecommunications" offered by 
the Department of Informatics of the University of Athens 
(DIUA 1999, Grigoriadou et al. 1999b), identifying com­
prehension regarding the concepts data link layer, network 
layer, and session layer is performed using questions like: 

- Which of the OSI layers handles each one of the fol-
lowing functionalities: 
L Breaking and transmitting bit streams into fraines. 
2. Determining which route to use through the subnet. 
3. Providing synchronisation. 

In order to answer the above question the learner has to re-
call his/her knovvledge regarding the multi-layer structure 
of the OSI model. These questions help to test learner's 
comprehension of the functions undertaken by each layer 
of the OSI model. 

In addition, several measurements are recorded from the 
learner-educational program interaction and used for eval-
uating the learner's behavior. For example, the number of 
questions and exercises that the learner tried to ansvver or 
solve, the points scored, the number of learner attempts be-
fore giving the correct answer, the frequency of the encoun-
tered misconceptions, the number of repetitions of a topic 
by the learner, the time s/he spends for self-assessment, 
the type of Information the learner prefers (text, pictures, 
sound, video, simulations, URLs) and how often s/he nav-
igates through the HTML pages of the educational mate­
rial supplied for a knovvledge goal. Thus, by analysing the 
learner's ansvvers and by processing the various measure­
ments conducted by the system, it is possible to trace gaps 
in the knovvledge of the learner. 

To this end, a three stages neuro-fuzzy procedure (see 
Figure 3), originally proposed in (Panagiotou & Grigori­
adou 1995) and extended in (Grigoriadou et. al. 1999a), 
is applied. The first stage fuzzifies inputs that contribute 
to the evaluation of the level of understanding based on 
the estimations of experts to the degree of association be-
tvveen an observed input value and the learner's knovvledge 
on the concepts. Note that a 9-level discretisation of the 
universe of discourse is applied to the inputs. Depending 
on the input, a fuzzy subset is generated for each measure-
ment or ansvver contributing to the evaluation. The next 

ftesuBTBrt; 
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Figure 3: The three stages of the knowledge evaluation procedure. 

Stage realises a vveighted aggregation operation utilising 
the intersection operator that processes these fuzzy subsets. 
The vveights are evaluated using the Saaty's method (Saaty 
1978) and determine the importance of each preliminary 
decision, expressed by a fuzzy subset, in evaluating the 
learner's knovvledge. The last stage consists of a Multi-
Layer Perceptron (MLP) that evaluates the knovvledge of 
the learner vvith regard to a concept by classifying him to 
one of the categories {EI, I, RI, RS, AS, S}. To this end, 
the maa; rule is applied to the output vector of the MLP. 
The MLP is trained using the BPVS algorithm (Magoulas 
et al. 1997) to imitate the tutors evaluation procedure and 
can be adapted to a tutor's subjective evaluation procedure. 

Depending on the concept, the qualitative characteri-
sation of the learner's knovvledge is converted to a nu-
meric value in order to feed the RSN. In this vvay, an 
n-dimensional input pattern (initial state vector) is for-
mulated, vvhere n depends on the number of concepts 
of the knovvledge goal and determines the number of 
the corresponding RSN nodes. This form of feedback 
from learner evaluation procedure guides the instructional 
method adopted though the RSN recall operation. Note 
that, vvhen the learner's knovvledge vvith regard to a con­
cept is characterised as Extremely Insufficient, a value of 
approximately 1 is assigned to the corresponding compo-
nent of the input pattern. This means that the learner cer-
tainly has to study this concept. On the other hand, a small 
value of approximately 0.1 is assigned vvhen the learner's 
knovvledge on a concept is evaluated as Sufficient. The ex-
act magnitude for each value is heuristically chosen and 
depends on the importance of the concept in achieving a 
knovvledge goal and on its characterisation (outcome, re­
lated, prerequisite). For example, the set: 

H{x) = {l|l-f-0.9|2 + 0.75|3-H0.65|4 

-1-0.5915-h 0.1|6} 

is used for the outcome concept Multi-layer Architecture, 
vvhere an integer value 1,2,.. . , 6 is mapped to a linguis-
tic term {EI, I, RI, RS, AS, 5} and the symbols " | " and 
" + " are used only as syntactical constructors. This set can 
be interpreted as the degree of membership of the learner's 
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knowledge on the concept Multi-layer Architecture in each 
of the fuzzy sets associated with the 6 linguistic terms. 
Some other examples are the sets: 

IJL{X) = {0.98|1 + 0.88|2 + 0.58|3 + 0.38|4 
+0.2815+ 0.1|6}, 

for the prerequisite concept Communication protocol, and 

p{x) = {0.95|1 + 0.74|2 + 0.55|3 + 0.24|4 
+0.14|5 + 0.1|6}, 

for the related concept Compatibility. 
The three stages neuro-fuzzy procedure allows us to in-

corporate both general and subjective knowledge in the 
evaluation procedure. General knowledge is incorporated 
in the definition of the fuzzy sets and in assigning vveights 
to the different performance parameters, which assess the 
cognitive and behavior parts of the learner's knovvledge. 
This general knovvledge is based on the expertise of the 
tutor in determining the characteristics of the learner and 
is kept fixed during the learner's evaluation procedure. On 
the other hand, the MLP, which constitutes the final eval­
uation stage, represents the experience of the human tu­
tor in evaluating learners and can be adapted by training 
to a tutor's personal way of evaluation. Furthermore, this 
hybrid approach permits the representation and processing 
of incomplete, imprecise and vague Information about the 
learner, i.e. controversial answers and unstable behavior 
and the exploitation of the MLP generalisation capabilities. 

6 Experiments 
The Web offers a new way to receive and disseminate In­
formation for educational purposes. The chapter on Net-
work A rchitectures of the Web-based module "Introduction 
to Computer Science and Telecommunications", (DIUA 
1999, Grigoriadou et al. 1999b), offered by the Depart­
ment of Informatics to first year undergraduate študents, 
has been used for testing the proposed approach. In this 
chapter adult learners have to study 25 knowledge goals, 
each one containing 10-30 concepts. Experiments have 
been conducted to evaluate the behavior of the proposed 
model in adapting the content of a lesson. 

Next, the performance of the neuro-fuzzy approach is il-
lustrated in three cases. This low-level test of the system 
helps to show how the connectionist model and the knovvl­
edge evaluation procedure function together to create an 
operational system. 

In the first čase, the learner has selected the goal "ISO 
Architecture" and his performance has been evaluated as 
Sufficient with regard to several prerequisite and related 
concepts. The knovvledge evaluation procedure supplies 
the corresponding RSN vvith an input pattern and initialises 
the RSN operation; the netvvork vvill eventually come to 
rest at one of its equilibrium points. To this end, the RSN 
runs for several cycles and finally settles into a stable state 

defined by its 26-dimensional state vector. Since, a localist 
concept coding is used, i.e. each node stands for one do-
main concept that is related to the selected goal, it is easy 
to follow the nodes activity changes in response to an in­
put pattern at each recall cycle. For example, 5 out of the 
26 node activity levels are exhibited in Figure 4. Follovi'-
ing planning strategy C the generated lesson includes ali 
the concepts of Table 1 apart from the successfully studied 
prerequisite and related ones: Layer, Data compression, 
Encryption, Virtual terminal, ISO, Traffic metering. 

1 

0.8 

0. 

0.4 

o 0-2 
0) 
_l 
2, O 
;> 

§-0.2 

-0.4 

-0.6 

-0.8 

-1 

DejEUšUšiEiHEiEi] s.ggs3g9S?s?CTRCTPtg^ggs?s 

l l l l l l l t t t t t t t * 
10 15 20 25 

CVdes 
30 

Figure 4: Exainple of planning strategy C. The concepts: Communica­
tion half/full duplex ( ), Compatibility ( ), Layer (*), Net-
W(>rk layer (x), Packet (A), Synchmnisatwn (—), Virtual ter­
minal {-{-). 

In Figure 4, it is shown that the activity of the concept 
node that represents the concept Virtual terminal goes to 
— 1, which means that the node is deactivated and the ed­
ucational material associated with this concept vvill not be 
presented. On the other hand, the activity level of the re­
lated concept Compatibility, in vvhich learner's knovvledge 
has been evaluated as Insufficient, goes to -1-1 and the ma­
terial vvill be presented. Note that, a node activity level 
at cycle = O, after transformation to the interval (0,1), 
is related to the result of the learner's knovvledge evalua­
tion procedure for the corresponding concept. Thus, the 
learner's knovvledge has been evaluated as Insufficient for 
the Compatibility node, and the value of 0.74 has been as-
signed to the corresponding component of the input pattern 
(cf. vvith this concepfs set in Section 5). Similarly, the con­
cept node Network layer is activated since the learner has 
been evaluated as Rather Sufficient in this outcome con­
cept. 

In the second čase, trying to acquire the same knovvledge 
goal, a learner exhibits performance that is characterised 
as Extremely Insufficient vvith respect to several outcome 
concepts. 

Follovving planning strategy D, a lesson is generated that 
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presents these outcome concepts, their prerequisite and re-
lated ones. The following concepts of Table 1 are included 
in the lesson: Multi-layer Architecture, Layer, Communi-
cation protocol, Physical layer, Transmission means, Syn-
chronisation. 

Figure 5: Example of planning strategy D. The concepts: Communication 
protocol ( ), Layer ( ), Multi-layer Architecture (X), Phy^ 
cal layer (o), Synchronisation (*), Transmission means (+). 

A sample of the RSN's response is shown in Figure 5, 
in terms of the nodes' activity level. The evaluation of 
the learner's knovvledge with respect to the outcome con-
cept Physical layer indicates that s/he has been Extremely 
Insufficient; thus, the corresponding node is rapidly acti-
vated. The node of the outcome concept Multi-layer archi­
tecture is also activated, as well as the nodes corresponding 
to its prerequisite concepts Layer and Communication pro­
tocol, in which the learner's knowledge has been evaluated 
as "OM\RatherSufficient". 

The third čase is an example of planning strategy B, i.e. 
a learner with a performance characterised as Sufficient re-
garding ali the prerequisite concepts of a goal. 

The generated lesson includes, apart from the prerequi-
site ones, aH other concepts of the goal: Multi-layer archi­
tecture. Open Systems Interconnection, International Stan-
dards Organisation, Physical layer, Digital transmission, 
Data Link layer, Network layer. Transport layer, Session 
layer, Presentation layer, Application layer, Compatibil-
ity. The RSN response in 8 out of the 26 concept nodes is 
exhibited in Figure 6. 

In general, our tests shovved that the fuzziness associ-
ated with the evaluation of learner's knowledge was han-
dled well by the connectionist model. The performance of 
the system with 80 learner profiles has been significantly 
high, almost reaching 100%. 

Figure 6: Exaniple of planning strategy B. The concepts: Application 
layer ( ), Communication half/full duplex ( ), Data Link 
Layer (*), Layer (x), Multi-4ayer Architecture (A), Open 
System Interconnection (—), Physical layer (•), Presentation 
!ayer (+). 

7 Discussion and conclusions 
Adaptive lesson presentation is a promising method for in-
troducing flexibility into an educational environment. Les­
son adaptation aims at minimising the information disori-
entation and overload of the learner by adapting the educa­
tional material to the learner's background knowledge. The 
design of the educational material supporting such func-
tionality is an important issue contributing to the effective-
ness of the adaptation of the overall educational environ­
ment. 

This paper has described some important parts of the ed­
ucational environment, which support the adaptivity, how 
they are designed and how they can be implemented. The 
paper has focused on two important aspects of developing 
an adaptive educational environment: the design, i.e. the 
structure of the doraain model and the method of learner's 
assessment, and the low-level test of the system to show 
how the two components function together to create an op-
erational system. 

An important issue in system adaptation is to adopt a 
structure of the domain model that will facilitate adapta­
tion of the lesson to the leamer's needs. To this end, a 
specialised connectionist architecture has been developed 
and a formulation of the planning strategy retrieval for se-
lecting the content of a knovvledge goal in the context of 
the dynamics of the connectionist network has been pro-
posed. This approach may help to accommodate the goal of 
improving learner's learning process by matching the les­
son with a list of stated goals. In each of the goal-based 
lessons, examples related to the leamer's field of experi-
ence or explanations in the context with which learner is 
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almost familiar could be provided. For example, learners 
taking an introductory course might be interested in how it 
relates to their major course. 

In the section about the learner assessment, neuro-fuzzy 
synergism has been applied to collect Information and eval-
uate what the learner knows about the concepts of the 
domain. This information usually includes vague, am-
biguous, incomplete and some times even contradictory 
terms; therefore a fuzzy logic-based assessment proce­
dure has been developed. The proposed approach depends 
on the designer's ability to analyse the cognitive domain 
suitably, define fuzzy variables and appropriate member-
ship functions for their fuzzy sets by co-operating with 
experts-tutors, and relate learner's response with appropri­
ate knowIedge and cognitive characteristics. The data pro-
duced by the learner assessment are only indicative of what 
the learner may know about the domain concepts. For ex-
ample, data from the learner assessment might indicate that 
a learner has little (Rather Sufficient) or no know]edge {Ex-
tremely Insufficient) about concepts of a knowledge goal. 
These data should be interpreted as meaning that there is 
only a possibility of this observation being true. Never-
theless, the fuzziness associated with the assessment of the 
leve! of understanding seems to be handled well by the con-
nectionist network that makes "decisions" about what con­
cepts should be presented to the learner. Both the output of 
the netvvork and the results of the assessment procedure can 
be used by the instructional component to decide when and 
what kind of educational material to give to the learner. The 
paper ended with a partial test of the system. A lesson was 
provided to a learner and the operation of the models was 
demonstrated. Additional examples, as well as examples of 
other knovvledge goals have been reported in Papanikolaou 
et al. (2000). 

The applicability of the proposed approach can be fur-
ther extended by exploiting the training and generalisation 
capabilities of the artificial neural networks to extract infor­
mation from learner performance parameters, such as the 
points scored, the time taken etc, to predict trends in per­
formance. These performance patterns could help in deriv-
ing instructional strategies to optimally select the appropri­
ate teaching method for each learner. 
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The apparatus of logical and probabilistic (LP) simulation, not very popular among mathematicians and 
economists, is developed and used to study risk in business. The logical operations ( AND, OR, NOT ) 
are applied to the initiating events (instead of the traditibnal arithmetical addition of values). We present 
statistical data about risk objects as a table of "object-signs". A risk object is described by a large number 
of signs, and every sign has up to 10 gradations. Events-signs are connected logically and event-gradations 
are treated as groups of incompatible events (GIE). The events are given clear probabilistic sense. Risk LP-
models for banks, business, Insurance and quality are built as associative models on the basis ofcommon 
sense and are considered as the hypotheses 

1 Introduction 
We are developing a new theory of the numerical evalua-
tion of risk, as well as risk analysis and management. This 
theory is based on a logical and probabilistic (LP) approach 
[1], which is often applied in engineering for the evaluation 
and analysis of reliability and safety of structurally com-
plex systems [2,3]. The risk script or graph allows to al-
locate basic elements and their logic interrelation. Events, 
pertinent to the risk analysis, have the logical connections 
AND, OR, NOT. The risk logic (L) model can have cy-
cles. The L-model is transformed by the method of orthog-
onalization intothe risk probabilistic (P) model.. 

In business and quality control the risk is a usual and 
mass phenomenon. The risk object is described by a large 
number of signs, every sign has some gradations [4,5]. 
Signs and gradations connect vvith casual events, which 
lead to a failure. Events-signs have logical connections and 
events-gradations for each event-sign form groups of in­
compatible events (GIE). The final event for separate tasks 
of can be considered as deviation from the allowable rate 
of profit. 

The accepted description of objects and events allovvs to 
reject the standard analytical laws of distribution of proba-
bilities, usual]y accepted in the probabilistic theory and ac-
curacy theory, and to use probabilities of events-gradations 
and events-signs as the discrete non-parametrical distribu-
tions, typical for logic. 

The analysis of risk in čase of a complex task includes 
[1]: the numerical evaluation of the object's failure risk 
(probability), the objecfs classification on risk, the analysis 
of contributions of initiating events in the object's risk, the 

priče assignment for the risk, the analysis of contributions 
of initiating events to the average risk of a set of objects. 
The result of such analysis should be a risk management 
strategy. 

2 The theory of the risk 
LP-simulation with GIE 

Analytical expression for probabilities ofrisk P-model. Bi-
nary logical variable Xj is equal to 1 with probability Pj, 
if the j-th sign leads to failure, othervvise Xj is. equal to 
O with probability Qj = 1 — Pj. Binary vector X{i) = 
{Xi,X2,..., Xn) corresponds to the vector of state or vec-
tot of description of the i-th object. Logic variable Xj> 
corresponds to the r-th gradation of the j-th sign. The mea-
sured vector X{j) for any specific object will then be de-
fined by the gradationes of its signs. 

For example, after orthogonalisation of L-model of 
creditrisk[l] 

F = Xi V X2 • • • V X j . . . X„ 

we have the risk P-model 

(1) 

P = Pl+P2*Ql+P3*Ql*Q2 + -... (2) 

In the common form, L-function of the final logical vari­
able Y, accepts value y = 1 for bad object and F = O for 
good object. Let us write the logic function of failure for 
the object as 

y = V ( X i , X 2 , . . . , x „ ) = * ( x ) (3) 

mailto:sol@sapr.ipme.ru
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and the probability function of failure for the object de-
fined by vector X{i) as 

P, = P{Y = l\X(i)} = <!> ( P l , . . . ,P , - , . . . ,P„). (4) 

For each event-gradation in GIE, let us consider three 
probabilities: Wj> is the relative frequence of gradations 
in objects of the "object-signs" table, Plj> is the probabil-
ity of the event-gradation in GIE, Pljr is the probability 
of the event-gradation to be substituted into (4) instead of 
probability P,-. We define these probabilities to be: 

Nj 

Wjr = P{Xjr = l], Y.Wjr=l; 

Nj 

(5) 

Pljr = P{Xjr = l\Xj = 1}; Y^ Pljr = 1. (6) 
r = l 

•Ljr — -^i-^j — -^I^^jV — •*•/• (7). 

Here and below we will everywhere use indexes j = 
l ,n; r = l,Nj for formulae, where n is the number of 
events-gradations, Nj is the number of events-gradations 
inthej-thOIE. 

For training of risk LP-model we will use the average 
values of the probabilities Wjr, Pjr and P l j r 'n the GIE. 
They are: 

" jm ^^ ^/•'^ji 

Nj 

Pjm — / ^ Pjr yrjr', 

r = l 

Nj 

•^^jm — / ^ ^^jr rVjr' 

(8) 

(9) 

Average apriori risk Pav for objects and computable risk 
of objects Pm equal to 

N 

Pav = Ni/N; Pm = ( ^ Pi)/N, (10) 
i = l 

where N is the gross number of objects in the table and Nb 
is the number of "bad" objects in the table. 

Calculated admissible risk Pad separates the objects into 
good and bad: if Pj > Pad, an object is bad; if Pj < Pad< 
an object is good. 

Connection between probabilities Pjr and Pljr • The 
risk of an object Pj is calculated using (4) by replacing 
Pjr with Pj. Let us estimate probabilities P,> during the 
process of algorithmic iterative training (Identification) of 
the P-model of risk using the data from the "object-signs" 
table. 

P-model of risk can be trained under the GIE assuption, 
or vvithout it. In these cases the connection betvveen proba­
bilities Pjr and P l j r is determined in different ways during 
the algorithmic iterative training of risk P-model. 

A trivial relationship exists between Pjr and P l j r if GIE 
is ignored during training: 

P\ • — P 
r Xjr — -i j 

jr 

Nj 

(11) 
r = l 

This means that in the optimisation problem of algo­
rithmic training of the P-model of risk based on the data 
from the "object-signs" table probabilities Pjr are esti-
mated directly, while probabilities P l j r are computed us­
ing (11) for Information. During such training the num­
ber of estimated independent probabilities Pjr is equal to: 
Nindep — /_^j=i • " ' j -

In this and other schemes of training the probabilities 
Pjr must be corrected on each step of iterative training of 
the LP risk model by applying the average computed risk 
Pm and the average risk Pav in table (10): 

rjr — .Tjr * \-^av/ -^m)- (12) 

If GIE is taken into account during training, then it is 
necessary to begin with the determination of probabilities 
P l j r satisfying (6), and then move from Pl j r to Pjr-
During such training the number of estimated independent 
probabilities Pjr is equal to: Nindep = £ j = i ^j ~ i^ and 
the Solutions Pjr are more stable because of a smaller num­
ber of independent evaluated probabilities Pjr • Let us dis-
cuss possible relationships between Pjr and P l j r during 
the training of P-model of risk with GDE. The relationship 
between probabilities Pjr and P l j r in each step of itera­
tive training of the P-model of risk based on statistical data 
can be built based on (5-7) by utilizing a known rule for 
conditional probabilities: 

^^jr * -t^jr 
(13) 

If the table "object-signs" contained ali possible distinct 
objects, whose number is approximately Njm< where Njm 
is the average number of gradations for signs, then the fre-
quencies for each gradation in GDE would have been iden-
tical and equal to the average values of frequencies Wjm 
in GIE (10). In reality, the number of objects in the table 
is always substantially less than that, and thus one can en-
counter gradations with frequencies Wjr = O or negligibly 
small. This renders the Bayes formula (13) useless since 
Wjr is in the denominator of (13). Therefore, we have to 
make simplifications and receive another formulae for con­
nection of probabilities Pjr and Pljr-

In the first formula, the frequency of gradation Wjr was 
replaced by an average frequency of gradations Wjm in 
GIE. By increasing the number of objects in table the fre-
quency Wjr tries to Wjm' 

jr 
^^jr * -^jr, 

Wjm 
(14) 

In the second formula the average frequency of grada­
tions Wjm in GIE was substituted instead of Wjr for cal-



IDENTIFICATION AND APPLICATION OF. Informatica 25 (2001) 49-55 51 

culation P j m: 

Nj 

r-=l 

(15) 

In the third formula we receive connection of probabili-
ties Pjr and P\jr from the average values of their proba-
bilities Pjm and P\jm in the table, calculated by formulae 
(8,9): 

(16) 

The replacement of the average frequency Wjrn with 
the average probability P\jm for GIE can be considered 
a "soft" averaging, because the sum of frequencies Wjr 
and probabilities Plj> in GIE are equal to 1 (5,6). Ap-
plying formulas (11,15,16), allows us to develop stable al-
gorithms for iterative training of the risk P-model. Accu-
racy and stability of the risk LP-model depends on formu­
las (11,15,16). We name K j the factor of the probabilities 
connection Pj^ 
(16) it is equal: 

K j * Pljr- For example, for formula 

iS. j — rjjjilr V^rm. 

Naturally, we could receive the formula (16) immediately 
by considering ii'j=const. Formula (16) for connection of 
probabilities Pj> and Pljv will be used in čase of limited 
statistical data. 

3 Identification of tlie risk P-model 

Identification of the risk P-model boils down to the deter-
minationofoptimal probabilities Pjv, T = 1,-^j; i = 1 , " 
[1], corresponding to the events-gradations. Let us formu-
late the identification (training) problem for a risk P-model. 

Available data: the "object-signs" table with Ng good 
and Nb objects and the risk P-model (4); 

Expected results: to determine probabilities Pjr, r = 
IjNj-, j = l ,n for events-gradations and acceptable risk 
Pad, dividing objects onto good and bad based on their risk. 

We need: to maximize the cost function, vvhich is the 
number of correctly classified objects: 

F = Nbs + Ngs = MAX, (17) 

where NtgandNgs are the numbers of objects classified as 
bad and good using both the statistic and the risk P-model 
(4) (both estimates should coincide). Note that from (17) 
it follovvs that errors or accuracy indicators of the P-model 
of risk in the classification of good Eg and bad Eb objects 
and in the classification of the whole set Em are equal: 

Eg = {Ng - Ng,)/Ng; Eb = (iV, - Nbs)/^; 

Em = {N- F) IN. (18) 

Assumed restrictions: 

1) probabilities Pjra"<iPlj>, v = l,Nj\ j = l ,nmust 
be larger than O and less than 1; 

2) the average risks of objects Pm based on the risk P-
model and on table Pav must be equal; 

3) the admissible risk Pad must be determined with the 
given ratio of incorrectly classified good and bad objects: 

Egb = {Ng-Ngs)/{Nb-Nbs). (19) 

In the identification problem of risk P-model formulated 
above, the cost function F depends on a large number of 
positive real probabilities Pjr (up to 94 in one of the risk 
problem that we considered). We should note that, because 
of the stepwise nature of the cost function, its derivatives 
with respect to Pjr are infinite, moreover, it has local ex-
trema in the region of optimization. P,> cannot be given 
positive or negative increments arbitrarily, since this will 
lead to a change in the average risk. 

We construct an iterative algorithm for generating Pljr 
maximizing F as follovvs. Choose appropriate values for 
the computed number of good Ngc and bad Nbc — N -
Ngc objects. These values for procedure described be-
low are constant. Let us note numbers of optimisation 
0,l,...,v,...,Nopt-

* Initial step. Give initial values P ^ and P l L for j E 
S and r e Gj-, compute PjJ^ and P l ^ ^ based on (8) and 
(9); assign a small value to the cost function, say, F = 
Pav * N and compute K j = PP^ /P l^^ . 

* Subsequent steps. We will optimize the cost function 
iteratively for steps until the cost function increases Nopt 
times, vvhich cannot be more than N/2. Generate small 
increments dPl^^,j 6 5, r G Gj, and compute new nor-
malized values P I L from 

P l (v) y{^)^ 
Nj 

[Pljr + dPp)/{Y,[Pljr + dPljr]). (20) 
r = l 

Then compute PJ^' from (16) and Py' using new P J / . 
Calculate the average object risk Pm from (10) and aver­
age risks Pljm and P̂ ?'̂  from (8,9). Determine Pad from 
P^' so as to attain Ngc and Nbc- Compute F^'"'> based on 

= l , . . . ,Ar. I fpW >P„«^,then ^a^dandP.^"' 

P("> P l jr = Pl*."^ (v) P- = P> 
^jr — ^jr 

(21) 

and adjust P,> using (12). If the cost function does not 
strictly increase after the chosen number of trials N^c, then 
Fmax is reduced by 2-4 units and optimization continues. 

The described identification algorithm has the degree of 
complexity equal to n^, vvhere n is the length of entry into 
the identification problem, equal to the number of signs 
needed for describing the risk object. This algorithm also 
requires a minimum amount of PC memory, which is im-
portant in business applications with abundant statistical 
data. 
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For calculation dPljr we use the following formula: 

dPljr^h*ik2-Nt)*k3, (22) 

where:- ki is the coefficient of Identification speed; k2,Nt 
are the maximum possible and the current number of opti-
misation steps for the cost function; ks is a random num­
ber from [—1,1]. New values Pljr and Pjr obtained with 
P > Pmax are considered optimal and stored. If certain 
Pljr become negative or exceed 1, we set them to O or 1 re-
spectively. The convergence of the optimization method is 
guaranteed by the second factor in (22), which approaches 
O as Nt grows. 

4 The risk measure and risk 
analysis methods 

The objects risks can be submitted not only in the interval 
[P, mim ^ Tnax L where Pmin, Pn. are the minimum and 
maximum risks of objects from the "object-signs" table, but 
also on [0,1]. For this purpose, let us compute the number 
of objects Nad and Ni with risks less than Pad and Pj and 
compute the follovving measures of goodness for the i-th 
object: 

1) the relative number of objects whose risk is less than 
Pi or greater than Pj, where: 

ai = Ni IN; bi l-ai (23) 

2) the relative number of good Cj and bad Cj objects with 
risk exceeding the risk of i-th object among good and bad 
objects: 

a = {Nad - Ni)/Nad; ei = (Ni - Nad)/{N - Nad)-
(24) 

It is obvious also the there is a natural measure of how 
good or bad the i-th object is. It is the distance between the 
allovvable risk Pad and the risk Pi for i-th object: 

di = \\Pi-Pad\\- (25) 

The introduced measures can be used to calculate the 
priče of risk. 

Suppose that a P-model of risk has been trained and 
the probabilities for events-gradations Pjr are known. For 
the purpose of analysis, let us define the contributions of 
events-signs and events-gradations in the object's risk, the 
failure average risk of a set of objects. Having these con­
tributions it is possible to accept the decisions on risk man-
agement for both concrete object and set of objects (for 
example, to operate by credit risk in banks). 

Contributions in risk can be achieved computationally 
using the difference between the values of given probabili­
ties in the optimal regime and the values obtained through 
assigning zeros to the probabilities corresponding to the 
events-gradations. These contributions are: 

dPj, j = 1, n are contributions of signs (ali gradations) 
in the object's risk; 

dPjm, j = l ,n are contributions of signs (ali grada­
tions) in the average risk Pm of a set of objects; 

dPjrm, j — l,n; r = l,Nj are contributions of grada­
tions to the average risk Pm of a set of objects. 

Similarly we can calculate the double {dPjrm A 
dPkrm '• j,k = l ,n; j ^ k) and threefold contributions of 
gradations {dPjrm AdPkrm AdPerm • j,k,e = l,n: j ^ 
k ^ e)m the average risk Pm-

Let, probabilities of the events-gradations Pjr,j = 
l,n; r = l,Nj hc known, that is they are received by 
training of risk LP-model. For the analysis of accuracy of 
risk LP-model and decision of tasks of structural Identi­
fication of the risk LP-models, we calculate the individ-
ual and group contributions of the events-signs and events-
gradations in cost function Fmax of the Identification prob­
lem. 

We calculate the individual and group contributions of 
the events-signs and the events-gradations using a com-
puter. We compute the difference between the maximal 
value of the cost function, optimal trained risk LP-model, 
and the cost function, received by zero values of the ap-
propriate probabilities of events-gradations. Thus, we can 
calculate: 

dFj is an individual contribution of the j — th event-sign 
to cost function Fmax; 

dFjr is an individual contribution of the jr — th event-
gradation to cost function Fmax \ 

Mistakes of classification from events-gradations may be 
calculated too using analogy with formula (18). 

5 Global extremum and the 
parameters of optimisation 

It is considered, that a training method, which ušes random 
search, warrants locating the global extremum for the con-
tinuous cost function [6]. Hovvever, in čase of an integer 
cost function, as it is in our čase, it is not possible to give 
any guarantee. 

We can obtain a decision Pljr and Pjr, using algorithm 
[6], in one of the local minimum. The decision Pjr and 
P^jr,j = l,n;r = l,Nj cannot go out the local mini­
mum, beginning with certain number of optimisation, be-
cause the dPljr have small values. 

In different local minima the decision Pljr and Pjr 
is different and risks of N credits have different distri-
bution. Each distribution may be described by parame-

are where Pi i max, ^ i mm ter dr C — - ' i max ^i i 
the maximal and minimal credit risks among A'' objects. 
We can control by parameter dPc, changing of coefficients 
k\,k2, kz in formula (22). We made the charts of changing 
Fmax in function of parameter dPc and chose the optimal 
value of this parameter. 

We built also, using a set ofN = 1000 credits of individ-
uals, the dependence for the cost function on the number of 
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good credits Ngc. It allovved to choose the calculated opti-
mal number of good credits Ngc-

Credits have non-coincided sets of gradations, that is the 
classes of good and bad credits do not cross. Using re-
sults of research, we set the parameter dPc is equal about 
0.1. In average credits differ by value dPad = dPc/N = 
0.1/1000 = 0.0001. Interval [Pm,Pad] has the density of 
risk distribution more in M = 100 times. Credits, which 
are neighbouring by risk, should differ from each to other 
in interval [Pm,Pad] by value: 

dPad = dPad/M = 0.0001/100 = 0.000001. (26) 

The algorithm of risk model training was constructed 
under the given number of good credits Ngc and iterative 
selection of allowable risk Pad- Let, set in first approxi-
mation allowabIe risk is equal to average risk Pm- Then 
we compute the calculated number of good credits Ng. 
If Ng is not equal Ngc, we shall increase allowable risk: 
Pad = Pad + dPad- After that, we compute Ng again etc. 
until condition Ngc = Ng is executed. 

Now it is clear, that the dPad value should not con-
tain risks for more than one credit. Calculated accuracy 
of alIowable risk is equal to dPad = 0.000001. Now we 
can evaluate the accuracy of calculation of probabilities 
Pjr, j = l,n;r = l,Nj. The accuracy of calculation P^r 
is equal to : dP,> = dPa,d/20 = 0.00000005. It is nec-
essary to know the accuracy of dPjr for choice of training 
speed coefficient ki and printing. 

LP-technique for risk valuation was approved for a set 
of 1000 credits of individuals. As another techniques [5], 
the risk P-model was trained by training the sample of 700 
credits and was checked by the sample of 300 credits. The 
training file has 500 good and 200 bad credits. After train­
ing of risk LP-model, probabilities P,>,-Pljr and the al-
lovv'able risk Pad are used for evaluation of accuracy of LP-
technique by control sample. The results of testing were 
very good. 

6 Evaluation of accuracy of 
LP-models 

The analysis of the results. For risk model training were 
used the following numbers of good credits (table 1): 
Ngc = 550,580,610,650,700,750,800. We computed: 
risks of 1000 credits, maximum of object function Fmax 
and its components Ngs and Nbs, mistakes in recognition 
of credits Ei,Eg,Em, the admissible credit risk Pad', the 
ratio of numbers of not recognised bad b/g and good g/b 
credits Eg^. The mistakes of risk LP-model for optimal 
variant iVjc = 610 are ^6 = 0.167, E^ = 0.201, E ^ = 
0.191 and for Ngc = 650 are Eb = 0.207, Eg = 
0.161, Em = 0.175. Optimal decision is established by 
admissible value of ratio Egb- Optimal decisions by Ngc = 
610 and Ngc = 650 have symmetrically different mistakes 
of evaluations Eb,Eg. 

Table 1. The results of investigations of credit risk 

Ngc 
J^Tnax 
Ngs 
Nbs 
Eg 
Eb 
Em 
Pad 
Egb 

550 
767 
508 
259 
.274 
.137 
.233 
.301 
4.55 

580 
787 
533 
254 
.238 
,153 
.213 
.301 
3.53 

610 
809 
559 
250 
.201 
.167 
.191 
.302 
2.65 

650 
825 
587 
238 
.161 
.207 
.175 
.302 
1.77 

700 
829 
614 
215 
.123 
.283 
.171 
.303 
1.0 

750 
831 
640 
191 
.10 
.363 
.169 
.304 
.51 

800 
819 
659 
160 
.58 
.466 
.181 
.305 
.213 

The credit orders are considered, using of the trained risk 
model. Bank estimates the risk of the new credit Pi, and if 
it will exceed the admissible risk Pad, established by train­
ing, then the credit is estimated as bad. The probability of 
mistakes in evaluation of credits in this time will equal to 
Eb = 0.167,^3 = 0.201 on]y. It is less than Pav = 0.3 
in statistics. Such, bank can reduce per cent for credit and 
assign it in dependence on credit risk Pj. If we get new 
statistics about credits later, then the average risk will be 
about P „ = 0.2. 

Comparison with western techniques. The comparison 
of different risk evaluation methods should be based on 
the same indicators of accuracy of object classification (18) 
and carried out on the same statistical data. Let us illustrate 
such a comparrison based on example [5]. 

The accuracy of an LP-model of risk was tested on stan­
dard statistical data oncluding 1000 credits, out of wich 700 
were good and 300 were bad. This data was used to evalu­
ate the accuracy of nearly 10 different classification method 
[5] based on linear (LDA) and quadratic (QDA) discrimi-
nant analysis, cluster analysis (CA) and neural networks 
(NN). 

The LP-models of credit risk is presented by formulas 
(1), (2). The failure occurs when any one, two,..., or ali 
initializing events take plače. It has 20 events-signs (corre-
sponding to GIE) and 96 events-gradations. 

During the training of the LP-model of risk (11) (without 
GIE) and (16) (with GIE) where used to tie Pj> and P l j v 

The results of LP-method were calculated for given 
number of good credits Ngc = 610 and bad credits Nbc = 
390, but in bank statistical data we have Ng = 700 and 
Nb = 300. We made it because the losses due to mistake 
in classification of bad credit is larger than one due to mis­
take in classification of good credit. The ratio of losses is 
equal to Egb = Nb/gNg/b = 2.6. 

We present some other results also. In Var.l we esti­
mated 94 probabilities Pjr (without GIE). In Var.2 we es­
timated only 74 probabilities Pjr (with GIE). The object 
function in Var.l is equal to Pmai = 809 and in Var.2 is 
equal to Fmax = 801. 

The results of accuracy comparison of different methods 
based on the same statistical data (Table 2) show that the 
LP-model of risk is almost 1.5 times more accurate than 
other classification methods. 

The introduction of the priče of credit risk can be juss-
tified if we build the graph of risks for 1000 credits after 
sorting objects by risks. Approximately 15 % of credits are 
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very good, while 15 % of credits are very bad, which nat-
urally leads us to believe that the priče of credit should be 
dependent on its risk. 

Table 2. Parameters of accuracy of classification of credits by different 
methods 

Used 
method 

LDA Resubstitution 
LDA Leaving-one-out 
QDA Resubstitution 
QDA Leaving-one-out 
CART 
Neural Network NNl 
Neural Network NN2 
LP-model(Var.l) 
LP-model (Var.2) 

For bad 
objects, 

Eb 
0.26 
0.287 
0.183 
0.283 
0.277 
0.38 
0.24 
0.167 
0.176 

For good 
objects, 

E, 
0.279 
0.291 
0.283 
0.34 
0.289 
0.24 
0.312 
0.201 
0.204 

Average 
mistake, 

Em 
0.273 
0.29 
0.253 
0.323 
0.285 
0.282 
0.29 
0.191 
0.196 

In developed software three tasks are decided: the quan-
titative assessment of credit risk and its analysis; the anal-
ysis of credit works of bank; the training of logical and 
probabilistic risk models by statistical data of bank about 
credit defaults. 

7 Stability of classification of objects 
Depending on the method and training parameters, one 
of the two different LP-models may classify an object as 
good, while the other may classify it as bad. Consider the 
following example. 

A stability estimate for a P-model of risk was carried out 
using the data from Example 1 and the method of pairwise 
of pairvvise comparison of different versions of the solution 
in credit classification. The comparison was based on the 
number of inconsistencies of the estimates of good ng, bad 
Ufc and unrecognized ngb objects. 

During the training of the P-model of risk with GIE ( 
Ngc = 610; Nbc - 390; Nind = 76) three different Solu­
tions were obtained: 1 — Fmax = 794,2 — F„ = 796 
and 3 - Fmax = 798. The results of this comparison are 
presented in Table.3. 

Table 3. Pairwise comparisons of different training procedures on the 
stability of Solutions (with GIE) 

Variants 

12 
2 3 
13 

Number of 
consisten-

cies by 
"good", rig 

601 
601 
602 

Number of 
consisten-

cies by 
"bad", n j 

381 
381 
382 

Number of 
inconsis­
tencies, 

nqb 
18 
18 
16 

The stability indicator for risk LP-models with GIE for 
these three procedures is calculated as 

Ksi = (18 -f 18 -h 16)/(1000 * 3) = 0.018. 

During the training of the P-model of risk vvithout GIE 
{Ngc = 610; Nic = 390; Nind = 96) four different Solu­
tions were obtained: 1 — Fmax = 805, 2 — Fmax = 807, 

3-i^max = 809,4-Fmax = 8 1 1 . Theresultsofcompar-
isons are presented in Table. 4. The stability indicator for 
LP-models of risk vvithout GIE for these four procedures is 
calculated as 

Ks2 = (160 -f 90 4-136 +120 +152 -t-100)/6000 = 0.13. 

Table 4. Pairwise comparisons of different training procedures on the 
stability of Solutions (vvithout GIE) 

Variants 

1 2 
13 
23 
1 4 
24 
34 

Number of 
consisten-

ciis by 
"good", Ug 

530 
565 
542 
550 
534 
560 

Number of 
consisten-

cies by 
"bad", nj, 

310 
345 
322 
330 
314 
340 

Number of 
inconsisten­

cies, 
•n.Qb 

160 
90 
136 
120 
152 
100 

The ratio of the stability indicator for risk LP-models 
with GIE and to that vvithout GIE is: 

Ks2/Ksi = 0.128/0.018 = 7.1. 

The obtained results can be generalized on the instability 
of models of risk based on neural netvvorks [5], where a 
large number of weights of net links is introduced without 
any restrictions. 

8 Conclusion 
In this paper we formulated the complex problem of failure 
risk in business. We developed a theory of LP-estimation 
and analysis of risk with GIE. This theory utilizes two types 
of conditional probabilities for events-gradations: proba-
bilities Plj> for GIE and probabilities Pj> used in the for­
mula for a B-models of risk. "NVe formulated the proplem 
of LP-model identification based on statistical data and de-
signed an algorithm for its solution. The risk LP-models 
shovved almost twice more accuracy and seven times more 
stability in classification of credits, than methods and soft-
ware prevailing on western market. 

We have executed some investigations on training of risk 
models: the choice of average risk, ways of overcoming of 
impasses, control of time of training, selection of training 
and checking sets, providing of structural identification of 
risk L-model. 

We have developed LP-models of risk in banks: credit 
risk of individuals, credit risk of companies, analysis of 
bank credit activity, control of state and development of 
bank by risk criterion. We have considered also failure LP-
models for frauds in business: manager, office vvorker, with 
investment. 

In our research we have described risk LP-models of 
quality loss. We have received results of research of qual-
ity for product because of failure of components, for prod-
uct because of discrepancy of manufacturing, for human-
machine system, for organizational system. 
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The softvvare for risk simulation, analysis and identifi-
cation of risk models are executed in Delphi-4, Visual C 
++ and Java. The more detailed Information about risk LP-
models, softvvare and authors is given on Web Site: http: // 
www.ipme.ru/ipme/labs/iisad/saprl.htm 
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In this work we present the performance analysis ofa parallel neural network controller training code that 
ušes MPI, a standard portable message passing environment. The physical system used in this study is 
a nonlinear model of a tokamak thermonuclear fusion reactor in which the parameters were taken from 
the CDA-ITER (Conceptual Design Activity) group. A SGI/Cray Origin 2000 multiprocessor platform 
was used in the comprehensive performance analysis of the parallel code reported here, which includes a 
comparison ofactual measurements with the results ofthe theoretical performance of ideal models. Three 
different assigments schemes for load balance were used in this study. 

1 Introduction 

The capability of artificial Neural Netvvorks (NN) to ap-
proximate most types of nonlinear continuous functions 
have attracted the attention of the engineering community 
for the identification and control of nonlinear dynamical 
systems since over more that a decade ago.[l-4] However, 
a major obstacle in the use of NNs is the high computing 
cost oftheir training procedures in spite ofthe fact that dif­
ferent types of NNs can be used and several convergence 
acceleration techniques have been developed to speed up 
training.[5-7] On the other hand, most ofthe scientific and 
engineering laboratories today, have access to multiproces­
sor computers and/or maintain a small netvvork of worksta-
tions or personal computers which provides potential par­
allel computing platforms. Hence, parallel programming 
is becoming more accesible to researchers in ali scientific 
fields and in particular it will be increasingly relevant for 
NN training in the future.[8,9] 

Until the appearance of scalable shared memory mul­
tiprocessor architectures and the recently developed stan­
dard for shared memory programming called OpenMP,[10] 
the most widely used model for developing scalable paral­
lel programs has been messagepassing;[ll] this approach, 
which assumes a configuration of processors with dis-
tributed memory able to work cooperatively, is intended 
mainly for coarse grained parallelism[8] and provides the 
two key aspects of parallel programing: syncronization of 
processes and read/write access to their local memory. Al-

though in principle aH message passing enviroments are 
logicaIly similar, there are differences in the way the above 
tasks can be implemented. As a consequence, the mes­
sage passing systems provided by the vendors in the past 
for their particular machines resulted not only incompat-
ibles, but also highly machine dependent. Thus, a paral­
lel program written using the native directives of one par­
ticular machine needs to be significantly modified in or-
der to run on a different parallel computer. In an attempt 
to avoid the vendor/machine specificity of the native mes­
sage passing enviroments, some research groups around the 
world developed different portable message passing plat­
forms. Some examples of these platforms are Linda, P4, 
PVM and Zipcode among others. Unfortunately except 
for PVM which was the most succesful, a large number 
of portable platforms did show some of the same problems 
of the native enviroments provided by the vendors, and fur-
thermore most of them supported only a subset of the full 
features of the vendor systems.[l 1] To overcome this prob­
lem, a portable message passing environment for parallel 
programming, known as MPI (Message Passing Interface) 
was developed in the last decade by a group of vendors, lab­
oratories and universities worldwide, vvith the express pur-
pose of creating a standard. [12,13] This platform support 
ali of the best features of the vendors and other portable 
systems and it is capable to work efficiently in a multipro­
cessor computer as well as in a cluster of vvorkstations or 
PCs connected via ethernet or a faster LAN.[14] 

Similarly to ali message passing enviroments, a paral-
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lel computation in MPI lies vvithin the distributed mem-
ory SPMD framework (Single Program Multiple Data), and 
consists of a set of processors concurrently running copies 
of a single program vvritten in a standard language, such as 
F77 or C, augmented by Iibrary calls to MPI functions for 
sending and receiving messages between processes as well 
as for task synchronization. 

The purpose of this paper is to present the performance 
analysis of a parallel NN training code that ušes MPI, 
and demonstrate the advantages of parallel programing by 
means of a representative control problem: the stabilization 
at near ignition condition of a nonlinear model of a ther-
monuclear fusion reactor. The detailed performance anal-
ysis presented in this paper compares three different load 
distributions schemes: two static (block and cyclic distri-
butions) and one quasi-static (a sliding average bin pack-
ing also known as best-fit algorithm). The results of the 
study are presented for the SGI/Cray-Origin 2000 at the Su-
percomputing Center of the National University of Mexico 
(UNAM).[15] 

The rest of the paper is organized as follows: In section 
2 we briefly present the dynamical model of the tokamak 
reactor used in this study; section 3 discuss the sequential 
algorithm used previously for NN training; section 4 con-
tains a preliminary performance study based on Amdhal's 
law; in section 5 it is described the parallel algorithm de-
veloped using MPI for training neural netvvorks; the results 
of the performance analysis of the parallel code based on a 
theoretical model as well as from actual time measurements 
are presented in section 6; and finally section 7 contains the 
concluding remarks. 

2 The physical dynamical model 

The dynamical system used for this work is a zero-
dimensional nonlinear model of a tokamak fusion reactor; 
although a detailed description of the physical system and 
the stabilization problem are discussed in References 16-
17, here we present a brief summary. 

The physical model assumes that the plasma ions and 
electrons have Maxwellian distributions and share the same 
temperature at ali times; the plasma is solely composed by 
D-T in equal proportions, TIDT, electrons Ug and fully ion-
ized helium ions n«, vvhich is also referred to as helium 
ash; in addition, the electron density is determined by the 
quasi-neutrality condition, Ug = nor + Sn^. Here, no 
high-Z impurities are considered, and it is assumed that the 
alpha particles produced by the fusion reactions are instan-
taneously thermalized. The control actions considered here 
inciude the simultaneous modulation of the D-T refueling 
rate, the injection of a neutral He-4 beam as well as an aux-
iliary heating povver, vvhich are constrained to take values 
within a maximum and minimum levels. 

The following set of coupled differential equations de-
scribe the time evolution of the D-T, helium ash and ther-

mal energy densities, respectively: 

d 
Jt 

—— j <av> - nor/rp 

d „ , (nDT\ ^ ^ I 

£ 
dt 

(1) 

(2) 

•(Ue + riDT + na)T = Paux + Vf + 

g a ( ^ ) ' <av>- A,Zlfj n.T'l^ -

3 T 
-(ne +nDT-\-na) — • 
i TE 

(3) 

In the above equations, 5 / represent the refueling rate, 5» 
the neutral He-4 injection rate, and Paux the auxiliary heat­
ing povver density; j is the average plasma current density, 
Q„ = 3.5 Mev is the energy carried by the fusion alpha 
particles, < av > \s the D-T reactivity, Ab is the coeffi-
cient associated to the bremsstrahlung radiation losses, and 
T} is the neoclassical parallel resistivity. Finally rg , rp, and 
Ta stands for the energy, the D-T fuel and the helium ash 
confinement times, respectively. 

Using the quasi-neutrality condition n^ = UDT + 2na, 
and the corresponding expressions for the reactivity and the 
resistivity, the above set of equations are transformed into 
the follovving equations. 

^ = 5 , - ( i ^ + i : ^ ) n . + 2 5 „ , 

dfa 
dt 

= i n e ( l - 2 / „ ) 2 <av> -faSf/Ue + 

and 

5„(1 -2 /„ ) /ne + Ul - 2fo) (^^ - ^ ) 

dT ^ 2 P„u. , 2 ( l - 2 / „ ) . y , •, 
dt 3 n.(2-/„) + 2- /„ V-i H P) + 

l ^ ^ ^ r f p ^ fi +1-198(1 + 2/„r+ 

(4) 

(5) 

0.222(1 + 2 / ^ ) 1 / ( 1 + 2.966(1 -|- 2fa)°-^ + 

0.75il + 2U)j - ^^^^j^Sf - ^^^^Sa; (6) 

for the electron density Ug, the relative fraction of helium 
ions defined by / „ = Ua/ng, and the plasma temperature; 
the CDA-ITER energy confinement time TB, is obtained 
from the follovving expression 

TE = 0.082 7i>°2 /Ji« S015 ^0.5 ^-0.19 p-OAl . (7) 
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where Pnet represent the net plasma heating given by 
Vcore {Paux + Pa + Poh - A r ) ; with Vcore the VOlumC 

of the plasma^ and Paux, Pa^ Poh and Pbr are the auxiliary 
heating, the alpha particle heating, the ohmic heating and 
the bremsstrahlung energy radiation densities respectively. 
It is assumed here that TP — 3TE and r^ = 7TE- For the re-
actor parameters specified by the CDA-ITER (Conceptual 
Design Activity) group,[16] the ignited steady state condi-
tion, i.e. where Paux — O and 5^ = O, can be obtained 
for So = 4.16 X 10^^ m-^sec-i when no = 9.8 x 10^'' 
m - ^ To = 8.28 Kev and /o = 0.0624, values that will 
be assumed to constitute the desired operating point for 
the CDA-ITER ignited tokamak reactor of interest for this 
work. 

Because both the state and the control variables have dif-
ferent units, it is convenient to define the following normal-
ized variables using the nominal ignited operating point, 

zi = Ue/rio , Z2 = fa/fo and Z3 = T/To , (8) 

for the state variables and 

Sf = 5//no , Ša = Sa/ifoTio) and 

/{3noTo/2) , (9) 

for the normalized DT refueling rate, the extemal beam 
source of neutral helium atoms, and the auxiliary heating 
power density, respectively. Further details are discussed in 
Ref. [17]. The resulting normalized Eqs. (4)-(6) represent 
the dynamical system used in this work. In the following 
section we briefly describe the functioning of feedforward 
NN and present the sequential training algorithm. 

3 Sequential neural network 
controUer algorithm 

The purpose of the NN is to provide a control law of the 
form u = u(z) for time discrete dynamical systems of 
the form z^+i = F{zk,Uk), in order to drive the sys-
tem from an arbitrary state within a given region, toward 
a desired target state; where Zf. and u^ represent the state 
and the control variables respectively, at time step k (k — 
1,2,...). The type of NN used in this work is the well 
knovvn feedforvvard multilayer NN with sigmoidal activa-
tion functions. 

Feedforward neural netvvorks can be considered as non-
linear continuous multivariate mappings composed by non-
linear computational elements or nodes arranged in L lay-
ers with L > 3. The nodes in the first and last layers of the 
netvvork are fixed by the nature of the problem itself; how-
ever, the number of hidden layers and the number of nodes 
in each of these layers are not known a priori, and although 
some authors have proposed the use of some techniques 
based on Information theory for NN design, [18] in general 
they are stili determined through a trial and error process. 
The number of nodes in each layer will be denoted here 

by J{1) with I = 1,... ,L. Each one of the J ( l ) nodes in 
the first layer are mapped through the identity function, i.e. 
these nodes receives as input one of the J ( l ) components 
of the input vector and transmites them unaltered to serve 
as the input values to the nodes of the second layer. Com-
munication exists only betvveen neurons in adjacent lay-
ers and is implemented through unidirectional feedforward 
connections known as weights. The nodes in the hidden 
and output layers are constituted by nonlinear functions, 
mapping a multidimensional input received from the nodes 
of the immediately preceding layer into a one dimensional 
output. The activation of the j-lh node in the l-th layer, 
Oj ,is given by 

o f = / , ( inpu t f ) ; (10) 

where input^', the effective input to node j , is the weighted 

sum of the outputs O]" ' of the immediately preceding 
layer, i.e.. 

input/') = ' | ; ' u ; f 0 F - ' + ^ f 
t = i 

(11) 

with cjj^' denoting the weight that connects the output of 

node i in layer I — 1 with the node j in layer 1; 9j and 
fj correspond to the threshold value and the nonlinear ac­
tivation function of this node, respectively. For short, vi'e 
will refer as vveights w to both, the parameters ujij and the 

thresholds 6j '. The activation function used in this work is 
the sigmoid function, 

/ = 
1 

t O 
(12) 

l4-e- '"P"^i" 
which is the most widely used activation function in feed-
forvvard neural networks.[19] Since the weights and thresh­
olds connecting the nodes can take any real value, the out­
put of this activation function is bounded between O and 
1. 

In this work each element of the input vector corresponds 
to the normalized values of the electron density, the rela-
tive fraction of helium ash and the plasma temperature at a 
given time step. The elements of the output vector on the 
other hand, are associated with the normalized D-T refuel­
ing rate, neutral helium injection rate, and auxiliary power 
heating, 

Šf = {So/no)ki ui , Ša = k2{2u2 - 1)^ and 

Šaux = k3i2u3 - 1)2 ; (13) 

where ui, «2 and 1x3 are the activation levels of the output 
nodes of the neural netvvork, which are bounded betwen O 
and 1, as will be further discussed later on in this section; 
and in this work we chosed fci = 4.0, ^2 = 0.1s~^ and 
ks — 0.1s~^, defining the maximum values that the re­
fueling rate, the neutral helium injection and the auxiliary 
power heating can take respectively.[17] 
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In order to stabilize the system around a given state, 
the neural network must provide appropriate values for the 
control variables, according to the current state of the sys-
tem. In contrast with the training process of NNs for pat-
tern recognition tasks,[ 19,20] in which a set of input-output 
teaching patterns to the network are provided, here the cor-
rect control values are not known during the training pro­
cess: only the deviations of the state variables of the reac-
tor with respect to their target values are available. Thus by 
considering the NN-dynamical system joint configuration 
as a single unit, see Fig. 1, a set of input-output teaching 
patterns for training can be generated. It will be denoted by 
£m the error between the target state zj and the actual final 
state Zpkf of the trajectory reached, after kf tirne steps, by 
the joint NN-dynamical system configuration given initial 
condition m. 

X 
^ ^ ^ 

^ ^ 

* L 

\ 

^k 

Z * . l = ^(Zt.f^fc) 

-. Q, ^-^ ^ 

jne O I L \) uvi<xy 

Z, , 
k+ ] 

Figure 1: NN-dynamical system joint configuration. 

Thus, for a particular set of vveights specifying the NN, 
and a subset of M initial conditions that the system can 
take, the total error £ is defined then as the sum of these 
individual errors after the generation of the set of M trajec-
tories, i.e. 

M M 
2 ^ ^m = ;̂  2L^ |Zm*:/ - Z t | (14) 

T n = l m = l 

A succesful training, given a topology of the feedforward 
NN, consists of determining a set of weights w for which 
the total error S \& a. global minimum. For this purpose a 
formal methodology known as Backpropagation Through 
Time (BPTT) [21,22] is used to calculate the gradient of 
the error £ in weight-space, Vf, and iteratively reduces 
this error by updating the weights using a conjugate gradi-
ents method.[23,24] This technique is a quadratically con-
vergent gradient method that locates an unconstrained local 
minimum of a quadratic function in a finite number of steps 
if round-off errors could be avoided. For non-quadratic 
functions, which is the čase of the training error 5(w) in 
Eq. (14), the procedure is then iterative. Similarly to ali 
gradient-based optimization methods, this procedure is not 
guaranteed to find the global minimum, nevertheless the al-
gorithm will lead to the bottom of whatever valley it starts 
in. Furthermore, this technique has the advantage that it 
avoids the undesirable phenomenon of premature satura-
tion of the netvvork output units. The ocurrence of such 

saturation precludes significant improvements in the net­
vvork vveights over a large number of iterations causing an 
unnecessary increase in the computational cost to train the 
NN.[25] 

The follovving steps summarize the sequential algorithm 
used to train a feedforvvard NN as a dynamic system con-
troller: 

- Step 1: Randomly select the initial values of the set of 
vveights that specify the NN. 

- Step 2: An admissible region of the phase-space is 
divided in a number M of cells. 

- Step 3: Generate a set of M trajectories by randomly 
selecting an initial state from each one of the cells in 
phase space. Then allovv the NN-dynamical system to 
evolve in tirne until a pre-specified maximum number 
of time steps is reached, the state of the system has 
moved out of a certain region or satisfied some other 
criteria. 

- Step 4: Convergence is achieved when the entire set of 
M trajectories satisfies the convergencecriterion \zi — 
Zit I < €, for alli, where e is a pre-specified error range 
and the subindex i corresponds to the components of 
the state-space vector z. Othervvise proceed to the next 
step. 

- Step 5: Using BPTT, calculate the gradient of the er­
ror, V£, produced by ali the different trajectories and 
update the vveights using the method of conjugate gra-
dients; a one dimensional search is implemented here 
to find the minimum of the error £ along the conjugate 
direction. 

- Step 6: Repeat steps 3-5 until the training of the NN is 
successfully completed, i.e. vvhen the entire set of P 
trajectories, each of vvhich starts from a different celi, 
reaches the target zt vvithin the error range e. 

Basically the above training algorithm involves two 
phases. In the first phase the joint NN-dynamical system 
configuration evolves in time from an initial state z(l), un­
til a final state z(A''). This final state is compared vvith its 
target value, resulting in an error signal for each of the state 
variables of the system. In the second phase the error sig-
nals are propagated recursively backvvard in time from the 
final time step A'̂  until the initial time step 1, and are used 
to calculate the adjustments needed in the vveights compos-
ing the NN using the components of V£ vvith the method 
of conjugate gradients. 

Using the concept of ordered partial deriva-
tives,[17,21,22] the components of the gradient of 
the error £m vvith respect to the vveights of the NN, 
associated to trajectory generated from the m-th celi, i.e. 
d^£m/dLiipq, are obtained from the follovving expression 

5tf„ N-lJ{L) gtg^ duj{N-n) 
54'J ^,friduj{N-n) dio'. pj 

(15) 
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the second factor in the RHS of the above equation , i.e. 
duj{N — n)/du)pj is calculated for a feedforvvard NN us-
ing the standard backpropagation technique of Rumelhart 
et.al.,[19] while the first factor is obtained using the fol-
lowing recursive set of equations, 

d^Srr 

dujiN -n) 
i=l 

with 

dzjjN-n + l) 
duj{N -n) 

dzi{N - n + 1) 

j 

E 

, foTn = l,...,N -1; (16) 

dujjN -n + 1) 
+ ^ dujiN-n + 1) dzi{N-n + l) 

d^Sra dzk{N-n + 2) 
^ ^ dzkiN - n + 2) dzi{N - n + 1) ' 

forn = 2 , 3 , . . . i V - l 

and the follovving initialization, 

d^Sn d£„ 

(17) 

(18) 
dzi{N) dzi{N) • 

In the above equations the symbol f is used to denote an 
ordered partial derivative, and Uj{N — n), the j-th output 
of the NN, is the value of the corresponding control vari-
able in Eq. 13 at tirne step N — n; Zi{N - n + 1) cor-
respond to the value of the i-th state variable at time step 
A'̂  — n + 1. It can be pointed out that the name Backpropa­
gation Through Time is due to the fact that the above set of 
recursive equations initializes at the last time step of the tra-
jectory and proceeds backwards in time until the first time 
step is reached. 

The sequential code just described hasbeen successfully 
used to control and stabilize some nonlinear dynamical sys-
tems.[17,26,27] For the stabilization problem described in 
Section 2, the NN used was a three layer feedforvvard ar-
tificial netvvork with sigmoidal activation functions. The 
first layer contains three nodes corresponding to the elec-
tron density, the fraction of the alpha particles and the tem­
perature of the plasma. The second layer contains 16 units 
and the output layer three nodes corresponding to the con­
trol actions associated to the D-T refueling rate, the neutral 
He-4 beam injection rate, and the auxiliary heating modu-
lation. 

4 Preliminary study using Amdahl's 
law 

A preliminary analysis was done in which the computation-
ally demanding and the potentially parallel components of 
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Figure 2: Theoretical ideal speedup obtained from Amdahrs law. 

the sequential code were identified. After timing the differ-
ent sections of the code when restricting the run to only 115 
iterations of the algorithm described in the above section, 
the fraction of the total CPU time spent in the paralleliz-
able parts of the code was estimated as / « 99.45%. In 
general the sequential part of the code would impose a the­
oretical upper limit to the execution time whenever it runs 
on multiple processors. The speedup, s, defined as the ra-
tio between the execution time in a single processor 7i and 
the execution time on multiple processors Tn, is one of the 
parameters used to measure the performance of a parallel 
code.[8] Assuming perfectly uniform load balance among 
the processors, no communication cost between the pro­
cessors, as well as negligible overhead computational cost 
due to parallel handling, Amdahl's law gives the following 
ideal speedup for the parallel code,[8,9] 

s = 1/[(1 -f) + f/p] (19) 

vvhere / is the fraction of the code vvith parallel content and 
p is the number of processors involved. Figure 2 shows the 
behavior of the ideal theoretical speedup given by Eq. (19) 
as function of the number of processors. According to this 
law a maximum speedup of approx. 182, could be ideally 
achievable if an unlimited number of processors would be 
put to work in this problem. In practice this is of course 
not possible due to the limitations imposed by the above 
mentioned factors. In particular, we can point out that the 
work load generated in each of the cells can not be divided 
in smaller loads; nevertheless, this give us an estimation of 
what vvould we expect under ideal conditions after paral-
lelizing the code. 

5 Parallel training algorithm 

The sequential training algorithm described above was par-
allelized using the fact that the gradient of the total error 
V£, is the sum of the gradients of the individual errors of 
each of the M independenttrajectories,[28] 



62 Informatica 25 (2001) 57-67 J.E. Vitela et al. 

M 

SI£=Y^ V En (20) 
Table 1: MPI library function calls used in the NN parallel 

training code 
m = l 

Thus, assuming that we have a set of P processors, la-
beledp = 0 , 1 , . . . P — 1, which are available to contribute 
to the calculation of V£ following a given load balance 
scheme, the following parallel algorithm can be devised, 

- Step I: Task assigned to processors p = O (also called 
root): Randomly select the initial values of the set of 
vveights that specify the NN, and use MPI library calls 
to broadcast these values to ali the other P — \ proces­
sors. 

- Step 2: Task assigned to processor p = 0: Divide an 
admissible region of the phase-space in a number M 
of cells. 

- Step 3: Task assigned to processor p = 0: Select M 
initial states by random sampling each one of the cells 
in phase space. Use MPI library calls to broadcast 
these States to ali the other P - 1 processors. 

- Step 4: According to a given load distribution scheme 
each of the processors is assigned a subset of the M 
initial states. For each initial state the corresponding 
trajectories are generated foIlowing exactly the same 
stopping criteria as in Step 3 of the sequential algo­
rithm; a record of the maximum number of time steps 
in each trajectory is made and will be used by the load 
balance scheme at the beginning of this Step in future 
iterations, as will be discussed further below. 

- Step 5: Using BPTT each of the P processors calcu-
late and store, the gradient of the individual error Sm 
associated to the subset of the M trajectories that were 
assigned to it by the load distribution scheme. 

- Step 6: A test for convergence in each of their cor­
responding subsets is performed by each processor 
and the results are sent, using MPI calls, to proces­
sor p = O, which determines vvhether or not global 
convergence has been achieved. If the global conver­
gence criteria is satisfied one should stop; othervvise 
proceed to the next step. 

- Step 7: Using the MPI global sum operation, the par-
tial gradient of the errors, Vfm, are shared by ali 
P processors; each processor then proceed to deter-
mine, by adding these components in the same or-
dered sequence, the gradient of the total error V5 = 
Y^rn=\ ^^m avoiding thus the differences due to 
roundoff errors, ocurring when no čare is taken in the 
order in which the individual terms are added. This 
ensures us that the results will be independent of the 
number P of processors involved in the computation. 

- Step 8: Ali processors individually use V£ to deter-
mine the new conjugate gradients direction, and co-
operate in a way similar to step 4 in the search for the 
minimum along this direction. 

mpijnit 

mpi_comm_size 

mpi_comm_rank 

mpLbcast 

mpLallreduce 

mpi_barrier 

mpi_wtlnie 

mpLfinalize 

Initializes the MPI execu-
tion environment. 
Determines the size of the 
group associated vvith a 
communicator. 
Determines the rank (la-
bel) of the calling pro­
cessor within the commu­
nicator. 
Broadcasts a message 
from the processor vvith 
rank "root" to ali other 
processors of the group. 
Combines values from aH 
processors and distribute 
the result back to ali pro­
cessors. 
Blocks until ali processors 
have reached this routine. 
Retums the elapsed time 
on the calling processor. 
Terminates the MPI execu-
tion environment. 

- Step 9: Updating of the vveights is done in each pro­
cessor. 

- Step 10: Repeat steps 3-9 until the training of the NN 
is successfully completed, i.e. when the entire set of 
M trajectories, each of which starts from a different 
celi, reaches the target Zt vvithin the error range e. 

In Figure 3 we show the flow diagram of the parallel 
code in which the parallel tasks and Communications func-
tions are shown explicitly. Table 1 contains the MPI library 
calls used in the implementations of the parallel code. 

Efficient parallel codes distribute as uniform as possi-
ble the work load among ali the processors involved in the 
computation. In the algorithm described above the vvork 
load to be distributed among the processors is produced by 
the set of M trajectories generated from each celi in phase 
space by the NN-dynamical system. Here, vvork load as­
sociated to each trajectory is assumed proportional to its 
lenght, i.e. to the total number of time steps contained in it. 
This assumption was sustented by recording data from the 
serial execution time of the subroutine TRAJEC in charge 
of generating trajectories and the gradient of the error us­
ing BPTT; from this data we concluded that the CPU time 
needed per time step in the generation of a trajectory was 
constant for ali practical purposes. Although this gives us 
a measure of the work load, the load balance is compli-
cated by the fact that the number of time steps generated 
by each trajectory is not constant: it changes from celi 
to celi in phase space, varies during the one dimensional 
search for the minimum £, from iteration to iteration of 
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the training algorithm, and furthermore, can not be known 
a priori. Since the performance of any parallel code de-
pends strongly on an efficient load balance, three task dis­
tribution schemes were used for comparative studies of the 
performance of the parallel NN training code: block distri­
bution, cyclic distribution and a load assigment based on a 
sliding average together with the bin packing (best-fit) al­
gorithm.[8,29] The first two are static assigment strategies 
while the last one is a quasi-static scheme, i.e. it is de-
termined at each iteration using the actual work load gen-
erated in previous iterations of the algorithm, and remain 
fixed until the next iteration. 

It should be pointed out that if the actual work load Infor­
mation were available in advance, the bin packing scheme 
would produce the best load balance possible. However, 
this is not possible since only estimates of the actual work 
load based on former iterations of the training algorithm are 
available, and hence, only suboptimal load balances can be 
achieved in practice. In what foilovvs we briefly describe 
each of the load distribution schemes used in this study: 

Figure 3: Flow diagram of the parallel NN training code in 
which the main MPI functions calls used in the 
code are shown explicitly. 

- Block Distribution: In this scheme the work load is 
distributed as follows: We divide the total number 
of cells by the number of processors npro involved 
in the computation, by rounding off this number we 
obtain the number of tasks ntra to be assigned to 

each processor. The first processor is in charge of 
generating the trajectories and error gradients of cells 
numbered 1,2,.. .ntra, the second processor is in 
charge of those calculations involving cells numbered 
ntra + 1 , . . . 2ntra, and so on until the ncells have 
been distributed. 

- Cyclic Distribution: After finding the number of cells 
per processor ntra to be assigned as described in 
the above item, the ncells are distributed as fol-
lows: The processor with label id is in charge of the 
cells numbered id + 1, npro + id + 1,2* npro + 
id + 1 , . . . , {ntra — 1) * npro + id + 1 for id = 
O,... ,npro — 1. 

- Predicted Bin Packing: In this scheme the total num­
ber of time steps generated by the trajectories in each 
of the cells during the five previous iterations are used 
to obtain an average value and predict the work load 
for each celi at the current iteration. The bin-packing 
algorithm is then used to distribute the different cells 
among aH the npro processors as follows: the cells 
are ordered according to their predicted work load; 
the celi with the highest work load is assigned to the 
processor with id = 0; the celi with the second high­
est value is assigned to the processor with id = 1, 
and so on, until the last processor, i.e. that with 
id — npro — 1 has been reached. The rest of the 
unassigned cells are then distributed according to the 
foUovving rule: the celi with the highest work load is 
assigned to the processor with the currently lowest ac-
cumulated work load; this procedure is repeated until 
ali cells have been distributed. 

- Actual Work Load Balance: In order to compare the 
performance of the above load distribution schemes, 
we perform a preliminary run in order to calculate 
the actual number of time steps generated by the dif­
ferent trajectories in each celi at Step 4 of the algo­
rithm. With this Information we runned the code, us­
ing at each iteration the bin packing algorithm de­
scribed above, in order to distribute the actual work 
load (obtained by the preliminary run), thereby ob-
taining the optimal load distribution at each iteration. 

It should be pointed out that if the work load were equal 
regardless of the celi, any scheme would lead to similar 
load balances. However, such equal distribution is not ob-
served for the problem we are concemed with in this work. 

6 Performance analysis 

The parallel NN training code was initially developed 
and tested on a multiprocessor SUN workstation and then 
ported with ease to the high performance multiprocessor 
platform for which performance data is presented. Specific 
compiler options were chosen to optimize the single pro­
cessor performance of the code. 
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The SGI/CRAY-ORIGIN 2000 at UNAM is configured 
as two independent modules, one with 8 and the other vvith 
32 processors for a total of 40 processors. Ali processors in 
the systeni are 195 MHz MIPS RlOOOO processors, each of 
whichhasa4 MB secondary cacheand512 MB of memory 
per node (two processors).[15] The presented results were 
obtained during dedicated user operation, where access to 
the entire system by other users was disabled. 

In this specific application, the phase-space was divided 
into M — 21 cells around the nominal operating point, 
thereby restricting the parallel granularity to 27 processors. 
For this study, the code was restricted to perform only 115 
iterations. The complete calculation performed required 
approximately 72.08 seconds on a singie processor of the 
SGI/Cray Origin 2000; the parallel subroutines TRAJEC 
and PATTERRROR, which perform Steps 4, 5 as well as 
the one dimensional search for the minimum at Step 8 of 
the algorithm, required 30.81 and 41.15 seconds, respec-
tively. 

The performance of the resulting code was measured by 
two parameters: the speedup and the parallel efficiency. As 
discussed earlier the speed up is defined by the ratio be-
tween the execution times in one processor and in p proces­
sors. The execution tirne of a parallel program running in 
p processors, 7^, is the interval of tirne measured from the 
instant the first processor starts to work until the tirne the 
last processor finishes vvorking, This time can be divided in 
three components: 

/ p — *comp\}) t *^comm\'^} "r ^iddley') (21) 

where tcomp{i) 's the time spent by the i-th processor per-
forming computation, including the overhead cost due to 
parallel handling; tcomm{i) 's the actual time spent by this 
processor communicating with other processors, i.e. send-
ing and receiving messages; and Udduii) is the total time 
spent by the i-th processor vvaiting for data from the other 
processors. The time 71 is the execution time in a singie 
processor and is given by Yl^=i tcomp{i)- The quantity Tp 
is the same regardless the processor in which the timing 
data is obtained. The speedup is thus given by. 

s = Ti/Tp (22) 

On the other hand the efficiency of the parallel code mea­
sure the fraction of the execution time that ali the proces­
sors spent doing useful work, i.e. performing computa­
tion s, 

= Yltcomp{'t)/{pTp) = s/p (23) 
i = l 

Efficiencies of less than 50% means, therefore, that the 
code is spending more time iddling and communicating be-
tween processors than doing useful work. 

In Fig. 4 are shown the predicted speedup's (left) and 
efficiencies (right) obtained using the trajectory length as a 
measure of the work load, as discussed above; results are 
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Figure 4: Predicted behavior of the speed-up (top) and efficiency 
(bottom), as a function of the number of processors, for 
the different load balance schemes when the trajectorie's 
lenght are used as a measure of the work load. 

shown for the different load balance schemes discussed in 
Section 4. We should point out here, that these figures show 
an almost linearly perfect speed up that the bin packing 
scheme would yield for up to 10 processors if the work 
load were known a priori. 

The actual speedup's and efficiencies obtained from tim­
ing the subroutine TRAJEC and the entire code are shovvn 
in Figures 5 and 6, respectively. The results shovvn in Fig. 
5 exclude the cost of the load balance which is performed 
inside this subroutine as can be seen in Fig. 3; while those 
of Fig. 6 include ali Communications and parallel han­
dling costs. The measured speedup and efficiency match 
the model predictions quite well; the small deviations ob-
served for larger number of processors are expected since 
the performance model neglects some higher order effects 
in the BPTT routine (step 5) and the synchronization step 
at the end of the TRAJEC routine implemented by a call 
to the mpijbarrier function; the higher order effects are 
due to the fact that the total number of arithmetic oper-
ations to calculate Vf^ does not scale linearly vvith the 
trajectory length, as can be seen in Eqs. 15-18. In addi-
tion these figures contain the predicted speedup's and effi­
ciencies (solid lines) and, for reference, they also include 
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Figure 5: Speed-up (top) and efficiency (bottom) obtained from 
timing measurements of the subroutine TRAJEC with 
the different load balance schemes. 

Figure 6: Speed-up (top) and efficiency (bottom) obtained from 
actual timing measurements of the entire code for the 
different load balance schemes used. 

the limits yielded by the bin packing scheme if the knowl-
edge of the actual work load of every celi at each iteration 
were available a priori. As observed, in general the pre-
dicted bin packing load distribution scheme outperformes 
the other two. This is expected because the work load for 
each celi is not equally distributed in phase space, result-
ing in a highly unbalance load distribution. When compar-
iiig.the cyclic and the bin packing schemes in Fig. 5, it 
is observed that for up to M processors, the performances 
are very similar. However, for the cyclic scheme the slope 
of the speedup flattens sharply at 11 processors, whi!e the 
speedup with the bin packing scheme grows steadily up 
to 17 processors reaching a plateau afterwards. Figure 5 
shows that for 18 processors the speedup of the block and 
cyclic schemes is approx. 8 versus 9.6 for the bin packing 
scheme. These numbers correspond to a parallel efficiency 
of 40% and 50% respectively. As seen in the figures in gen­
eral the block distribution yields Iow efficiencies, i.e. less 
than 50%, when more than 2 processors are used. An ef-
ficiency higher than 50% is obtained when the number of 
processors involved is less that 19 for the bin packing load 
balance scheme and when less than 15 processors are used 
for the cyclic scheme. 

Although the resulting speedup's and efficiencies ob­
tained by timing the total code, see Fig. 6, are smaller 
than for the subroutine TRAJEC, it is observed a similar 
behaviour. The culprit of the performance degradation is 
not the serial fraction of the code, as can be deduced from 

the discussions in Sec. 4, but the Communications over-
head. The 'serial fraction of the parallel NN training al-
gorithm, does not noticeably affect the performance of the 
code, vvhich is limited by the load balance of the paral­
lel tasks. The Communications overhead, hovvever, signifi-
cantly hinder the performance mainly due to a MPI library 
call for a global sum operation (mpi_allreduce), whose 
function is to collect the gradient of the partial error as-
sociated to the each of the trajectories. As with the sub­
routine TRAJEC, the total code with either the bin pack­
ing or the cyclic schemes shows a similar performance; the 
speedup increases up to 11 processors, and flattens after-
vvards for the cyclic scheme at a value around 5.8, while the 
speedup of the bin packing scheme grovvs steadily, reach­
ing a plateau after 15 processors at a value around 6.6. 

As observed in Figure 6 an efficiency of more 50% is 
obtained when used less than 12 processors with the bin 
packing algorithm and less than 11 for the cyclic scheme; 
the block distribution has a low efficiency compared with 
the other two schemes. A maximum speedup of 6.8 is 
reached when using 16 processors, with an efficiency of 
aprox. 42%. Figure 7 shows the measured time spent in the 
global MPI communication call all_reduce used to deter-
mine the total gradient of the error during the 115 iterations 
of this calculation, as a function of the number of proces­
sors. It is apparent that this function consumes an important 
fraction of the execution time hindering significatively the 
performance, as discussed above. The slight but noticeable 
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Figure 7: Measured mpi_allreduce communication function im-
plementing a global sum of 28,458 mpi_real8 numbers 
stored in an array in the memory of each processor. 

decrease in the speedup of Fig. 6 when going from 16 to 
17 processors is explained by the behavior of this particu-
lar communication requirement, which shows jumps each 
time a multiple of 2 in the number of processors is reached. 

7 Conclusions 

In this work we have presented the performance analysis 
of a parallel NN training code for control of discrete dy-
namical systems that was developed using MPI, a standard 
message passing enviroment for parallel programing. The 
results of the study shows that an efficient portable parallel 
NN training code was built, and the use of only few MPI li-
brary functions calls demostrates the simplicity of the code. 
The study compared three different load balance schemes: 
the block distribution, the cyclic distribution and a predic-
tive bin-packing scheme. The first two are static while the 
last one is quasi-static, i.e. the cells assigned to each pro­
cessor are determined at each iteration during the training 
process and remain fixed during the entire iteration. It is 
concluded that the predictive bin-packing algorithm, utiliz-
ing an estimate of the work load based on a sliding average 
over the last five training iterations, yields higher speedups 
and efficiencies than the block and cyclic load distributions 
for the entire range of processing cluster sizes; this is due to 
the fact that not only the total work load is not uniformrly 
distributed among the cells, but also it is not know a priori. 
With this load distribution scheme the code is expected to 
to make efficient utilization of higher number of processors 
for larger problems, i.e. when larger number of cells are re-
quired in more complex problems. Parallel efficiencies of 
more than 50% are achieved, for the computation shown 
here, with the sliding average bin packing scheme, when 
up to 12 processors are used ( speedup of approx. 6) in the 
SGI Origin 2000 multiprocessor platform. 

Acknowledgments 
The authors J.V. and J.L.G., gratefully acknowledge par-
tial financial support from CONACYT 27974-E, DGAPA-
UNAM INI 16200 and CRAY/UNAM SC010399 projects. 
The work by the second author was performed under the 
auspices of the U.S. Department of Energy under contract 
No. W-31-109-ENG-38 as a member of the Reactor Anal-
ysis Division at Argonne National Laboratory. 

References 
[I] Vemuri, V.R. (Ed.) (1992) Artificial Neural Networks: 

Concepts and Control Applications. IEEE Computer So-
ciety Press, Los Alamitos, CA, 1992. 

[2] Miller III,T.W., Sutton, R.S. and Werbos, RJ., (Eds.) 
(1990) Neural Networks for Control. MIT Press, Cam-
bridge Massachusetts. 

[3] Narendra, K.S. and Parthasarathy, K.(1990) Identifica­
tion and Control of Dynamical Systems using Neural 
Networks. IEEE Trans. Neural Networks, Vol 1, No. 1 

[4] Sadeh, N. (1993) A Perceptron Network for Func-
tional Identification and Control. IEEE Trans. Neural 
Networks, Vol 4, No. 6 

[5] Minai, A.A. and Williams, R.D. (1990) Acceleration of 
BackPropagation Through Leaming Rate and Momen-
tum Adaptation. Proč. Int. Joint Conf. Neural Networks, 
Washington, D.C., January 15-19, 1990, Vol. I, p. 627 
M. Caudill, Ed., IEEE Neural Netvvorks Council. 

[6] Battiti, R. (1990) Optimization Methods for BackProp­
agation : Automatic Parameter Tuning and Faster Con-
vergence. Proč. Int. Joint Conf. Neural Networks, Wash-
ington, D.C., January 15-19, 1990, Vol. I, p. 593 M. 
Caudill, Ed., IEEE Neural Networks Council. 

[7] Baba, N. (1992) A Stochastic Optimization Approach 
for Training the Parameters in Neural Netvvorks", Proč. 
Int. Workshop Computationally Intensive Methods, Sim-
ulation and Optimization Laxenburg, Austria August 
23-25,1990, p. 55 G.Pflug and U. Dieter Eds., Springer-
Verlag, N.Y. 

[8] Poster, I. (1994) Designing and Building Parallel Pro-
grams. Addison Wesley, Massachussets. 

[9] Pancake, CM. (1996) Is parallelism for You? Compu-
tational Science and Engineering Vol. 3, No. 2 pp. 18-37 

[10] Dagum, L. and Menom, R., (1998) OpenMP: An 
Industry-Standard API for Shared-Memory Program-
ming. IEEE Computational Science and Engineering, 
January-March pp. 46-55 

[II] McBryan, O.A. (1994) An Overview of Message 
Passing Enviroments. Parallel Computing Vol. 20, pp. 
417-444 



PERFORMANCE ANALVSIS OF A PARALLEL. Informatica 25 (2001) 57-67 67 

[12] The MPI Committe (1994) The Message Passing In-
terface (MPI) Standard. 
http://www.mcs.anl.gov/mpi/index.html 

[13] Groop, W., Lusk E. and Skjellum A. (1994) Using 
MPI: Portable Parallel Programming with the Message 
Passing Interface. MIT Press. 

[14] Bruck, J., Dolev D., Ho C.T., Rosu M.C. and Strong 
R. (1997) Efficient Message Passing Interface (MPI) for 
Parallel Computing on Clusters of "VVorkstations. / Par­
allel and Distributed Computing Vol 40, pp. 19-34 

[15] Departamento de Supercomputo DGSCA-UNAM 
(1998) World Wide Web Document 
SGI/Cray-Origin 2000 at UNAM. 
http://www.super.unam.mx. 

[16] Hui, W., Bamieh, B.A. and Miley, G.H. (1994) Ro-
bust Burn Control of a Fusion Reactor by Modulation of 
the Refueling Rate, Fusion Technol. Vol. 25, 318; and, 
Robust Burn Control of a Fusion Reactor with Modula­
tion of Refueling Rate, Fusion Technol. Vol. 26, 1151. 

[17] Vitela, J.E. and Martinell, J.J. (1998) Stabilization of 
Burn Conditions in a Thermonuclear Reactor Using Ar-
tificial Neural Networks. Plasma Phys. Contr. Fusion, 
Vol. 40 pp. 295-318 

[18] Fogel, D.B. (1991) An Information Criterion for Op-
timal Neural Network Selection. IEEE Trans, on Neural 
Networks Vol.2 No.5, 490. 

[19] Rumelhart, D.E., Hinton, G.E., and Williams, R.J. 
(1986) Learning Internal Representations by ErrorProp-
agation. Parallel Distributed Processing: Exploration in 
the Microstructure of Cognition, Vol. I, p.319, MIT 
Press. 

[20] Lippman, R.P. (1987) Introduction to Computing with 
Neural Networks. lEEEASSP, Vol. 4, No. 2 

[21] Werbos, RJ. (1990) Backpropagation Through Time: 
What It Does and How to Do It. Proč. of the IEEE, 
Vol.78,No.lO, 1550 

[22] Piche, S.W. (1994) Steepest Descent Algorithms for 
Neural Networks Controllers and Filters. IEEE Trans, 
on Neural Networks, Vol.5 No.2, 198 

[23] Fletcher, R. and Reeves, CM. (1964) Function Min-
imization by Conjugate Gradients. Computer J. Vol. 7, 
149 

[24] Reifman, J. and Vitela, J.E. (1994) Accelerating 
Learning of Neural Networks with Conjugate Gradients 
for Nuclear Power Plant Applications. Nuclear Technol-
ogy VoL106No.2,225 

[25] Vitela, J.E. and Reifman, J. (1997) Premature Satu-
ration in Backpropagation Networks: Mechanism and 
Necessary Conditions. Neural Networks Vol 16 No. 4, 
721 

[26] Vitela, J.E., Hanebutte, U.R. and Reifman, J. (1996) 
An Artificial Neural Network Controller for Intelligent 
Transportation Systems Applications, Proč. Neural Net-
work Applications in Highway and Vehicle Engineeer-
ing Conference, April 8-10, Ashbum, VA (1996) 

[27] Hanebutte, U.R., Doss, E. Ewing, T. and Tentner A., 
Simulation of Vehicle Traffic on an Automated Highway 
System. Mathl. Comput. Modelling Vol. 27 pp. 129-141 

[28] Hanebutte, U.R., Vitela, J.E. and Gordillo, J.L. (1998) 
A Parallel Neural Network Training Algorithm for Con­
trol of Discrete Dynamical Systems. Proč. High Per-
formance Computing HPC'98 (A. Tentner Ed.) Boston 
MA April 5-9, pp 81-87 

[29] Graham, R.L. (1969) Bounds on Multiprocessing 
Timing Anomalies. SIAM J. Appl. Math., Vol. 17 No. 
2,416. 

http://www.mcs.anl.gov/mpi/index.html
http://www.super.unam.mx


Informatica 25 (2001) 69-81 69 

Fault-tolerant ATM switching architectures based on MINs: A survey 

Mohsen Guizani 
Computer Science Department 
University of West Florida 
Email: mguizani@cs.uwf.edu 

Muhammad Anan 
Broadband Network Management Development 
Sprint Telecommunications Company 
Email: muhammad.anan@mail.sprint.com 

Keywords: MIN, fault-tolerance, ATM switch, banyan network, SEROS, self-routing, reliability, availability. 

Received: December 21,1998 

Multistage Interconnection Networks (MINs) offeran attractive way of implementing fast packet switching 
communication networks. Due to providing a very large capacity, MINs play an important role in building 
ATM switches. Witb the throughput requirements of the packet switches exceeding several Gigabits/sec, 
it is important to improve the fault-tolerance ofthese sv/itcbes. The speciHc fault-tolerance methods used 
in the system playš an important role in the availability, reliability, and performance of the overall system. 
In this paper, a survey of fault-tolerant ATM switch fabric architectures is presented. The intention is to 
give a descriptive overvjew ofthe major techniques used to achieve fault-tolerant ATM architecture. The 
survey covers many important technigues that have been proposed for fault tolerant MINs. It discusses the 
fault-tolerace approach for computing systems reliability. In addition, it goes througb some quantitative 
technigues to evaluate fault-tolerant systems. 

1 Background 

The field of fault-tolerant computing has evolved over the 
past four decades and addressed issues affecting the design 
of reliable systems. A fault-tolerant system is one that can 
continue to correctly perform its specified operations after 
the occurrence of specified faults. The amount of fault-
tolerance needed depends on the nature of the application 
and the potential consequences of system failure. There-
fore, the field of fault-tolerance is an important concern to 
many designers. 

To achieve fault tolerance, some form of redundancy is 
required. Redundancy is the addition of information, re-
sources, or tirne beyond what is needed for normal sys-
tem operation. There are four possible kinds of redun-
dancy: hardvvare redundancy, softvvare redundancy, infor­
mation redundancy, and time redundancy. To build up a 
fault-tolerant system, normally more than one kind of re-
dundancy is required. The use of one or more of the redun-
dancy techniques in Multistage Interconnection Netvvorks 
(MINs) is the focus of this work. In particular we discuss 
in details applying the hardware redundancy and time re-
dundancy techniques in MINs. 

MINs are usually constructed from two or more stages 
of switches. They are typically designed so that data can 
be sent to the desired destination through the network. 
MINs offer an attractive way of implementing fast packet 
switches in communication networks. Therefore, MINs 

play an important role in building ATM switches which 
provide considerable capacity [4],[13]. Interconnection 
netvvorks which continue to provide service even when 
they contain faulty components are known as fault-tolerant 
netvvorks. With the throughput requirement of the packet 
svvitches exceeding several Gbps, it becomes imperative to 
make them fault tolerant [23],[40],[41]. 

A MIN is composed of identical basic svvitching build­
ing blocks, called switching elements (SEs), that are inter-
connected in a specific topology. Thus, a MIN is defined 
when its topology and the architecture of its SEs are deter-
mined. MINs with logN stages have two important proper-
ties: a unique path that exists from any input to any output 
and distinct input-output paths may have common links. 
This leads to two serious disadvantages. First, the failure 
of even a single link or svvitch in the network disconnects 
several input-output paths that can lead to a lack of fault 
tolerance and low reliability. Second, an input-output con-
nection may be blocked by a previously established con-
nection (even if the outputs involved are distinct) that can 
cause poor performance in a random access environment. 

To solve the problems of unique path MINs, 
several multiple path MINs have been proposed 
[I],[2],[3],[15],[19],[2I],[22],[30],[31],[36],[37],[40],[41]. 
In setting up a connection, multiple path MINs allow an 
alternate path to be chosen if conflicts arise with other 
connections or if faults develop in the network. Thus, 
multiple path MINs provide both better performance and 
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higher reliability than unique path ones. Multiple path 
MINs have a higher hardware cost than unique path MINs 
in terms of the number of stages, the number of switches 
per stage, and/or the size of the switching elements. 

There are many examples of such fault tolerant MINs: 
the Extra-Stage Gube and the F-Network [1],[2], the Mod-
ified Omega Network [25],[33], the Augmented Shuffle-
Exchange Network [1],[22], the Augmented C-Network 
and the Merged Delta Network [1], the Chained Baseline 
Netvvork [37], Itoh's netvvork [15], Tagle and Sharma's net-
work [36], to name few. We briefly describe these networks 
in the following sections. 

2 Design of fault tolerant MINs 

As the netvvork size grows, reliability becomes crucial. 
Any single component failure may crash the netvvork if 
there is no redundancy. Much of the fault-tolerance work 
reported in the multistage interconnection networks litera­
ture is at the fabric topology level. They aH concentrate on 
the use of multiple paths to reroute around failures. System 
reliability can be increased by offering multiple alternative 
paths between each input and output. The system could be 
over dimensioned initially, so that failures will not affect 
the quality of service, or it could be gracefully degrading. 

There are different techniques to improve the fault toler­
ance of MINs. In general, fault tolerance in MINs can be 
achieved by space redundancy or tirne redundancy. When 
space redundancy is used, multiple paths are created be-
tween inputs and outputs using redundant hardware. This 
can be achieved by adding an extra stage of svvitches, vary-
ing the switch size, adding extra links, and/or adding extra 
ports and fault tolerant switching elements. These tech-
niques preserve the/«// access property for the MINs in the 
presence of some fauits. When tirne redundancy is used, 
multiple passes are made through the MIN to reach the de-
sired destination. This technique is called Dynamic Full 
Access (DFA) [21]. In the following sections we discuss 
some examples of switches in vvhich some of these tech-
niques have been applied. 

2.1 Addition of extra links 

The unique-path property in multistage networks enables 
routing to be performed in a simple manner. This property, 
however, presents a problem: the failure of a single com­
ponent in the netvvork destroys the full access capability of 
the netvvork. The probability of such a failure can be sig-
nificant in large netvvorks even when the individual compo-
nents are designed to be highly reliable. A number of multi­
stage netvvork designs that provide multiple paths betvveen 
source-destination pairs have been proposed to remedy this 
problem. Most of the multiple path netvvorks described in 
the literature are derived from some unique-path netvvorks 
by introducing additional svvitches and links. Examples of 
fault-tolerant MINs that add extra links include Augmented 
Shuffle-ExchangeNetvvork (ASEN), Tzeng's netvvork, data 

manipulator family like augmented data manipulator and 
Gamma netvvork. This scheme requires a simple routing 
algorithm and allovvs a lovv level of fault tolerance vvith rea-
sonable cost. Hovvever, the svvitching throughput of these 
netvvorks degrades rapidly vvhen the number of faulty com-
ponents increases. 

2.1.1 Augmented Shuffle-Exchange Netvvork (ASEN): 

The ASEN vvas presented by Kumar and Reddy [22]. It 
is constructed by adding interstage links among svvitches 
vvithin each stage in the shuffle-exchange interconnection 
netvvork. This forms several loops of svvitches. The advan-
tage of this netvvork is that the input and the output stages 
do not comprise a hard core of reliability. An individual 
component failure reduces ASEN performance. Therefore, 
the svvitching throughput of the netvvork degrades rapidly 
vvhen the number of faulty components increases. It does 
not cause a total netvvork failure by tolerating multiple 
svvitch fauits vvhile maintaining the ability to connect any 
source to any destination. There are several versions of the 
ASEN, depending upon the number of svvitches included 
in each loop. 

An ASEN vvith maximum size loops (ASEN-Max) vvith 
size 16 is shovvn in Figure 1. It also shovvs an arrange-
ment of multiplexers at the input side of the netvvork 
vvhich makes it possible to tolerate svvitch fauits in stage 
0. Svvitches i in stage n — 1 are replaced by demultiplexers 
vvhich provide fault tolerance in stages n — 2 and n — 1. 
Another version of ASEN netvvork is ASEN-2 in vvhich the 
loops contain exacdy tvvo svvitches. 

Figure 1: 16 X 16 ASEN vvith maximum size loops (ASEM-Max). 

2.2 Addition of extra stages 

Some of the multipath netvvorks are based on the "extra-
stage approach" vvhere one or more svvitching stages are 
added to a unique-path MIN to create additional paths. Ex-
amples of this type of netvvork are the Extra-stage Gube and 
the Multipath Omega Netvvork. 
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2.2.1 Extra stage cube 

The Extra Stage Cube (ESC) netvvork [1][2] was derived 
from the generalized cube MIN. It adds an extra stage to 
the input side of the netvvork together with multiplexers and 
demultiplexers at the input and output stages, respectively. 
In addition, dual I/O links to and from the devices using 
the network are required. Stage n is connected like stage 0. 
Figure 2 illustrates the ESC for A'' = 8. 

Stage n and stage O can be enabled or disabled (by-
passed). A stage is enabled when its switches are being 
used to provide interconnection. It is disabled when its 
svvitches are being bypassed. Enabling both stages n and 
O provides two distinct paths betvveen any source and des-
tination, at least one of which must be fault-free given any 
single fault in the network. The ESC is single-fault tol-
erant and robust in the presence of multiple faults. Extra 
logic and extra computation tirne are required to generale 
the new tags. 

Figure 3: One possible multipath Ornega Netvvork for 16 X 16. 

from the C-Network by replacing each 2 x 2 switch with a 
4 x 4 cross-point svvitch [33]. Multiple paths betvveen any 
source-destination pair are obtained using this redundancy. 
Thus, the ACN is single-fault tolerant to both svvitch and 
link failures. The ACN provides 2" distinct paths between 
any source and destination (at each stage either svvitch i or 
switch conjugate{i) can be used), but most of these paths 
are disjoint. However, this redundancy will increase the 
complexity of svvitches and the routing algorithm. More-
over, extra computation is required to decide routing paths 
and thus the advantages of self-routing are lost. Different 
connections in the ACN are shovvn in Figure 4. 

Figure 2: 8 x 8 Extra Stage Cube. 

2.2.2 Multipath ornega network 

The multipath omega netvvork vvas derived from the ornega 
MIN [31]. This netvvork consists of [log^ A''] identical 
stages of B * B svvitch elements, vvhere N = 2" and 
B = 2*. Each stage consists of N/B svvitches, and 
stages are interconnected hy B * N/B shuffle. The mul­
tipath omega netvvork has multiple paths because it has 
redundant svvitching stages vvith A distinct paths betvveen 
source/destination pair (1 - A) faults can be tolerated. 

Routing in the multipath omega netvvork is controlled by 
routing tags like the procedure used for omega netvvork and 
generalized shuffle netvvork. Figure 3 shovvs one possible 
multipath omega netvvork for A'̂  = 16 [1]. 

2.3 Varying the switch size 

2.3.1 Augmented C-Network (ACN): 

The ACN involves doubling the number of svvitching in­
put and output ports, vvhile maintaining the same type of 
svvitch functions and then adding links to connect selected 
pairs of svvitches in adjacent stages. The ACN is derived 

fnput v~p- lil = 
— » i ^ : 

•;*•. Output 

Staga O 

(a) 

Stiga n-1 

(b) 

Figure 4: (a) Connections to stage O svvitches in an ACN (b) Connec­
tions from stage n — 1 in an ACN (c) Connections from a 
conjugate svvitch pair in an ACN. 

2.4 Addition of extra switches (subswitches) 

Providing multiple paths also has been implemented by 
adding subsvvitches betvveen svvitching stages of MIN net-
vvorks. Itoh's netvvork is a good example; but it has a 
large number of redundant paths. In addition, substantial 
amount of redundant svvitching elements are required vvith 
four types (3 x 3, 3 x 2, 2 x 3, 2 x 2), see Figure 11. 
This leads to a high cost effectiveness and it becomes large 
as netvvork size increases. Itoh's netvvork is more surviv-
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able due to the large additional links/subswitches. The ex-
tra subswitches can also be used to avoid contention inter-
nally. Itoh's netvvork will be revisited in the next section 
but more details are found in [15]. 

2.5 Redundancy in time 
Redundancy in time can be applied to MIN with end-
around connections as shown in Figure 5. 

' - rO^ MIN -* 

Figure 5: MIN with End-Around Connections. 

In this figure, multiple passes through the network can 
be allowed to route data from the input ports to the output 
ports. For example, if input port x can not route directly 
to output port y in one pass through the netvvork, it might 
be possible to route from a; to 2: in one pass, and then from 
z to J/ in the second pass. The ability to route from any 
input to any output in a finite number of passes is called the 
dynamic full access (DFA) property [21]. 

The DFA property was suggested as a criterion for fault-
tolerance of netvvork based on 2 x 2 svvitching elements. 
The DFA method can not work if the switches in the first or 
in the last stage compromise faults that can not be tolerated. 
Thus, even MINs with multiple connections from input to 
output can lose the full access property in the presence of 
multiple faults. A third approach that applies both space 
and time redundancies to achieve fault-tolerance in MINs 
was suggested [20]. This approach was applied to four 
multiple path MINs. These are the Augmented Shuffle-
Exchange Netvvork (ASEN-2), MD-Omega Netvvork, Aug­
mented C-Netvvork (ACN), and INDRA Netvvork. 

2.6 Cost-effective hardware redundancy 
Almost ali of the implementations of fault-tolerant MINs 
introduce redundancy in the netvvork. Most of these solu-
tions are expensive in terms of number of extra svvitches 
per stage, and/or the size of the svvitching elements. More-
over, these solutions have a high hardvvare compIexity that 
need complex routing algorithms. 

A fault-tolerant high-performance self routing optical 
ATM svvitch (SEROS) was proposed [12]. SEROS can be 
used vvith any multistage interconnection netvvork that ušes 
2 x 2 svvitches vvith cost-effective hardvvare redundancy. 

The proposed 2 x 2 svvitch architecture is an extension 
of existing svvitches that achieve straight and exchange 
connections. Fault-tolerance is increased by introducing 
buffers in the svvitch that act as queues and store the packets 

that cause contention, hence preventing their loss. Addi­
tional fault-tolerance is provided by augmenting the svvitch 
vvith tvvo circuits. These are responsible for detecting faults 
in the netvvork and correcting them. They can also route 
data to other svvitches in čase the main module of the svvitch 
fails. 

The top level breakdovvn of the complete svvitch is shovvn 
in Figure 6. It consists of three circuits. The first is the 
bypass circuit vvhich passes the data to the next stage vvhen 
the current svvitch fails. The second is the error detection 
and correction circuit responsible for detecting errors in the 
data and removing them before being processed by the next 
routing svvitch. The routing svvitch examines the bits in the 
address field of the data and routes it to the appropriate 
output. In cases of contention, it may loop the data vvithin 
the same svvitch. 

The first tvvo circuits are used only for handling faults in 
the netvvork. If the routing svvitch of stage i fails to respond 
correcdy, its bypass circuit routes the data to the next stage 
{i + 1) vvhere routing decisions are taken. 
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Figure 6: Block Diagram of the 2 X 2 Svvitch. 

An example for comparing the output of a faulty svvitch 
to a properly vvorking svvitch is shovvn in Figure 7. In part 
(a) of this figure, the data are routed to the lovver output 
link based on the routing bits (destination address). Note 
that there are no bits in the error field and the most signif-
icant bit (1) is dropped from the routing bits. Part (b) of 
Figure 7 illustrates the operation of a faulty svvitch. Note 
that the input is replicated to both high and lovv outputs of 
the svvitch vvith the error field containing O and 1, respec-
tively. The routing bits remain unchanged. 

3 Fault tolerant ATM fabrics based 
on MINs 

Due to their attracfiveness, banyan netvvorks are popular 
in the netvvork community as the need to design ATM 
svvitches arise. This type of svvitch is practical for large 
netvvork size. Also, they are not as expensive as those of 
the A'̂ ^ disjoint path types. In this section, several banyan-
based multistage interconnected examples are presented to 
shovv the evolution of this svvitch fabric type. The svvitch 
architectures are different from each other vvith an ultimate 
objective to increase the netvvork fault tolerance, resolve 
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Figure 7: Comparison between Traffic Generaled by a Faulty and a Prop-
erly Working Svvitch. 

the.internal blocking problem, and provide high perfor-
mance svvitch fabric. Few of the commonly used archi-
tectures that support fault-tolerance are also discussed. 

3.1 Baseiine Banyan network 

This is the simplest banyan-based network. There is at 
most one path connecting any input to any output lines. 
Figure 8 shows an 8 x 8 baseiine netvvork that consists of 
three stages. Each stage has four 2 x 2 switch elements 
(SE). To route a celi in a SE using the self routing tech-
nique, the SE checks the bit in the destination address that 
corresponds to the stage number (starting with the most sig-
nificant bit). If the bit is equal to O, the SE routes the celi 
using the top output port. Otherwise, it ušes the lower out­
put port [26]. The dashed line in Figure 8 shows the exact 
route of an ATM celi from input port 1 to output port 5. 

element is faulty, ali cells routed through that switch are 
lost since there is no alternative path to go through. This 
means that ali switch elements have to function correctly 
in order to guarantee the proper function of the whole net-
work. 

3.2 Parallel Banyan netvvork 

This architecture consists of two parallel baseiine networks 
connected using input and output routers as shown in Fig­
ure 9. Each baseiine netvvork is called a plane. Depending 
on the function of the routers, this architecture could dou-
ble the throughput of a single baseiine by routing two cells 
concurrently in two planeš, or could make the switch fabric 
more fault tolerant by broadcasting the celi to two planeš. 
Each plane is stili a blocking netvvork. The number of dis-
joint paths is doubled because of doubling the hardware 
of the baseiine netvvork and adding the input and output 
routers. The routing procedure is the same as that of a sin­
gle baseiine netvvork. In Figure 9, the dashed lines- shovv 
the only two possible routes from input port 1 to output port 
5. 

Figure 9: 8 X 8 Parallel Banyan Netvvork. 
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Figure 8; 8x 8 Baseiine Banyan Network. 

The baseiine netvvork is fast and efficient since it ušes 
self routing technique. Hovvever, it is a blocking netvvork 
since it is possible that some cells require the same svvitch 
element (link) to go through. Then, one of the cells passes 
to the destination and the other celi is either lost or de-
flected to the vvrong destination. In addition, if one svvitch 

3.3 Benes' netvvork 

This architecture consists of two baseiine netvvorks mir-
rored to each other sharing the middle stage as shovvn in 
Figure 10. This network has four possible routes from 
any input to any output line(s). The blocking problem and 
the fault tolerance of svvitch elements are solved in the first 
(log2 N) — l stages. Hovvever, the remaining log2 A'' stages 
stili have the blocking problem and if there is a fault in any 
of the svvitch elements, cells will be lost. Each celi has to 
be routed through 2(Iog2 N) — 1 stages. It is almost dou-
ble the time it takes through the previous netvvorks. The 
routing procedure through the network is divided into tvvo 
sections. The first (log2 A'̂ ) - 1 stages use the baseiine 
routing. If there is an internal contention through a svvitch 
element, it deflects one celi to the vvrong output port of the 
SE. The remaining stages use the shuffle-exchange routing 



74 Informatica 25 (2001) 69-81 M. Guizan et al. 

algorithm . If there is an internal contention through a SE, 
it either discards one celi or deflects it to the wrong output 
port of the SE resulting in a wrong delivery [32]. 

Generally, the shuffle-exchange routing algorithm is as 
follovvs: the source sends a binary pattern representing the 
destination number into the network. As the pattern moves 
through the network, each stage examines a different bit to 
determine svvitch settings. Stage 1 ušes the most significant 
bit, stage 2 the middle bit, and stage 3 the least significant 
bit. When a request arrives on either input of a svvitch, it is 
routed to the upper output if the controUing bit is a O and to 
the lower output if the bit is a 1. 

Basalina rouUng ShuHla Exchanga routing 

Figure 10: 8 x 8 Benes' Netvvork. 

The dashed lines in Figure 10 show the four possible 
routes from input port 1 (001) to output port 5 (101). The 
following steps describe the normal route from input port 1 
(5 = S2S1S0 = 001) to output port 5 (D = d2dido = 101) 
if there is no internal contention or faulty switch elements 
in the path: 

1. The celi in SE(1) of stage(O) has two routes to the next 
stage (stage (1)). Either it goes to SE(1) or SE(3) de-
pending on the status of those swich elements and the 
internal contention. Follovving the baseline routing 
algorithm, SE(1) routes the celi to SE(3) of stage(l) 
since the most significant bit of the destination address 
(0(2) is equal to 1. 

2. The celi in SE(3) of stage(l) has two routes to the next 
stage (stage(2)). Either it goes to SE(3) or SE(4). Nor-
mally, the celi goes to SE(3) since the second bit of the 
destination address (di) is equal to 0. 

3. The celi in SE(3) of stage(2) has only one route to the 
next stage (stage(3)) using the shuffle-exchange rout­
ing algorithm. The celi goes to SE(4) since the most 
significant bit of the destination address (^2) is equal 
t o l . 

4. The celi in SE(4) of stage(3) has only one route to 
SE(3) of the next stage (stage(4)) since the second bit 
of the destination address (dj) is equal to 0. 

5. Finally, SE(3) of stage(4) routes the celi to the output 
port 5 since the least significant bit of the destination 
address (^2) is equal to 1. 

The other possible routes are as follows: 

1. If SE(3) of stage(l) is faulty, the celi will be routed 
using the foUovving path: SE(1) of stage(O), SE(1) of 
stage(l), SE(1) of stage(2), SE(2) of stage(3), SE(3) 
of stage(4), then to the output port 5. 

2. If SE(3) of stage(2) is faulty, the celi will be routed 
using the follovving path: SE(1) of stage(O), SE(3) of 
stage(l), SE(4) of stage(2), SE(4) of stage(3), SE(3) 
of stage(4), then to the output port 5. 

3. If SE(3) of stage(l) and SE(1) of stage(2) are both 
faulty, the celi will be routed using the following path: 
SE(1) of stage(O), SE(1) of stage(l), SE(2) of stage(2), 
SE(2) of stage(3), SE(3) of stage(4), then to the output 
port 5. 

Note that aH four paths start from the same svvitch ele­
ment and merge to the same last svvitch element. Hence, 
the first and the last stages have to vvork correctly in order 
for the netvvork to route the cells to the proper destinations. 

3.4 Itoh's netvvork 
This architecture consists of a modified version of the base­
line netvvork vvith added subsvvitches betvveen stages in or­
der to increase the number of paths from any input to any 
output line(s) as shovvn in Figure 11. In an 8 x 8 Itoh's 
netvvork, there are five possible paths from any input to any 
output line(s). This is a non-blocking netvvork vvith one ex-
ception at the last stage of the netvvork vvhen there is more 
than one celi routed to the same destination. 

The routing algorithm in Itoh's netvvork is essentially the 
same as the one used in the baseline netvvork [15]. In this 
routing scheme, assume that the netvvork inputs are labeled 
a s5 = s„_jS„_2'--so and outputs as D = d„_id„_2---do-
At stage i, bit dn-i of the destination address is used to 
route ATM cells. If dn-i = O, the celi vvill be routed to 
the upper port of the SE; If d„_j = 1, it vvill be routed 
to the lovver port. When the destined port is blocked due 
to an internal contention, link failure, or SE failure in the 
next stage, the celi vvill be routed through the redundant 
path to the subsvvitch of rank-1 (Rl subsvvitch). The same 
dn-i bit vvill be used for the routing in the subsvvitch. If the 
destined port of the subsvvitch Rl is also blocked, the celi 
vvill be routed to the subsvvitch of rank-2 {R2 subsvvitch). 
The celi can be routed through as many subsvvitches vvithin 
the maximum rank of the stage as needed [15]. 

Figure 11 shovvs that in the vvorst čase, the celi vvould 
be routed through 5 links in an 8 x 8 netvvork to go from 
input port 1 (001) to output port 5 (101). 

The first path is the normal route based on the baseline 
netvvork routing. The celi traverses through the normal 
route in the follovving order: SE(1) of stage(l), SE(3) of 
stage(2), SE(3) of stage(3), and then to the output port 5. 

The other four routes are as follovvs: 

1. If the link betvveen SE(1) of stage(l) and SE(3) of 
stage(2) is faulty, then SE(1) of stage(l) routes the 
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represent the svvitches of plane O and plane 1 of the banyan 
netvvorks, respectively. 

Figure 11: 8 x 8 Iloh's Network. 

celi to the upper Rl subsvvitch of stage(l), SE(3) of 
stage(2), SE(3) of stage(3), then to the output port 5. 

2. If SE(3) of stage(2) is faulty, the celi will be routed 
to the upper Rl subswitch of stage(l), then R2 
subsvvitch of stage (1), the lower Rl subswitch of 
stage(2), SE(3) of stage(3), then to the output port 5. 

3. If the link between SE(3) of stage(2) and SE(3) of 
stage(3) is faulty, then SE(1) of stage(I) routes the celi 
to SE(3) of stage(2), then to the lower Rl subsvvitch 
of the same stage, SE(3) of stage(3), then to the output 
port 5. 

4. If the link between SE(1) of stage(l) and SE(3) 
of stage(2) is faulty and the link between SE(3) of 
stage(2) and SE(3) of stage(3) is faulty, then SE(1) 
of stage(l) routes the celi to the upper Rl subswitch 
of stage(l), SE(3) of stage(2), then to the lower Rl 
subsvvitch of the same stage, SE(3) of stage(3), then 
to the output port 5. 

Notice that ali five paths start from the same svvitch ele­
ment and merge to the same last svvitch element. The first 
and last stages have to vvork correctly at ali times in order 
for the netvvork to route the cells to the proper destinations. 
The intermediate stages can have five routes for any input to 
any output lines. The problems of internal contention and 
the single faulty link or faulty svvitch element are resolved 
at the expense of adding subsvvitches. There is an inherent 
problem vvith this architecture. Cells might arrive out of se-
quence at the destination port, vvhich is prohibited in ATM. 
Another basic problem vvith this architecture is the use of 
different svvitch elements' size and the non-modularity. In 
a sense, the rank subsvvitches have different sizes at each 
stage. 

3.5 Tagle & Sharma's netvvork 
This architecture consists of tvvo baseline netvvorks similar 
to that of the parallel baseline netvvork. The svvitch ele­
ments are modified (4x4 svvitch elements) to allovv routing 
from one baseline netvvork (plane) to the other, if required 
[36]. In an 8 X 8 netvvork, there are 8 possible paths from 
any input to any output ports as shovvn by the dotted lines 
in Figure 12. Notice that the gray and the dark svvitches 

Figure 12: 8x8 Tagle & Sharma's Netvvork. 

This netvvork is simple and resolves the internal block-
ing problem vvithin the netvvork stages and the problem of 
faulty links and/or svvitch elements vvithin a plane. The 
last stage can route only tvvo cells to one output line. So 
that vvhen cells are going to the same destination, only tvvo 
vvould reach the destination line and the remaining cells 
are lost. This svvitch fabric is fast and it could double the 
throughputof a single baseline by routing two cells concur-
rently. But if there is a faulty svvitch or congestion in one 
of the planeš, one celi vvould be lost. 

The routing procedure is the same as that of the baseline 
netvvork vvith the exception that if there is an internal con­
tention in one of the SE's in the first (log2 A'̂ ) — 1 stages, it 
routes the celi to the next stage in the other plane. Take the 
simplest čase of a point to point routing vvith no fault en-
countered. Then the celi stays in plane O and the destination 
D is reached as in the čase of a baseline netvvork. If a fault 
is encountered, then the celi vvill be sent to the next stage 
in the other plane (plane 1). The routing tag (RT) is simply 
the destination output D and cells can be sent to planeš O 
and 1 by appending one bit to the front of the RT (a = O 
or a = 1). Therefore, cells can be moved to either plane to 
bypass faults vvhere plane 1 vvould be initially on stand-by 
mode. The advantage of using alternate plane is to free up 
the other plane vvhich could double the throughput. Plane 
1 also can be used to pass the high priority traffic using the 
appended bit (a) to designate priority for cells. 

3.6 Baseline-tree (B-tree) network 
This architecture is based on multiple interconnected base­
line netvvorks to provide multiple paths from any input to 
any output line(s) vvith minimum celi loss. Figure 13 shovvs 
an 8 X 8 netvvork connection and the possible eight paths 
from input port 1 to output port 5 (dashed lines). This 
svvitch fabric is fast since cells have to go through only 
log2 N stages to reach the output line. It basically pro-
vides Â  different routes and 2(log2 N) access to each out­
put port. In other vvords, if eight cells are routed to the same 
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destination, only two cells will be lost and the remaining 
cells will reach the destination port concentrator [24]. Fig­
ure 13 shows the connection of the network stages, (six 
stages: each stage consists of four 4 x 4 svvitch elements), 
and output port 5 only. For simplicity, the remaining output 
ports are not shown. 

Each switch element has four inputs, two formal outputs, 
and two redundant outputs. The switch element is capa-
ble of routing four different cells to four different routes if 
there is no fault(s) in any of the switch elements of the next 
stages. In addition, the routing destination bit is O for two 
cells and 1 for the other two cells since each SE has two 
normal output links and two redundant output links. 

The following steps show an example of the normal 
route from input port 1 (001) to output port 5 (101) (see 
Figure 13): 

1. The celi in SE(0) of the stage on the first row and the 
first column has two possible routes: horizontal and/or 
vertical. Normally, SE(0) routes the cel! to the next 
horizontal stage. In this čase, SE(0) routes the celi 
to SE(2) of the next horizontal svvitch since the most 
significant bit of the destination address is equal to 1. 

2. SE(2) routes the celi to SE(2) of the next horizontal 
stage since the second destination bit is equal to 0. 

3. SE(2) routes the celi to output port 5 through the hor­
izontal link since the first destination bit is equal to 
1. 

M I0O1) 

Figure 13; 8 X 8 Baseline-Tree Netvvork. 

The other seven routes from input port 1 (001) to output 
port 5 (101) are: 

1. If there is a fault in the horizontal link of SE(2) of the 
stage on the first row and the third column, then the 
route would be the same as the normal route with the 
exception of the last routing link. SE(2) routes the celi 
to output port 5 through the vertical link. 

2. If there is a fault in SE(2) of the stage (row 1, column 
3), then SE(2) in the previous stage (row 1, column 2) 
routes the celi to SE(2) of the stage in (row2, column 

2) using the vertical link. Finally, SE(2) routes the celi 
to output port 5 through the horizontal link. 

3. If there is a fault, in addition to the fault in the previous 
čase, in the horizontal output link of SE(2) of the stage 
located in (row 2, column 2), then the route would be 
the same as the previous čase with the exception of the 
last routing link. SE(2) routes the celi to output port 5 
through the vertical link. 

4. If there is a fault in SE(2) of the stage located in (row 
1, column 2), then SE(0) routes the celi to SE(2) of 
the stage in (row 2, column 1) using its vertical output 
link. After that, SE(2) routes the celi to SE(2) of the 
stage in (row 2,column 2). Finally, SE(2) routes the 
celi to output port 5 through the horizontal link. 

5. If there is another fault, in addition to the previous 
čase, in the horizontal output link of SE(2) in (row 2, 
column 2), then the route would be the same as the 
previous route with the exception of the last routing 
link. SE(2) routes the celi to output port 5 through the 
vertical link. 

6. If there is another fault, in addition to the first čase, in 
SE(2) of the stage in (row 2, column 2), then SE(0) 
routes the celi to SE(2) of the stage in (row 2,column 
1). After that, SE(2) routes the celi to SE(2) of the 
stage in (row 3, column 1). Finally, SE(2) routes the 
celi to output port 5 through the horizontal link. 

7. If there is another fault, in addition to the previous 
čase, in the horizontal link of SE(2) of the stage in 
(row 3, column 1), then the route would be the same 
as the previous route with the exception on the last 
routing link. SE(2) routes the celi to output port 5 
through the vertival link. 

This capability of having eight routes from any input port 
to any output port at the same time is the main advantage 
of the B-Tree architecture. This switch fabric is fast since 
cells have to go through only log2 N stages to reach the 
output port. In addition, it could double the throughput eas-
ily by routing two cells concurrently in two disjoint paths. 
The other six routes are to handle congestion and faulty 
switch elements. The routing procedure is the same as that 
of the baseline netvvork with the exception that if there is 
an internal contention in one of the SEs, it routes the celi to 
the next stage using the redundant output links. 

Table 1 summarizes the performance and the fault tol­
erance of the six banyan-based switch fabrics described in 
this paper. Ali of the svvitch fabrics are 8 x 8 netvvorks. 
To come up vvith the values for the number of svvitching 
elements (SEs) for the six banyan-based netvvorks, the fol-
lovving formulas were used: 

SEB e 
N (2n - 1) 
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Table 1: Summary of the performance and the fault tolerance of six 

Banyan-Basecl Networks. 

SEitoh = N-{n-l) + l 

SETaglehSharma = SEparaltel = SEs-Tree = N • n 

where 7V is the network size and n is the stage number in 
the netvvork. 

4 Reliability analysis of MIN 

The fault-tolerance of netvvork topologies are sometimes 
compared by evaluating reliability measures: Three relia-
bility measures are of particular interest in the context of 
MIN: terminal reliability, broadcast reUabiUty, and net-
work reliability. Basic terminal reliability, also called two-
terminal reliability, addresses the probabiIity that a given 
source-destination pair has at least one fault-free path be-
tween them. This considers the smallest subnet of the pair-
ings between sources and destinations. Broadcast relia-
bility expresses the ability to perform a broadcast of data 
from a given input terminal to ali the output terminals of 
the network. This reliability measure is sometimes referred 
to as the Source-to-Multiple Terminal (SMT) reliability. 
Whereas netvvork reliability, also called all-terminal relia-
bility, addresses the probability that at least one path exists 
between each source and every destination and properly es-
tablishes the reliability of the MIN. 

For the evaluation of a MIN reliability, several algo-
rithms exist for the efficient computation terminal reliabil-
ity expressions. Varma and Reghavendra [39] derived ex-
pressions for terminal reliability and broadcast reliability 
for several multipath MINs. Cheng and Ibe [9] also used 

similar measures to evaluate several MINs. Mohapatra, Yu 
and Das [28] analyze MIN reliability considering the cu-
bic allocation algorithm. Several others have evaluated and 
compared multipath MINs using various reliability mea­
sures [8],[10],[ 14],[16],[27],[36]. 

A povverful tool for analyzing complex probabilistic sys-
tems is the Markov process model. For more details and ex-
amples in understanding hovv the Markov models are used 
to derive the reliability of a system, refer to [17] and [35]. 

Reliability analysis of MINs usually relies on approxi-
mate techniques since exact dependability computation of 
these MINs with imperfect coverage is knovvn to be an 
A'^P-complete problem. Software packages like HARP or 
SHARPE are powerful tools useful for reliability analy-
sis. These packages are primarily based on enumeration 
of Markov chains [7],[34]. 

Some examples that illustrate obtaining the exact relia-
bility of a MIN as well as extra-stage MIN are presented. 
For parallel banyan netvvork, the reliability can be obtained 
from the the network's channel graph which is shown in 
Table 1. There are only two redundant paths between any 
source and destination. Therefore, the terminal reliability 
of the parallel banyan network is given by: 

TRpbanyan — 1 — (1 — RpathjO- ~ ^path) 

Hence, 

TR Pbanyan = 2R, •path [Rpath) 

There are n 2 x 2 svvitches connected in series on any path 
in the parallel banyan network, so 

Rpath = R2x2 

From the above equations, 

TRpbanyan = (2-R2x2)" — (.^2x2) 

Since we have the multiplexers and the demultiplexers in 
series with every path in parallel banyan netvvork, the ter­
minal reliability of the parallel banyan network will be: 

TRpbanyan = Rdemux[{'^R2x2) ~ \R2x2) \Rmux 

To calculate the terminal reliability of Tagle's network, 
we can observe from the channel graph in Table 1 that a 
celi always has two svvitching elements to go to any stage 
in the network. Hence, we have svvitching element pairs 
in series. The reliability for the switching element pairs is 
simply the product of the reliability of each pair of 4 x 4 
svvitching element. 

The terminal reliability of Tagle netvvork is therefore as 
follovvs: 

TRragle = [TRstage]^ 

where, 

TRstage — 2i?4x4 ~ (-^4x4) 

file:///R2x2
file:///Rmux


78 Informatica 25 (2001) 69-81 M. Guizan et al. 

Since we have the multiplexers and the demultiplexers in 
series with every path, the terminal reliability of Tagle's 
netvvork is: 

-̂  -t^Tagle ^^ •t^demux[^-'^4x'l ~ (.-'^4x4/ j ^mux 

Blake and Trivedi [5] analyzed the shuffle-exchange 
multistage interconnection netvvork (SEN) which is just 
one netvvork in a large class of topologically equivalent 
MINs. Also, they have obtained bounds on the reliabil-
ity for the Augmented Shuffie-Exchange Netvvork (ASEN). 
Figure 14 shows an 8 x 8 ASEN which can be achieved by 
adding additional stage to the 8 x 8 SEN. 

(a) (b) 

Figure 14: (a) 8 X 8 SEN (b) 8 X 8 ASEN. 

The exact reliability analysis was obtained under two as-
sumptions. First, the network is considered to be opera-
tional as long as every source can communicate with each 
destination. Second, the svvitching elements are identical 
and they are either vvorking or failed. 
Since the SEN is a unique-path MIN, the failure of any 
svvitch will cause system failure, and from the reliability 
point of view, (A'̂ /2)(log2 ^) switching elements are in 
series. Therefore, the reliability of anN x N SEN can be 
vvritten as: 

RsEN{t) = [rSE{t)f^^"''-'', 

where rsE (t) is the reliability of the basic switching ele­
ment. 

For the ASEN netvvork, increasing the number of stages 
will increase the possible number of configurations to 
achieve the full connectivity. Since the netvvork complexity 
of the ASEN is (7V/2)(log2 N+1), presenting the configu­
rations of a ASEN as a continuous-time Markov chain will 
produce the states of chain to be as [(A^/2)(log2 A'' + 1)]-
tuples, where each position of the tuple is either a 1 or O 
corresponding to the up or down state of the respective SE. 

Modeling the system's time-to-failure behavior using the 
continuous-time Markov chain approach has a major prob­
lem which is the exponential grovvth of the state space as 
the netvvork size increases. This exponential grovvth oc-
curs because of the need to consider the operational sta­
tus of each SE in each state. For example, for an 8 x 8 
ASEN, which has 16 SEs, 2^^ possible states have to be 
considered. Since the first and the last stages must function 

properly for the netvvork to function, only 2® possible con­
figurations can be considered. The reliability of a SE can 
be given by: 

RsE(t) = e-Si^(^)<'i. 

The reliability of the 8 x 8 ASEN can be vvritten as: 

RASENit) = 2e-12/o mdt + 4g-14/„' Xit)dt 

_gg-15 /„' mdt ^ 3g-16 /„• X(t)dt 

116 ^2[rsEit)r+4[rsBit)r-8[rsEit)r+3[rsEit)] 

As netvvork size increases, modeling the reliability of the 
MIN networks using Markov chains will become more 
complex. Therefore, approximation techniques can be used 
for determining the reliability of larger MINs. 

Blake and Trivedi considered the approximation ap­
proach for determining the reliability of Jarger ASEN net-
works. To obtain a lovver bound on ASEN, it was observed 
that the svvitch elements in the intermediate stages of a 
ASEN can be divided into tvvo subnetvvorks. Therefore, a 
lovver bound on R{t) vvas obtained under tvvo assumptions 
to guarantee the full access connections: 

i. none of the svvitches in the first and last stages had 
failed, and 

2. at least one of the tvvo complete subnetvvorks vvhich 
decompose the ASEN and are connected by the tvvo 
extreme stages vvas fault-free. 

The intermediate stages can be modeled as a system con-
sisting of a parallel arrangement of tvvo series subsystems 
each vvith (A^/4)(log2 A'^-1) svvitches. The lovver bound of 
reliability can be easily obtained using reliability block di­
agram. As shovvn in Figure 14 (b), the system is composed 
of three series subsystems, the first and the last are series 
subsystems. The middle subsystem is a parallel-series sub-
system. The lovver-bound can be written as: 

R > ( r5s )^ ( l - (1 - {rsEf')') 

vvhere A'̂  = 2" is the number of input terminals, n is the 
number of stages and N' = (N/4){\og Â  — 1) is the num­
ber of svvitches in each subnet. The upper bound on R{t) 
can be obtained by observing that full access is lost if a 
svvitch in the first or last stage fails or if a pair of svvitches 
that occupy corresponding positions in the tvvo subnet­
vvorks fail. Since there are many combinations of failed 
svvitches vvhich vvill cause the netvvork to fail other than 
such pairs, this consideration alone overestimates R{t). 
Hence, 

R<{rsE)''[{l-il-rsE)Y-

These bounds are tight for small netvvorks but diverge 
for large netvvorks. Thus, Menezes and Bakhru [27] mo-
tivated this attempt to obtain better bounds on estimating 
R{t) for the SEN vvith vvrap-around connections as vvell as 
Kumar and Wang [20]. Kumar and Wang studied the upper 
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bounds for the reliability of four multiple path MIN un-
der DFA [21]. These MINs are the ASEN-2, MD-Omega 
Netvvork, CAN, and INDRA Network. They found that 
the MD-Omega netvvork vvhich ušes a minimum amount 
of hardvvare redundancy to provide two connections from 
each source to the MIN and to each destination from the 
MIN, shows the most gain in reliability when time redun-
dancy is used. The MD-Omega netvvork has 2 x 2 switch as 
its basic element, but is almost as reliable as another fault 
tolerant MIN, the ASEN, vvhich ušes a 3 x 3 element, vvhen 
multiple pass routing is used. 

5 Conclusion 

Due to the need of increased netvvork bandvvidth, differ-
ent svvitching techniques have been adopted. Each of 
these svvitching techniques serves a particular application. 
ATM svvitching technology came to unify aH svvitching 
techniques vvith a flexible environment. Therefore, ATM 
has been the development focus of many research groups 
around the world. 

In this paper, an overvievv of the basic fault tolerant ATM 
svvitch fabric architectures is presented. We concentrated 
on ATM svvitches that use multistage interconnection net-
vvorks (MINs). In particular, we investigated the different 
existing types of architectures based on the banyan net­
vvork. Most of the improvements in the ATM svvitch fabric 
are to increase the svvitch performance, improve netvvork 
fault tolerance and decrease the rate of celi loss. 

For the evaluation of a MIN reliability, severa! algo-
rithms exist for the efficient computation terminal reliabil-
ity expressions. This paper covers an example that illus-
trates obtaining the exact reliability of a MIN as vvell as 
extra-stage MIN. 

In the appendix, a summary of the basic evaluation tech-
niques used in fault tolerance is presented. 

6 Appendix: Fault-tolerance 
evaluation techniques 

Tvvo major methods can be used for evaluating fault-
tolerant systems: qualitative and quantitative . Qualitative 
evaluation techniques are typically subjective in nature and 
describe the benefits of one system over another. Flexi-
bility of a system, its technology dependence and the de-
gree to vvhich the fault tolerance techniques are transparent 
to the user are aH examples of qualitative evaluation tech-
niques. Quantitative measures produce numbers that can 
be used to compare different approaches. Reliability mod-
eling, availability measurement, failure rate, mean time to 
failure and mean time to repair are aH quantitative tech-
niques. Cost and vveight are also examples of quantitative 
measures that can be used to evaluate systems. The pur-
pose of this appendix is to summerize some quantitative 

techniques that are used in the evaluation of fault-tolerant 
systems. [18][29][35] 

6.1 Quantitative measures 

The quantitative measures of interest are: 

6.1.1 Reliability function and failure rate 

The reliability R{t) of a system is the probability that a 
system vvill not fail vvithin a given time t provided that the 
system vvas performing correctly at time 0. The reliability 
function can be vvritten as: 

R{t)= e -xt (1) 

vvhere A is the constant failure rate. The failure rate (A) 
is defined as the expected number of failures of a type of 
devices or system per a given time period. For more details 
referto[17][14]. 

6.1.2 Mean time to failure (MTTF) 

The MTTF is the expected time that a system vvill operate 
before the first failure occurs given successful startup of the 
system at time zero. It is defined in terms of the reliability 
function as 

/•OO /»OO -I 

MTTF = / Rit)dt = / e-^^dt = -
Jo Jo ^ 

(2) 

6.1.3 Mean time to repair (MTTR) 

MTTR is the expected time to repair a failed system or 
subsystem. MTTR is related to repair rate fi vvhich is the 
average number of repairs that occur per time period. 

MTTR= -. (3) 

The units of the repair rate are nonnally numbers of repairs 
per hour. 

6.1.4 Mean time between failures (MTBF) 

MTBF is the mean time betvveen failures in a system vvith 
repair, and is derived from a combination of repair and fail­
ure processes. 

MTBF = MTTF + MTTR. (4) 

6.1.5 Availability A{t) 

The availability A{t), is the amount of time the system is 
working vvhen compared to the measured lifetime of the 
system. Availability is given by: 

MTTF 1 

MTTF + MTTR 

vvhere, MTTF = { and MTTR = ^. 

1+^ 
(5) 
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6.1.6 Maintainability M (t) 

The maintainability M (t) is defined as the probability that 
a failed systeni will be restored to operation within time t, 
given that it was in a failed state at time 0. The maintain-
abiHty can be measured using the following expression: 

M{t) = l - e 

6.2 Reliability modeling 

-xt (6) 

The most popular reliability analysis techniques are the an-
alytical approaches. The two most commonly used ap-
proaches are the combinatorial modeling and Markov mod­
eling. Most frequently, reliability evaluation involves a se-
ries or parallel combination of independent systems. The 
reliability of a system is generally desired in terms of the 
reliability of the individual components of the systems. 
[17][35] 

6.2.1 Series systems 

If Ri (t) is the reliability of module i and if the modules are 
assumed independent, then the overall reliability of a series 
system is: 

•^S€ries\i) — I I -^H^/ (7) 
1 = 1 

Consider that each individual component satisfies the ex-
ponential failure law with a constant failure rate Aj then, 

Rs M • E L i A i t ~^sy3 -Kt 

(8) 

6.2.2 Parallel systems 

The parallel system reliability can be found as follovvs: 

n 
Rparallelit) = I -'[{{I - Ri{t)). 

i= l 

6.2.3 Series and parallel combinations 

In general, systems are typically combinations of series and 
parallel systems. A reliability block diagram that contains 
both series and parallel structures can be reduced to a single 
diagram by replacing each of the parallel portions of the 
system with an equivalent, single element that has the same 
reliability as the parallel structure. 

6.2.4 M-ot-N systems 

M-of-N systems are a generalization of the parallel sys-
tem. In the ideal parallel system, only one of A'' modules is 
required to work for the system to function. In the M-of-
A'̂  system, M of the total identical modules are required to 
function for the system to function. The reliability can be 
vvritten as: 

N-M 

RM-of-N{t) = E i R''-'it)il-R{t))\ (9) 
i=0 

where N 
i J {N-i)\i\' 
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The fusion of artificial neural networks (ANN) with soft computing enables to construct learning 
machines that are superior compared to classical ANN becaiise knowledge can be extracted and 
explained in the form ofsimple rules. Ifthe data sets are small it is hard tofind the optimal structure of 
ANN because classical statistical laws do not apply. One possible remedy is the structural risk 
minimization method applied together with a VC dimension estimation technigue. The construction of 
the optimal ANN structure is done in the higher dimensional space. The distortion of an image in this 
transformation can happen and the widely used expressionfor VC estimations based on minimal input 
data enclosing hypersphere and margin is not predse. An improvement of VC dimension estimation is 
presented. It enables better actual error estimation and is particidarly suitable for the small data sets. 
Tests on some real life data sets have confirmed the theoretical expectations. 

1 Introduction 
One of the important steps in improving the usefulness of 
artificial neural networks (ANN) was fiision with soft 
computing [Zadeh 1994]. The construction of learning 
machines that are able to extract knovvledge and explain 
it in the form of simple rules is now possible. The 
problem of an optimal number of neurons and weights of 
connections and their values is in a fact global 
optimization problem because of the nonlinear relations 
between the input and output data. 

When data sets are small classical statistical lavvs do not 
apply and the construction of an optimal ANN is even 
harder. This problem is handled with the application of 
the structural risk estimation method together with the 
VC dimension estimation technique. Mapping of 
nonlinear relations between the input and the output is 
done by a transformation into the higher dimensional 
Hilbert kemel space where the problem is linearized. A 
distortion of image in this transformation can happen and 
widely used VC estimations based on minimal enclosing 
hypersphere and margin are not precise anymore. 

In this paper a different approach that enables better VC 
estimation is presented. It is integrated into the structural 
risk minimization technique. An efficient strategy for 
constructing fiizzy artificial neural network (FANN) with 
the minimal actual error has been developed that can be 
easily implemented as a small addition to the existing 
FANN learning algorithm. 
The performances of the proposed method were tested on 
some small data sets from the UC Irvine machine 
learning repository. The obtained results have confirmed 
theoretical expectations. 

2 Support vector fuzzy modeling 

In this chapter some basic definitions and modeling 
procedures are set. For given k observations, each 
consisting of apair: Xi, yi, vvhereA:; e R", i=l,....,kis the 
input vector and yi is the associated output having values 
-1 or 1. Learning a machine is actually building up a 
mapping ability x —»• f(x,a) where the functions f(x,a) 
themselves are labeled by adjustable parameters a. For 
the ANN a represents weights and biases. The 
expectation of test error for the trained machine is 

R{a) = j-\y-f(x,a)dP(x,a)\ 
(2.1) 

where R(a) is the expected risk. The measured mean 
error rate on the finite number of observations is 
"empirical risk" 

1 * 

^K 1=1 (2.2) 

Remp(oi) is fixed for a particular choice of a and for a 
particular training set /jc„ a}. The probability is not 
included in the equation. The quantity 'A | j , -f(Xi, a)\ is 
loss flinction. Empirical risk minimization does not 
imply a small error on a test set if the number of training 
data is limited. The structural risk minimization is one of 
new techniques for handling efficiently a limited amount 
ofdata. For a chosen//.• 0<ri < 7 the bound holds 

mailto:novakb@uni-mb.sl
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Ria)<KM^^('^}^) 
k k (2.3) 

where O is defined as 

k k 

| / , ( | 0 g ^ + ])- l0g(^) 

(2.4) 

The parameter h is the Vapnik Chervonenkis (VC) 
dimension [Vapnik 1998]. It describes the capacity of a 
set of fUnctions implemented on the leaming machine. 

According to eq. (2.3), the risk could be controlled by 
tvvo quantities: R^^p (o-) and h(f(x,a): a e k^„h), where ks„b 
is some subset of index set k. The empirical risk R^mp 
depends on the choice of the optimal function (a) applied 
in the learning machine. The VC dimension h depends on 
the set of ftinctions {f(x,a) : a e k^ub}- The parameter h is 
controlled by introducing the structure of nested subsets 
S„ :={f(x,a) : a £ k„} 

and 

^ , ^ 0 

where ^ are slack variables introduced in the čase when 
the problem is not separable, and C is the pre-specified 
value. 

For the nonlinear cases a non-linear support vector 
approach is applied. A non-linear mapping is applied to 
map the data in a higher dimension feature space where a 
linear classification is applied. This is possible with the 
kernel functions. These functions originate from the 
theory of Reproducing Kernel Hilbert Spaces [Aronszajn 
1950]. An inner product in the feature space has an 
equivalent kernel input space 

^(x,y) = ^(x)-^(y) (2.9) 

If K is a positive definite function, satisiying Mercer's 
conditions 

5, c52 c 5 3 c:....^S„ c . . . 

with adequate VC dimensions satisfying 

h^<h^< <K<. 

(2.5) K{x,y)^Yj^„y^^\)\j/{y\ a,„>Q 

The structural minimization principle chooses the 
function/(ic,a*> in the subset {f(x,a): ae k,,,/,} vvith the 
minimal right hand side of (2.3). The guaranteed risk 
bound is minimal. For a given set of data 

(X, ,y , ) , ,(^k,ykl XER",yG{-l,l} (2.6) 

»1=1 (2.10) 

lJK{x,y)g{x)giy)dxdy>0, Jg^(x)«fx<-
(2.11) 

then the kernel is a legitime product in the feature space. 

There are different functions satisfying Mercer's 
condition: polynomial, splines, B-splines, radial basis 
functions, etc. In the present work the Gaussian radial 
basis function is used: 

a separation of tvvo classes can be performed with an 
optimal hyperplane 

(Wo-x) + 6o=0 

The margin 
1 

llw|| 

(2.7) 

K(x,y)^exp[-^^-^] 
lo (2.12) 

The support vector technique places one local Gaussian 
function in each support vector. This means that there is 
no need for a clustering method. The basis vvidth o is 
selected using structural minimization principle (2.3) and 
(2.5). The non-linear classification support vector 
solution using kemels can be solved by 

can be maximized by the following quadratic 
programming model 

1 * 
min<I>(x,^) = - ( w • w)-i- C j ^ ^ , 

1=1 

subject to constraints 

(2.8) 

min / (x , a) = sign(^ a,K{x^ ,x) + b 
(=1 

subject to constraints 

«, >0 

(2.13) 

(2.14) 

The coefficients a, can be found by the foUovving 
quadratic optimization problem 



SOFT COMPUTING ON SMALL. Informatica 25 (2001) 83-88 85 

1 i k 

max W{a) = - - S «,«y3^/3^y^(x, > y,) + E ẑ 
;j=i 

subject tO constraints 

0 < a , < C , i^\,....,k 

(2.15) 

(2.16) 

In the solution of (2.15) only some coefficients a, differ 
from zero. The corresponding vectors are support 
vectors. 

The model described by (2.15) has only one optimum 
(that is also global) which is a great advance against the 
backpropagation based learning algorithm in ANN. 

The following support vector FANN architecture can be 
defined as presented in the fig. 2.1 

Layer 1 Layer 2 Layer 3 Layer A Layer 5 

Figure 2.1 Support vector FANN architecture 

Layer 1 calculates membership vaiues. Layer 2 performs 
T norm operator (multiplication). Layer 3 derives the 
product of each rule's output. Layer 4 performs the kernel 
Gaussian radial basis operation (2.12). Layer 5 sums its 
inputs as the overall output vvhere dj = Oj. The non-linear 
classification function is 

sv 
f{x) = sign(^a,K{x,,x) + b) 

i=l (2.17) 

The empirical risk Rempfa) in (2.2) is fixed for a particular 
choice of a and for a particular training set /Jc„ a}, and 
the probability is not included in the equation. The risk 
functional (2.1) depends on the conditional distribution 
function (c.d.f) P(x, a), which is not known in advance. 
The only available information is from the finite 
independent and identically distributed (i.i.d.) training 
data sets. There are two possible approaches. The first 
one is to estimate the unknown c.d.f. P(x, a), or also 
unknown probability distribution function (p.d.f) in the 
form of p(x), and then compute the optimal estimate/(x, 
ao). The second approach is to find a minimum of the 
empirical risk, which is calculated with the empirical risk 
minimization procedure (ERM). The second approach is 
preferable on the small data sets. It works if the 
asymptotic consistency is fiilfilled 

R(a*\ k) -^ R(aO) when k—> °° 

R„„p(a*\k) ->R(aO) whenk->°°, 

(3.1) 

(3.2) 

vvhere R^i„p(a*\ k) is the optimal value that minimizes the 
empirical risk in the loss function (2.2). R(a*\ k) is the 
unknown value of the true risk for the same loss function. 
The ERM is consistent if the true risk R(a*\k) and the 
empirical risk Remp(a*\ k) converge to the same limit 
R(ao) = miria R(cc) as the number of samples k grows 
toward the infinite value (fig. 3.1). 

vvhere SV is the number of support vectors. 

Fig. 3.1 Convergence of the empirical risk toward the 
actual risk 

The condition that a small actual risk will be guaranteed 
at a small empirical error is given by the follovving limit 
[Vapniketal. 1989] 

3 Optimization of parameters 
lim/^[sup I Ria) - R,„Ja) | > £] - O, Vf > O 

(3.3) 

Described are the conditions for optimizing the 
parameters of FANN, considering that some asymptotical 
laws from statistics are not valid for small data sets. 

The consistency is determined for the worst čase 
function. 

The structural risk minimization principle is applied to 
find the optimal value for the true risk estimation 
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R(a*\k). The penalization method is used to find the 
optimal function/f^, ao) from the set of functions/f ĵc, a). 
Then the trne risk R(a) is related to the empirical risk 

R(a) = Rr(p) 
(3.4) 

where r(p) is the penalization factor. In the support 
vector approach the penalization factor is of the form 
(2.4) and is proportional to the ratio of the VC dimension 
divided by the number of samples k. 

The structural risk minimization principle (2.5) can be 
realized by estimating the VC dimension as a product of 
the radius of the minimal sphere that encloses data in the 
feature space divided by the margin (the distance 
betvveen the hyperplane and the closest training vector in 
the feature space) 

h D' 

(3.5) 

The actual risk prediction can be estimated very 
efficiently by the leave-one-out procedure. It consists of 
removing sequentially one sample from the training data 
and constructing k learning machines and testing aH k 
elements for an error L(Xi,y^. The leave-one-out 
estimator is almost unbiased, that is 

.L{\,y„....,x,y,) _ ER{a,_,) 
(3.6) 

For optimal hyperspheres passing through the origin the 
equivalent of the expression (3.6) is 

'\p^A<-^ 
(3.7) 

where p''"'enTor is the probability of error on the test set. 
The expectation on the left is over ali training sets of size 
k-1. The expectation on the right is over aH training sets 
of size k. 

This bound is tight when data fill almost the whole area 
of the sphere (fig 2.2 left) enclosing the training data. 
The consequence of data transformation into the feature 
space is that the sphere is often transformed into a flat 
ellipsoid (fig. 2.2 right). The bound (3.7) is not tight 
anymore. 

Input space Feature space 

Fig. 3.2 the shape of the feature space 

It is possible to achieve a better upper bound on the 
estimate of the expected error rate. The upper bound is 
constructed from the leave-one-out bound [Luntz 1969], 
Opper-Winther bound [Opper et al. ], Khun Tucker 
optimality conditions [Karush 1939, Kuhn et al. 1951] 
and properties of the essential support vectors [Vapnik 
1998]. 

The optimal supporting plane is unique, but can be 
expressed with different expansions of support vectors. 
Essential support vectors are those support vectors that 
appear in ali possible expansion of an optimal 
hyperplane. Their number is presented by kesv and they 
have the following properties 

A:„,„ < n (3.8) 

vvhere n is the dimensionality of the transformed input 
data in the feature space. 

Let ER(a) is the expectation of the probability of an error 
for optimal hyperplanes constructed on the basis of 
training samples of size k, then the folIowing inequality 
holds 

ER(^a,_,)<^^^^ (3.9) 

In the čase of a learning machine vvithout threshold under 
assumption that the set of support vector does not change 
after removing example p (essential support vector), 
Opper-Winther equality applies 

yM'i^p)-r^^p)) 
cel 

iKtv) sv fpp (3.10) 

Ksv is the kernel matrix (2.12). The/o is decision function 
(2.13) trained on the whole training set and^ is decision 
function after one point Xp has been removed. It follows 
from (3.9) that the number of errors in the leave-out 
procedure is proportional to the number of essential 
support vectors. Instead of computing them we can use 
(3.10) and count the number of cases LE when 
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yrf\^p)^ 
cel 

(Ksv)pp (3.11) 

(3.12) 

is true. Then expectation is 

k 

4 Experimental results 

The program developed on the described principle for 
constructing optimal fuzzy learning machine on small 
data set was tested on some real data sets from practice. 
The data are form the UC Irvine machine leaming 
repository_( www.ics.uci.edu/~mlearn/MLRrepository). 
The first data set is a sonar data set (originally from 
www.boltz.cs.cmu.edu/ benchmarks/ sonar.html). The 
input consists of 104 samples of dimension 60, and the 
test data set is of the same size. 
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sigma 

Fig. 4.1 The actual and the predicted risk for the sonar 
data 

The actual error R(a) and its prediction (3.12) for 
different <T (sigma) values is presented in the fig 4.1. In 
our čase a different set of fiinctions/(A:,c^ is generated by 
varying a in (2.12) for the radial basis function (a is 
actually a in our čase). The results are average values of 
a 100 fold repetition for each sigma value. Errors are 
given in the relative value (as in (2.2)). 

Next example is the ionosphere data set with the input 
dimension n=33 and 200 leaming samples and 151 test 
examples randomly generated from the complete set of 
351 samples. The actual error R{a) and its prediction 
(3.12) for different cr (sigma) values is presented in the 
fig 4.2. 
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i e 

• Ractual 
DRpredicted 

Fig. 4.2 The actual and the predicted risk for the 
ionosphere data 

The last example is the Pima Indians diabetes data set 
with the input dimension n = 8 and 200 learning samples 
and 200 test examples randomly generated from the 
complete set of 768 samples. 

0. 
0. 
0. 
0. 

io. « 
0. 
o, 
0. 
o. 

I Ractual 
iRpredicted 

Fig. 4.3 The actual and the predicted risk for the Pima 
data 

The actual error R(a) and its prediction (3.12) for 
different cr(sigma) values is presented in the fig 4.3. 

5 Conclusion 

In practice it often happens that the amount of data is 
limited. Such cases appear in engineering where data are 
collected through expensive experiments or in medicine 
where records on certain diseases are rare. When a data 
set is small a significant discrepancy between the 
empirical error achieved on the leaming data set and the 
actual error on the testing data set appears. The actual 
error can be minimized with the stmctural risk 
minimization principle. It is calculated with the 
application of the VC dimension, which has to be 
estimated precisely to achieve good results. 

The estimation based purely on the margin and the 
minimal diameter of sphere including input data can be 
inadequate due to possible flattening of the sphere caused 
by mapping data into the feature space. 

http://www.ics.uci.edu/~mlearn/MLRrepository
http://www.boltz.cs.cmu.edu/
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In this paper a different approach that enables better VC 
estimation is presented. It is integrated into the structura! 
risk minimization technique. An efficient strategy for 
constructing FANN with the minimal actual error has 
been developed that can be easily impiemented as a small 
addition to the existing FANN learning algorithm. 

The performances of the proposed method were tested on 
some small data sets from the UC Irvine machine 
learning repository. The obtained results have confirmed 
theoretical expectations. 

6 References 

[1] N. Aronszajn, Theory of Reproducing Kernels, Trans. 
Amer. Math. Soc. 68, 337-404 , (1950). 

[2] W. Karush, Minima of functions of several variables 
with inequalities as side constraints. Master's thesis, 
Dep. Of Mathematics, Univ. of Chicago, 481-492, 
(1939). 

[3] W. Kuhn. & A.W. Tucker, Nonlinear Programming 
in (J. NEVMANN ed.), Proceedings of the Second 
Berkeley Symposium on Mathematical Statistics and 
Probability, University of California Press, Berkeley, 
CA, 481-492, (1951), 

[4] A. Luntz & V. Brailovsky, On estimation of 
characters obtained in the statistica! procedure of 
recognition (in Russian), Techniceskaya Kibemetica, 
3,(1969). 

[5] M. Opper & O. Winther, Gaussian processes and 
SVM: Mean field and leave one out, in (A. J. 
SMOLA, P. L. BARTLETT, B. SCHOLKOPF AND 
D. SCHUURMANS, editors), Advances in Large 
Margin Classifiers, MIT Press, Cambridge, MA, 311-
326, (2000). 

[6] V. N. Vapnik, Statistical Learning Theory, John 
Wiley and Sons, (1998). 

[7] V. Vapnik & J. Chervonenkis: The necessary and 
sufficient conditions for the consistency of the 
method of empirical risk minimization (in Russian), 
Vearbook of the Academy of Science of the USSR on 
Recognition, Classification, and Forecasting, 2, 
Moscow, 217-249, (1989). (English translation, The 
necessary and sufficient conditions for the 
consistency of the method of empirical risk 
minimization, Pattem Recog. Image Ana!. 1, 284-305, 
(1991). 

[8] L. A. Zadeh, Fuzzy logic, neural netvvorks, and soft 
computing, Commun. ACM, 37/3, 77-84, (1994). 



Informatica 25 (2001) 89-98 89 

Computerized logistics information systems — a key to 
Gompetitiveness 
Anton Čižman 
Univesity of Maribor, Faculty of Organizational Sciences 
4000 Kranj, Kidričeva 55/a, Slovenia 
E-mail: anton.cizman@fov.uni-mb.si 

Keywords: information systems, logistics management, order processing, decision support systems, information 
tecnology, manufacturing, services, order processing 

Received: November 17, 2000 

Part ofan organization's ability to iise logistics as a competitive weapon is based on its ability to assess and 
adjust actual logistics performance real tirne. This means the ability to monitor customer demands and 
inventory levels as they occur, to act in timely manner to prevent stockouts, and communicate potential 
problems to customers. This reguires excellent, integrated logistics systems which impact ali ofthe logistics 
activities. In this paper we examined how computer and information technology can be used to support 
logistics management. Customer order cycle and order processing systems are pointed out first. Then 
advanced information technologies such as decision support systems, artificial intelligence, and expert 
systems which are being used directly to support decision making in logistics, are examined. 

1 Introduction 
Logistics activity is literally thousand of years old, 
dating back to the earliest forms of organized trade. As 
the area of study however, it first began to gain attention 
in early 1900s in the distribution and farms products, as 
a way to support organization's business strategy, and a 
away of providing tirne and plače utility. Since the 
second World War, logistics began to receive increased 
recognition and emphasis. 

The first-dedicated logistics text began to appear in the 
early 1960s, which also is the time that Peter Drucker, a 
noted business expert, author, and consultant stated that 
logistics was one ofthe last real frontiers of opportunity 
for organizations wishing to improve their corporate 
efriciency. These factors combined to increase the 
interest of logistics. 

Computer and information technology has been utilized 
to support logistics for many years. It grew rapidly with 
the introduction of microcomputers in the early 1980s. 
About this time, information technology really began to 
explode, which gave the organizations the ability to 
better monitor transaction intensive activities such as 
the ordering, movement, and storage of goods and 
materials. Combined with the availability of 
computerized quantitative models, this information 
increased the ability to manage flows and to optimize 
the inventory levels and movements. Transactional 
systems such as materials requirement planning (MRP, 
MRP II), distribufion resource planning (DRP, DRP 11), 
and just-in-time (JIT) allow organizations to link many 

materials management activities, from order processing 
to inventory management, ordering from a supplier, 
forecasting and production scheduling. Information 
technology is seen as the key factor that will affect the 
grovvth and development of logistics [13]. 
The order processing system is the nerve center of the 
logistics system. A customer order serves as the 
Communications message that sets the logistics process 
in motion. The speed and quality of the information 
flovvs have a direct impact on the cost and efficiency of 
the entire operation. Slow and erratic Communications 
can lead to lost customers or excessive transportation, 
inventory, and warehousing costs, as well as possible 
manufacturing inefficiencies caused by frequent 
production line changes. The order processing and 
information system forms the foundation for the 
logistics and corporate management information 
systems. It is an area that offers considerable potential 
for improving logistics performance. 

Organizations of ali types are utilizing computers to 
support logistics activities. This is especially true for 
companies thought to be on the "leading edge," that is, 
leaders in their industry. Such firms are heavy users of 
computers in order entry, order processing, finished 
goods inventory control, performance measurement, 
freight audit/payment, and vvarehousing. A recent study 
of world-class logistics practices cited logistics 
informafion systems as a key to competitiveness [11]. 

Going beyond "transaction processing and tracking," 
decision support systems (DSSs) are computer-based 
and support the executive decision-making process. The 
DSS is an integrative system of subsystems that has the 

mailto:anton.cizman@fov.uni-mb.si
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purpose of providing information to aid a decision 
maker in making better choices than vvould otherwise be 
possible. 

To support time-based competition, organizations are 
increasingly using information technologies as a source 
of competitive advantage. Systems such as quick 
response (QR), just-in-time (JIT), and efficient 
consumer response (ECR) are integrating a number of 
information-based technologies in an effort to reduce 
order cycle times, speed responsiveness, and lower 
supply chain inventory. 

In addition, more sophisticated applications of 
information technology such as decision support 
systems, artificial intelligence, and expert systems are 
being used directly to support decision making in 
logistics. 

Despite the accessibility of sophisticated information 
technology, the successful implementation of 
computerized logistics infonnation systems into 
companies remains a complex and elusive issue. This 
situation is stili more expressed in smaller 
manufacturing organizations, particularly those 
operating in Slovenia and in the other Central European 
countries facing intense transition processes for 
incorporation into the European Union and the global 
information society. This čase is characterized by a lack 
of related methodological and management knovvledge 
and skills [8, 15] in companies, which is the major 
weakness rather than limited funding for investments in 
advanced information technology. 

Therefore the purpose of this contribution is to 
introduce the readers with the ways that computers and 
IT can be used to aid the logistics mangement vvhich 
plays a key role in the economy. The paper begins with 
the customer order cycle which is the heart of logistics 
information systems. After that some significant order 
processing systems are pointed out and the use of 
typical logistics management informations systems to 
support decision making is examined. 

2 Customer order cycle 

The customer order cycle includes ali of the elapsed 
time from the customer's placement of the order to the 
receipt of the product in an acceptable condition and its 
placement in customer's inventory. The typical order 
cycle consists of the following components: (1) order 
preparation and transmission, (2) order receipt and order 
entry, (3) order processing, (4) warehousing picking and 
packing, (5) order transportation, and (6) customer 
delivery and unloading. 

Figure 1 illustrates the flow associated with the order 
cycle. In this model taken from the customer's point of 
view, the total order cycle is 13 days [14]. Hovvever, 
many manufacturers make the mistake of measuring and 
controlling only the portion of the order cycle that is 
internal to their firm. That is, they monitor only the 
elapsed time from receipt of the customer order until it 
is shipped. The shortcomings of this approach are 
obvious. 

In the example presented in Figure 1, the portion of the 
total order cycle that is internal to the manufacturer 
(steps 2, 3, and 4) amounts to only 7 of the 13 days. 
This ratio is usual for companies that do not have an 
automated order entry and processing system. 

Improving the efficiency of the seven-day portion of the 
order cycle that is "controUed" by the manufacturer may 
be costly compared to eliminating a day from the six 
days not directly under the manufacturer's control. For 
example, it may be possible to reduce transit time by as 
much as one day by monitoring carrler performance and 
switching business to carriers vv̂ ith faster and more 
consistent transit times. 

A change in the method of order placement and order 
entry may have the potential for the most significant 
reduction in order cycle time. An advanced order pro­
cessing system could reduce the total order cycle by as 
much as two days. In addition, the improved 
information flows could enable management to execute 
the warehousing and transportation more efficiently, 
reducing the order cycle by another one or two days. 

i. Customer 
places order 

' r 
2. Order 

sup plier 

6. Order 
delivered to 

customer 

3. Order 
processed 

5. Order 
shipped to 
customer 

t 
4. Order picked 

and packed 

Key: 
1. Order preparation and transmital 2 days 
2. Order received and entered into system 1 day 
3. Order processing 1 day 
4. Order picking/production and packing 5 days 
5. Transit time 3 days 
6. Customer receiving and placing into storage 1 day 

Teta! order cycle time 13 day; 

Figure 1: Total order cycle 
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3 Advanced order processing 
systems 

The Order entry 

A customer may plače an order in many ways. 
Historically, customers handwrote orders and gave them 
to salespeople, mailed them to the supplier, or 
telephoned them to the manufacturer's order clerk, who 
then wrote it up. Today, it is more common for a 
customer to telephone orders to a supplier's customer 
service representative, who is equipped with a computer 
terminal netvvorked to the supplier's database. 

This type of system allows the customer service 
representative to determine if the ordered products are 
available in inventory, and to deduct orders 
automatically from inventory so that items are not 
promised to another customer. This improves customer 
service because if there is a stockout on the item, the 
representative can inform the customer of product 
availability and perhaps arrange product substitution 
while the customer is stili on the telephone. In addition, 
this type of system almost completely eliminates the 
first two days of the order cycle described in Figure 1. 

Electronic methods, such as an electronic terminal with 
Information transmitted by telephone lines, and 
computer-to-computer hookups such as electronic data 
interchange (EDI), are commonplace today. These 
methods support the maximum speed and accuracy in 
order transmittal and order entry. Generally, rapid forms 
of order transmittal require an initial investment in 
equipment and softvvare. However, management can use 
the tirne saved in order transmittal to reduce inventories 
and realize opportunities in transportation consolidation, 
offsetting the investment. 

There is a direct trade-off betvveen inventory carrying 
costs and Communications costs. In many channels of 
distribution, significant potential exists for using 
advanced order processing to improve logistics 
performance. 

The Order Processing 

Once the order enters the order processing system, 
various checks are made to determine if (1) the desired 
product is available in inventory in the quantities 
ordered, (2) the customer's credit is satisfactory to 
accept the order, and (3) the product is scheduled for 
production if not currently in inventory. If these 
activities are performed manually, a great amount of 
tirne may be required, which can slow down (i.e., 
lengthen) the order cycle. The norm is that these 
activities are performed by computer in a minimal 
amount of tirne; often these activities can be performed 
simultaneously with other order cycle activities. The 
inventory file is then updated, product is back-ordered if 
necessary, and production is issued a report showing the 
inventory balance. 

Management also can use the Information on daily sales 
as an input to its sales forecasting package. Order 
processing next provides Information to accounting. for 
invoicing, acknowledgment of the order to send to the 
customer, picking and packing instructions to enable 
warehouse withdrawal of the product, and shipping 
documentation. When the product has been puUed from 
vvarehouse inventory and transportation has been sched­
uled, accounting is notified so that invoicing may 
proceed. Ali of these processes can be automated 
seamlessly to reduce additional input of data, and avoid 
the errors, paper shuffling, and nonvalue added of 
manual effort. 

The primary function of the order processing system is 
to provide a communication netvvork that links the 
customer and the manufacturer. In general, greater 
inconsistency is associated with slovver methods of 
order transmission. Manual methods of order 
transmission require more handling by individuals; 
consequently, there is greater chance of a commu­
nication error. Management can evaluate methods of 
order transmission on the basis of speed, cost, 
consistency, and accuracy. As shovvn in Table 1, order 
transmission should be as direct as possible; orders 
transmitted electronically instead of manua]ly minimize 
the risk of human error. 

Table 1: Characteristics of Various Order Processing Systems 

Level 
1 
2 

3 

Type of 
Systems 
Manual 

Phone in to customer 
service rep with CRT 

Direct electronic linkage 
(EDI) 

Speed 
Slow 

Intermediate 

Rapid 

Cost to implement/ 
maintain 

Low 
Intermediate 

Investment high; 
operating cost low 

Consistency 
Poor 
Good 

Excellent 

Accuracy 
Low 

Intermediate 

High 
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The order processing system can communicate usefUi 
sales Information to marketing (for market analysis and 
forecasting), to finance (for cash-flow planning), and to 
logistics or production. Finally, the order processing 
system provides information to those employees who 
assign orders to warehouses, clear customer credit, 
update inventory files, prepare vvarehouse picking 
instructions, and prepare shipping instructions and the 
associated documentation. In advanced systems, many 
of these activities are computerized. 

No component of the logistics fiinction has benefited 
more from electronic and computer technology than 
order entry and processing. Some advanced systems are 
so sophisticated that the orders are automatically 
generated when stock reaches the reorder point. 
Advanced order processing systems are shown as the 
second and third level in Table 1. 

Inside sales/telemarketing is an extension of the 
advanced order processing systems. It enables the firm 
to maintain contact with existing customers who are not 
large enough to justily frequent sales visits; increase 
contact with large, profitable customers; and efficiently 
expIore new market opportunities. 

Electronic data interchange (EDI) is the electronic, 
computer-to-computer transfer of standard business 
documents between organizations [14]. EDI 
transmissions allow a document to be directly processed 
and acted upon by the receiving organization. 
Depending on the sophistication of the system, there 
may be no human intervention at the receiving end. EDI 
specifically replaces more traditional transmission of 
documents, such as mail, telephone, and even fax, and 
may go well beyond simple replacement, providing a 
great deal of additional information. 

Several types and variations of EDI systems are in use 
today. The main types of systems are proprietary 
systems, value-added networks (VANs), and industry 
associations. 

Proprietary systems, also known as one-to-many 
systems, are aptly named, because they involve an EDI 
system which is owned, managed, and maintained by a 
single company. Value-added networks, also known as 
VANs, third-party netvvorks, or many-to-many systems, 
appear to be the most popular choice for EDI systems. 
Under VANs, ali of the EDI transmissions go through a 
third-party firm, which acts as a central clearinghouse. 

Using EDI over the Internet is rapidly becoming a 
reality. After initial software purchase and systems 
setup, EDI over the Internet is virtually "fi-ee," versus 
VAN transmission. There is an Internet Engineering 
Task Force made of prominent companies such as Com-
paq, Hewlett-Packard, Digital Corporation, Microsoft, 

Oracle, SAS System, SAP/R3 etc. that is working to en-
sure the capability of EDI products on the Internet [10]. 
EDI has many potential benefits. The reduction of 
clerical vvork is a major benefit, reducing paper work, 
increasing accuracy and speed, and allovving purchasing 
to shift its attention to more strategic issues. One expert 
estimates that EDI can reduce the cost of processing a 
purchase order by 80 percent [3]. 

Of course, it will be necessary to justify an advanced 
order processing system in terms of 
cost-benefit analysis. The costs of developing the 
system, start-iip costs, can be justified by comparing the 
present value of improvement in cash flows associated 
with the new system to the initial investment. 

4 The company's logistics 
management information system 

The order processing system sets many logistics 
activities in motion, such as: 

• Determining the transportation mode, carrier, and 
loading sequence. 

• Inventory assignment and preparation of picking and 
packing lists. 

• Warehouse picking and packing. 
• Updating the inventory file; subtracting actual 

products picked. 
• Automatically printing replenishment lists. 
• Preparing shipping documents (a bili of loading if 

using a common carrier). 
• Shipping the product to the customer. 

Other computerized order processing applications 
include maintaining inventory levels and preparing 
productivity reports, financial reports, and special 
management reports. 

Processing an order requires the flow of information 
from one department to another, as well as the 
referencing or accessing of several files or databases, 
such as customer credit status, inventory availability, 
and transportation schedules. The information system 
may be fully automated or manual; most are somewhere 
in betvveen. 

Depending on the sophistication of the order processing 
system and the corporate management information 
system (MIS), the quality and speed of the information 
flow will vary, affecting the manufacturer's ability to 
provide fast and consistent order cycle times and to 
achieve transportation consolidations and the lowest 
possible inventory levels. 

Generally, manual systems are very slow, inconsistent, 
and error prone. Information delays occur frequently. A 
manual system seriously restricts a company's ability to 
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implement integrated logistics management, 
specifically, to reduce total costs while maintaining or 
improving customer service. Some common problems 
include the inability to detect pricing errors, access 
timely credit Information, or determine inventory 
availability. Lost sales and higher costs combine to 
reduce the manufacturer's profitability. 

Indeed, timely and accurate information is valuable. 
Information delays lengthen the order cycle. 
Automating and integrating the order process frees time 
and reduces the likelihood of information delays. 
Automation helps managers integrate the logistics 
system and allows them to reduce costs through 
reductions in inventory and freight rates. The 
Communications network is clearly a key factor in 
achieving least total cost logistics. 

Basic Needfor Information 

A logistics management information system is 
necessary to provide management with the ability to 
perform a variety of tasks, including the following: 

• Penetrate new markets. 
• Make changes in packaging design. 
• Choose betvveen common, contract, or private 

carriage. 
• Increase or decrease inventories. 
• Determine the profitability of customers. 
• Establish profitable customer service levels, 
• Choose between public and private warehousing. 
• Determine the number of field vvarehouses and the 

extent to which the order processing 
system should be automated. 

To make these .J^rategic decisions, management must 
know how costs and revenues wilV change given the 
alternatives being considered. 

Once management has made a decision, it must evaluate 
performance on a routine basis to determine (1) if the 
system is operating under control and at a level 
consistent with original profit expectations, and (2) if 
current operating costs justify an examination of 
alternative systems. This is referred to as operational 
decision making. The order processing system can be a 
primary source of information for both strategic and 
operational decision making. 

An advanced order processing system is capable of 
providing a wealth of information to various 
departments within the organization. Terminals for data 
access can be made available to logistics, production, 
and sales/marketing. The system can provide a wide 
variety of reports on a regularly scheduled basis and 
status reports on request. It also can accommodate 
requests for a variety of data including customer order 
history, order status, and market and inventory position. 

Designing the Information System 

The design of a logistics management information 
system should begin with a survey of the needs of both 
customers, and a determination of standards of 
performance for meeting these needs. Next, customer 
needs must be matched with the current abilities of the 
firm, and current operations must be surveyed to 
identify areas that will require monitoring and 
improvement. 

It is important at this stage to intervievv various levels of 
management. In this way, the organization can 
determine what strategic and operational decisions are 
made, and what information is needed for decision 
making and in what form. Table 2 illustrates the various 
types of strategic and operational decisions that 
management must make within each of the functions of 
logistics. 

Table 2: Typical Strategic and Operational decisions by Logistics Function 

Decision 
Typc 

Strategic 

Operational 

Customer Service 
Setting customer 

service levels 

Service level 
measurements 

Transportation 
Selecting 
transportation 
models 

Freight 
consolidation 
programs 

Common carriers vs. 
private trucking 

Rate 
freight bills 

Freight bili 
auditing 

Claims 
administration 

Warehousing 
Determination 
of number of 
vvarehouses 
and locations 
Public vs. 

private 
vvarehousing 

Public vs. 
private 
vvarehousing 

Picking 

Packing 

Stores 
measurement 

Order 
Processing 

Extent of 
mechanization 

Order tracking 

Order validation 

Credit checking 

Inventorv 
Replenishment 

systems 

Forecasting 

Inventory 
tracking 

Carrying- cost 
measurement 
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Vehicle 
scheduling 

Rate negotiation 

Shipment 
Planning 

Railcar 
Management 

Shipment 
routing and 
scheduling 

Carrier selection 
Performance 

Measurement 

Warehouse 
stock transfer 

Staffing 

Warehousing 
layout and 
design 

Selection of 
materials-
handling 
equipment 

Performance 
measurement 

Invoice 
reconciliation 

Performance 
measurement 

Inventory tums 

Table 2 (continuation) 
Source: American Telephone and Telegraph company, Business Marketing, Market Management Division. 

The next stage is to survey current data processing 
capabilities to determine what changes must be made. 
Finally, a common database must be created and 
management reports designed, considering the costs and 
benefits of each. A good system design must support the 
management ušes previously described and must have 
the capability of moving information from locations 
where it is collected to the appropriate levels of 
management [2, 5]. 

Data for a logistics information system can come from 
many sources. The most significant sources of data for 
the common database are (1) the order processing 
system, (2) company records, (3) industry/external data, 
(4) management data, and (5) operating data. The type 
of information most commonly provided by each of 
these sources is shovvn in Figure 2. 

Order processing systera 
- Customer location 
- Order history 
- Sales person 
- Revenues 
- Order status 

Operating data 
- Freight payment 
- Transportation 

history 
- Inventory 
- Credit files 
- Product movement 

Industry/extemal data 
- Making share 
- Current product 

offerings 
- Demographic trends 
- Economic trends 

Mangement 
- Competitve reactions 
- Sales forcasts 
- Future trends /product 

offerings 
- Newmarkets 

Company records 
- Costof capital 
- Costof logistics 

activities 
- Standard costs 

Logistics database 

Report generation 
- Order performance 
- Shipment performance 
- Demages and returas 
- Product tracking and forcasting 
- Performance and cost reports 

for logistics 

Figure 2: Key sources of information for the logistics database 
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Usually, the database contains computerized data files, 
such as the freight payment system, transportation 
history, inventory status, open orders, deleted orders, 
and standard costs for various logistics, marketing, and 
manufacturing activities. The computerized Information 
system must be capable of (1) data retrieval, (2) data 
processing, (3) data analysis, and (4) report generation 
[1]. 

Data retrieval is simply the capability of recalling data 
such as freight rates (in their raw form) rapidly and 
conveniently. Data processing is the capability to 
transform the data to a more useful form (information) 
by relatively simple and straightforvvard conversion. 
Examples of data processing capability include 
preparation of warehousing picking instructions, 
preparation of bills of lading, and printing purchase 
orders. 

Data analysis refers to taking the data from orders and 
providing management with information for strategic 
and operational decision making. A number of 
mathematical and 
statistical models are available to aid a firm's 
management, including linear programming and 
simulation models. Linear programming [6, 7, 9] is 
probably the most widely used strategic and operational 
planning tool in logistics management. It is an 
optimization technique that subjects various possible 
Solutions to constraints that are identified by 
management. 

Simulation is a technique used to provide a model of a 
situation so that management can determine how the 
system is likely to change through the use of alternative 
strategies. The model is tested using known facts. 
Although simulation does not provide an optimal 
solution, the technique allovvs management to determine 
satisfactory solutions from a range of alternatives. 

The last feature of an information system is report 
generation. Typical reports that can be generated from 
a logistics management information system include 
order performance reports; inventory management 
reports; shipment performance reports; damage reports; 
transportation administration reports; system 
configuration reports, which may contain the results of 
data analysis from mathematical and statistical models; 
and cost reports for logistics. 

Management Information Systems (MIS), Decision 
Support Systems (DSS), and Executive Information 
Systems (EIS) represent a natural progression in 
information systems development. On-Line Analytical 
Processing (OLAP) is a recent advance in the field of 
Information Systems (IS) for decision support. OLAP 
not only integrates the MIS, DSS, EIS, functionality of 
the earlier generations of IS, but goes further and 
introduces spreadsheet-like multidimensional data views 
and graphical presentation capabilities [12]. 

4.1 Database Management 

A database management system (DBMS) allovvs 
application programs to retrieve required data stored in 
the Computer system. The types of data stored vvere 
shown in Figure 2. A DBMS must store data in some 
logical way, shovving how different pieces of data are 
related, in order for retrieval to be efficient. This is a 
critical issue in logistics because of the large volume of 
data generated which may require analysis at a later 
date. For example, a buyer may want to see a history of 
transportation carriers with which it has placed orders 
for a particular item in the past six months. 

The DBMS must be able to use the item number to 
reference the order and "puli up" the pertinent data. If 
the buyer sees that two suppliers have been used, the 
buyer may want the system to provide a transaction 
history vvith those suppliers over a given time period for 
ali purchased items. The DBMS which must have the 
flexibility to sort data in a variety of ways that are 
meaningfiil to the user is the on-line transaction 
processing system (OLTP), also known as transaction 
database [12]. 

Relational database structures are popular today 
because they allow access to and sorting of data by 
relating the data to other data in many ways. This allovvs 
a great deal of flexibility. Increasingly, companies are 
using what is known as a local area network (LAN). 
This consists of a minicomputer linked to a number of 
microcomputers or terminals which allow access to a 
common database, software, and other systems features. 
LANs give microcomputers the power of mainframe 
systems. 

Regardless of the sophistication of the softvvare and 
hardware, a system cannot provide good results if the 
data in the system are not accurate and timely. Thus, 
systems integrity is vital. If people do not use the 
system consistently (i.e., do not scan each bar-coded 
item individually) the system will quickly be inaccurate. 
Once a system has data accuracy problems, it is very 
difficult, costly, and time consuming to correct. 

4.2 Decision Support Systems 

Decision support systems (DSSs) encompass a wide 
variety of models, simulations, and applications that are 
designed to ease and improve decision making [1, 5, 6]. 
These systems incorporate information from the 
organization's database into an analytical framework 
that represents relationships among data, simulates 
different operating environments (e.g., vehicle routing 
and scheduling), may incorporate uncertainty and 
"what-if' analysis, and ušes algorithms or heuristics. 
DSSs actually present an analysis and, based upon the 
analysis, recommend a decision. 
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The artificial inteUigence tools can be incorporated into 
DSSs, which may contain decision analysis frameworks, 
forecasting models, simulation models, and linear pro-
gramming models. They can be used to assist in a wide 
variety of logistics decisions, such as evaluating 
alternative transportation options, detemiining 
vvarehouse location, and setting levels of inventory. 

While the use of DSSs is not currently widespread, it 
appears to be grovving as the potential contribution 
becomes more understood, and computing costs 

continue to decline. Figure 3 shows the components of a 
DSS. 
A DSS is applications oriented. More specifically, a 
DSS has the follovving objectives: 

• To assist logistics executives in their decision 
processes. 

• To support, but not replace, managerial judgment. 
• To improve the effectiveness of logistics decisions. 

Figure 3: Decision Support System 

Perhaps the most critical element of a DSS is the quality 
of the data used as input into the system. DSSs require 
information about the environment that is both internal 
and external to the organization. Thus, an important first 
step in DSS planning, implementation, and control is to 
have good external information. 

Models are also needed to provide data analysis. 
Modeling can be defined as the process of developing a 
symbolic representation of a total system. A model must 
accurately represent the "real world" and be 
managerially useful. By using a model, we are able to 
establish a current situation and then play "what-if 
games. This "what-if ability is significant. It allows us 
to quickly consider many different alternatives and test 
to outcome [9, 14]. 

4.3 Artificial intelligence and expert 
systems 

Developed out of the field of computer science, 
artificial intelligence (Al) is concerned with the 
concepts and methods of inference by a computer and 
the symbolic representation of the knowledge used in 
making inferences. The term intelligence covers many 
cognitive skills, including the ability to solve problems, 
to leam, to understand language, and in general, to 
behave in a way that would be considered intelligent if 
observed in a human. 

Al is a comprehensive term encompassing a number of 
areas, including computer-aided instruction, voice 
synthesis and recognition, game-playing systems, 
natural language translators, robotics, and expert 
systems. While the number of Al applications is limited, 
the potential in logistics is staggering. Al has been used 
to model response time requirements for customer 
delivery; model transportation costs and times for 
various transportation modes, locations, and routings; 
determine which warehouses should serve which plants, 
with which products, and what inventory levels; model 
customer service response with various levels of 
reliability; and perform sensitivity analysis to determine 
how much inputs can vary without affecting the 
structure of the optimal solution [1]. 

Of specific interest to logistics executives are the 
subareas of Al known as expert systems (ES), natural 
language recognition, and neural networks [14]. An ES 
is defined as a computer program that ušes knovvledge 
and reasoning techniques to solve problems normally 
requiring the abilities of human experts. An expert 
system is an artificial intelligence (Al) program that 
achieves competence in performing a specialized task 
by reasoning with a body of knovvledge about the task 
and the task domain. 



COMPUTERIZED LOGISTICS INFORMATION.. Informatica 25 (2001) 89-98 97 

Expert systems are capable of being applied to a variety 
of problems in marketing and logistics, including 
interpretation, monitoring, debugging, repair, 
instruction, and control. Examples of ES applications 
can be found in many Industries. 

Five criteria aid decision makers in determining whether 
expert systems should be used to solve a particular 
logistics problem. ]f any of the criteria are met, an ES 
may be appropriate: 

1. The task or problem solution requires the use of 
human knovvledge, judgment, and experience. 

2. The task requires the use of heuristic (e.g.. rules of 
thumb) or decisions based on incomplete or 
uncertain information. 

3. The task primarily requires syiTibolic reasoning 
instead of numerical computation. 

4. The task is neither too easy (taking a human expert 
less than a few minutes) nor too difficult (requiring 
more than a few hours for an expert to perform). 

5. Substantial variability exists in people's ability to 
perform the task. Novices gain competence with 
experience. Experts are better than novices at 
performing the task. 

If an ES is appropriate, the next decision facing the 
logistics executive is whether the system can be 
economically justified and if EDI can be combined with 
other systems such as Al. Natural language capabilities 
of Al are using to make data stored within companies 
Computer much more accessible. This contributes 
tremendously to the purchasing fijnction as well as 
other areas of the firm. 

Neural networks are stili in the development stages. 
They can be considered an offshoot of ESs because they 
aid in decision making through the use of logic and 
rules. A key difference is that neural networks actually 
create their own rules based on past decisions and 
outcomes, rather than relying on an "expert." Once 
developed, these systems will be excellent for any 
repetitive activity that requires analysis of large 
amounts of data, more than a human could process 
effectively. As such, neural netvvorks could be used to 
alert management to potential problems in supplier 
performance patterns, quality, delivery, invoicing, and 
similar issues. 

5 Conclusions 

This paper demonstrates how order processing system 
can directly influence the performance of the logistics 
fiinction. Order processing systems can be used to 
improve customer Communications and total order cycle 
tirne, or lead to substantial inventory reductions and 
transportation efficiencies. 

Information is vital for the planning and control of 
logistics systems. Today's computer technology and 
communication systems make it possible for man­
agement to have the information required for strategic 
and operational planning of the logistics fiinction. The 
order processing system can form the basis of a logistics 
information system and can significantly improve the 
quality and quantity of information for decision making. 

Computers have become an invaluable aid to the 
logistics executive in making various operational and 
strategic decisions. Decision support systems, which are 
computer based, provide information for the decision-
making process. The DSS has three components: data 
acquisition, data processing, and data presentation. 

Computers are widely employed in many areas of 
logistics, including transportation, inventory control, 
warehousing, order processing, material handling, and 
so forth. Some of the most exciting areas of 
computerization are modeling, artificial intelligence 
(Al), and expert systems (ES). Improved database 
management contributes to the support of logistics 
decision making. 

Future challenges for logistics performance 
improvement include the follovving significant areas: 
greater participation in setting organizational strategy 
and strategic planning process; total quality 
management (TQM); Identification of opportunities for 
using logistics as a competitive vveapon/marketing 
strength; just-in-time (JIT) logistics; the use of quick 
response (QR) and efficient consumer response (ECR) 
techniques, better understanding of global logistics and 
improved logistics information systems; greater 
participation of logistics professional vvork teams; 
appropriate understanding and use of outsourcing, 
partnership and strategic alliances; greater 
understanding and appropriate application of 
technology; green marketing. 

It is our belief that this representafion will make 
computerized logistics information systems more 
comprehensible and acceptable for implementation to a 
wider audience (managers), enhancing their decision-
making effectiveness. 
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Abstract: An important property of intelligent agents is semi-understanding of desired tasks. We 
have designed an agent module referred to as Professional Description Assistant that is able to 
identify the corresponding jot definition from a job description in textual form. Thus it plays a 
significant role in the advanced services ofour EMA employment agent. By means ofsome standard 
and modified learning methods the findings proved to be guite encouraging. The new function aids 
the user performing some standard tasks, which normally demand human decision and experience, 
to a great extent. 

1 Introduction 

"If softvvare agents are such a promising technology, 
why can't they do something simple for me, like fmding 
a movie? This comment is proffered as a sort of litmus 
test for agent capability."[10] 

The above question refers to the task in which a certain 
amount of information is available, e.g. a movie 
description. The needed inference is the relation 
between a text description and one of possible choices. 

We are basically dealing with a similar problem, only 
that it refers to the domain of employment. The aim of 
the task is accordingly to find the appropriate job 
definition from the description of a job. The problem, 
for example, might be as follovvs; 

Job description: Construction vvorker 
Job definition: auxiliary manual labour, constructing, 
heavy machinery. 

The major problem we need to overcome is how to 
create and as well incorporate knovvledge into an 
employment agent to enable such kind of 
understanding. These kinds of services are too difficult 
for classical systems to perform, and are rather new in 
the field of agents. These types of services are in 
general related to advanced Internet services, which 
apply at least some kind of knovvledge or intelligence. 

While the Internet on one hand is becoming more and 
more sophisticated, simple services on the other hand 
are only of rare occurence. They evolved and acquired 
the characteristics of intelligent systems and agents. 
With the latter we refer to softvvare programs that, with 

some degree of autonomy, perform operations on behalf 
of the human user or another program. They help to 
automate a variety of activities, mostly the time-
consuming ones. Softvvare agents differ from "traditional" 
software in their ability to get personalized and social [3]. 
Agents are also semi-autonomous and can run 
continuously. We can distinguish four categories of agent 
functionality [1]: 

• Problem-solving (typical research agents; 
intelligent agents, expert systems) 

• User-centric (interaction with user; "intelligent" 
filtering, user guidance) 

• Control (exclusive in multiagent systems, 
control services for other agents) 

• Translation agents (bridge between systems with 
different data standards). 

Here we shall limit ourselves to user-centric agents. They 
help users to achieve their goals in a more natural and 
usually in a more flexible way. Agents are in principle 
more intelligent, flexible and robust than the classical 
systems. Another important advantage of agents is their 
potential to struggle against the information overload[2]. 
Internet agents filter huge amounts of data, discover data 
relevant to user and present it in a structured way (e.g. a 
group with profession, location, salary etc). 

We have implemented a major national employment 
Internet system six years ago[8]. Recently we developed 
as well as implemented a couple of agent-related modules 
including the one presented here that is capable to find 
the appropriate job profession from a context-free job 
description. 

mailto:andraz.bezek@ijs.si
mailto:matjaz.gams@ijs.si
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2 Eniployment tasks 

Online employment databases can be regarded as 
typical Internet services. They heip users to accomplish 
job-related tasks. Instead of walking to the employment 
agency users simply surf WWW at home thus saving 
time, money and human resources. Currentiy, severa! 
hundreds of employment-related sites are available on 
the Internet [5]. They have attention-catching user 
interfaces combined with big databases of job seekers 
and job providers. However, current employment sites 
are limited to brovvsing and simpie searching through a 
database. When a large amount of data is presented to 
user - this especially holds true for extensive 
employment databases - people find themselves iost in 
heap of information. 
Employment databases have two major types of users: 
job seekers and job providers. 
Job-seekers-related tasks: 

• Predisposition: frequently provide job offers 
• Browse/search through available jobs 
• Enter job-searcher's data and match it with 

those of job providers 
• Aiert job searcher about new job offers (by 

means of an intelligent filter). 

Job seekers are looking for an interesting job. As users 
they need to enter job descriptive words into the search 
query. The system offers the user corresponding, entry-
related data in order that he may browse through. 
Hovvever, this kind of approach is appropriate only for 
small databases or special jobs. Many pieces of 
information in the system's reply render searching for 
the best job too time-consuming. Advanced search is 
therefore required. An agent can retrieve more 
descriptive data directly from the user, from his/her user 
profile, from the history of user actions. User profiles 
consist of job description, location of work, amount of 
salary, vvorking conditions, .working experience and 
schooling. With ali this information an agent can 
provide more relevant data. Any additional facts of 
similar content also help to create information-rich 
output. Items can either be sorted by similarity score 
and/or grouped by several categories. 

• http://careers.altavista.com/ 
Provides simpie searching with keywords 
combined with city- and state-limit criteria. 

• http://www.ajb.dni.us/ 
America's Job Bank contains more than one 
million available jobs. Job searching is limited 
with only one job title per search. It allows users 
to limit the distance of wanted job location by 
requesting zip code and radius. 

• http://www.hotjobs.coni/ 
Hotjobs offers advanced search options. One can 
limit the search with a keyword, location, or the 
type of job. Results can be browsed, sorted out 
alphabetically by industry, location or company 
name. 

• http://www.occ.cotn/ 
Apart from the standard keyword search, 
location and job category selections, @Monster 
Jobs provides sub-search within the extracted 
data. One can as wel] Hmit the output by the date 
of job offer. 

• http://www.espan.coin/esp/plsql/espan_enter.e 
spanhome 
Job Options ušes typical job searching strategies 
and also provides the search for the folIowing 
categories as employers, posting of r6sumes, 
notification of new jobs and a set of helpfli! 
career-dependant information (articles, surveys, 
links). 

Slovenian job-related sites: 
• http://www.ef.uni-lj.si/jobprovider/ 

A job provider can search among available jobs 
and possible applicants. Job seekers must specify 
their profession and the area of activity. Simpie 
and detailed view is available. Job providers can 
search for rčsumes and can give more search-
narrowing conditions including schooling, the 
type and location of work as well as other skills. 

• http://www-ai.ijs.si/~ema/ 
EMA, an employment agent, is described in the 
next section. 

3 EMA 

The tasks for job providers are similar to those of job 
seekers. Instead of searching for job providers the 
system searches for corresponding persons looking for a 
job. Thus also the problems regarding searching and the 
huge amount of available data are the same. The main 
quality for employment-related agents are therefore 
better understanding of users intention which help to 
extract relevant information from a heap of potential 
data. 

The following employment-related sites can be found 
on WWW: 

EMA is an Employment Agent (http://www-
ai.ijs.si/~ema/) developed by Intelligent Systems 
Department, Jožef Štefan Institute, SIovenia[8]. EMA's 
basic task is to help those who are looking for an 
employment or those providing it, and also to provide 
information on scholarships. It consist of several 
modules: 

• Automatically updated database of available jobs 
• Text matching search for available jobs 
• Database of job seekers 
• Automatic notification of job seekers for new 

jobs 
• English and Slovenian speaking speech agent for 

browsing results. 

http://careers.altavista.com/
http://www.ajb.dni.us/
http://www.hotjobs.coni/
http://www.occ.cotn/
http://www.espan.coin/esp/plsql/espan_enter.e
http://www.ef.uni-lj.si/jobprovider/
http://www-ai.ijs.si/~ema/
http://www-
http://ai.ijs.si/~ema/
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The input 
The input database of available jobs is automatically 
updated from the Web pages of the Employment 
Service of Slovenia (ESS, http://www.ess.gov.si/). 
EMA's communication agent daily transfers ali 
employment data available on ESS's Web pages and 
incorporates it into EMA's database. This results in a 
daily updated database without user's interaction. The 
communicating agent can in principle parse other 
employment sites. The process demands adding a new 
Web address and parsing rules. In this way EMA has 
become a social agent since it can get data from any 
employment database on the Internet. Another major 
source of input data are Internet users who directly enter 
data. 

3.1 Search 
The search method matches text o ver the name of a job 
or the whole job description. In addition, users can limit 
their search by geographical areas of available jobs. 
Results are grouped by job names so that users can 
search the document for a wanted job. 

3.1.1 Job seekers 
EMA also handles job-seekers' database. Each job 
seeker must fill in a form with corresponding data 
(personal data, education, working experience, wanted 
job, expected salary). Job providers can search the job-
seekers' database and browse it in a simple or more 
detailed way. 

3.1.2 Notification 
For registered users EMA can track the available 
employment Information and notif/ users interested of 
any relevant new offers. When changes in any database 
occur, an agent, using interesting strings provided by 
the user, searches for appropriate jobs and mails them to 
registered users. In this way users do not have to visit 
employment web pages on daily basis; instead they are 
informed when relevant new Information appears. In 
our opinion this feature significantly helps users to save 
time and computer resources. 

3.1.3 Speech agents 
EMA incorporates an English and Slovene speech 
agent. Results are "read" when a user clicks on a 
specific job on the screen. Microsoft Speech Agent was 
used for English language while the Slovenian one was 
entirely developed by the Intelligent Systems 
Department at Jožef Štefan Institute [6]. 

4 Profession description assistant 

In order to improve EMA we have developed a 
profession-description auxiliary module. The idea is to 
help users searching for a job without having to know the 
exact definition of that job. In everyday life this is quite 
of frequent occurrence. When users register as job seekers 
they have to provide a lot of job-related data. Human 
employment agents find relevant Information based on 
their experience. The whole process is called job 
matching since the systems tries to match user's data with 
an appropriate job. 
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Figure 1: EMA's agent interface in English. 

For EMA the main difficulty is how to recognize which 
job is appropriate for a specific text description. Matching 
can be done in the following way. Ali available data are 
transferred into text for a specific description. This text is 
matched with a database of available jobs. Jobs that have 
the best matching scores are displayed to the user. A 
similar option is also to recognize job descriptions on the 
basis of previous examples. We applied this approach to 
develop a system, which is able to suggest appropriate 
jobs from a job descriptive text. 

4.1 The algorithm 
Text classification process can be presented in the 
following steps[7]: 
A preprocessing step for determining the values of the 
features or attributes that will be used for representing the 
individual documents within a collection. This is 
essentially the dictionary creation process. 
A representation step for mapping each individual 
document into a training sample using the above 

http://www.ess.gov.si/
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dictionary and associating it with a label that identifies 
its category. 
An induction step for finding patterns that distinguish 
categories from each other. 
An evaluation step for choosing the best solution based 
on minimizing the classification error or cost. 

CAR MECHANIC 
CAR MECHANIC - HEAD OF WORKROOM 
CONSTRUCTION WORKER 
ASSISTANT CONSTRUCTION WORKER 
MACHINE MECHANIC 
MACHINE LOCKSMITH 

Dictionai>' crealion (1) 

^ - ^ 
j Documcni \ 
I classifjing j 
1 niles \ 

1"" " ^ Tcxl reprcscntation 
{boolcan / frcqucncy) 

(2) 

1 
Model induction (3) 

4.3 Classifying methods 

We tested several classifving methods. namelv: 
• ic-nearest neighbors (IcKN) 
• Naive Baves method 
• the method described here 
• Linear combination of methods 

Figure 2: A model for automatic classification based on 
previous examples. 

In Figure 2, the test classification process is represented. 
Numbers in parentheses in Figure 2 correspond to the 
above four items. The initial task is to produce a list of 
attributes from samples of text of labeled documents, 
i.e. the dictionary. The attributes are single words or 
word phrases. Given an attribute list, sample cases can 
be described in terms of the vvords or phrases found in 
the documents. Each čase consists of the values of the 
attributes for a single article, where the values could be 
either Boolean, i.e. indicating whether the attribute 
appears in the text or not, or numerical, i.e. frequency of 
occurrence in the text being processed. In addition, each 
čase is labeled to indicate the classification or topic of 
the article it represents. 

4.2 Learning dataset 
We collected employment data for 23 weeks. The whole 
dataset has 15125 records categorized into 590 classes -
job names. For further processing ali records were 
cleared of irrelevant attributes. Only a job description 
and a job name remained in the record. As irrelevant 
attributes, the location of an employee and working 
conditions are regarded. Each word in a job description 
was considered an attribute. There were 5390 different 
attributes. An average record had 3.5 attributes; the 
maximum being 18 and the minimum 1. A class, on 
average, had 25,64 records, the smallest having one and 
the biggest 651 ofthem. 

A dictionary of ali vvords was created. Each word in the 
dictionary has its unique Identification number. Each 
record was converted from the text into numeric 
presentation using word id-s combined with frequency 
statistics. This conversion was a necessary step in order 
to achieve reasonable short leaming times. 

An example of a leaming dataset: 

kNN 
kNN stands for k-nearest neighbor classification, a well-
knovvn statistical approach that has been intensively 
studied[ll]. kNN has been applied to text categorization 
since the early stages of the research [12][17][15]. It is 
one of the top-performing methods on the benchmark 
Reuters corpus (the 21450 version, Apte set). 

The kNN algorithm is quite simple: given a test 
document, the system finds k nearest neighbors among 
the training documents, and ušes the categories of the k 
neighbors to vveight the category candidates. The 
similarity score betvveen test and ali neighbor documents 
is used as a weight for the categories. If several of the k 
nearest neighbors share a category, the per-neighbor 
vveights of that category are added together, and the 
resulting weighted sum is used as the likelihood score of 
that category with respect to the test document. With the 
process of sorting the scores of candidate categories we 
get a ranked list for the test document. 

The algorithm is as follows: 

V e G E 
s i in i l a r [ e ] := s i m i l a r { e , Wtest) 

s o r t ( s i m i l a r [ ] ) 
score [ ] := O 
V i e 1. .K 
C := class[example[i]] 
score[c] := score[c] + similar[i] 

sort(score[]) 

Naive Bayes' method 
This is one of the most successful algorithms for leaming 
how to classify text documents[8]. Naive Bayes' 
classifier computes conditional probabilities of the classes 
given the instance and picks the class with the highest 
posterior probability. Attributes are assumed to be 
independent, an assumption that is unlikely to be trne, but 
the algorithm is nonetheless very robust to violations of 
this assumption. Naive Bayes' formula is 
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P(c\V) = P{cyf\^^^^ 
' M i Piv.) 

vvhere P(c | V) represents the conditional probability of 
class C (in our čase specific j ob) in vector of attributes 
(job description). 
Because of 

Pivi\c) = P(v:) 

we can show that: 

Pjc I Vi) 

P ( c ) 

P(c\V) = P{c)*r\^^^^ 

The classifying algorithm therefore was as follows: 

V C G C 
s c o r e [ c ] := P ( c ) 
V W G Wtest 

s c o r e [ c ] : = s c o r e [ c ] * P ( c | w ) / P ( c ) 
s o r t ( s c o r e [ ] ) 

For each class we compute P(c \ V). A class with the 
biggest conditional probability is the most probable one. 

, If we want to have a list of most probable classes, we 
can propose a couple of most probable classes. This is 
useflil since users are often looking for several relevant 
jobs. Another reason is that the learning process is never 
100 % accurate and the suggestion of only one post 
might be misleading. Therefore it is up to user to choose 
the corresponding job name from a couple of good 
candidates. In this way we give the fmal decision to the 
user. The agent is thus a true auxiliary - it only helps 
users to achieve their task by sensibly proposing a 
reasonable amount of relevant information. 

Our method 
We developed a statistical method based on conditional 
probability of attributes. The idea is that a conditional 
probability of attribute correctly evaluates the class 
given the attribute. P(w | C)=0, meaning that the word w 
does not belong to class C which is therefore not 
probable. A similar čase holds true for P(w | C)=l. The 
attribute is contained only in class C vvhich makes it the 
most probable. The conditional probabilities can be 
computed by using study examples. 

Because of: 
\/wi c: P(w\ c) = 0 
we can take into account only classes which contain 
compared attributes. 

Vw 6 W«„: 

Therefore: 

w^Wlesl ceC MCC 

Because of the above rule we have to normalize class 
score by dividing it with the number of attributes in the 
test example. The result is probability distribution of 
classes. 

/=1 
Piv>\c) 

P(cI V) = 

The algorithm being: 

S c o r e [ ] := O 
V W € Wtest 

V e : (w e c ) 
S c o r e [ c ] := S c o r e [ c ] + P ( w | c ) 

V C 6 C 
S c o r e [ c ] := S c o r e [ c ] / | Wtest I 

s o r t ( s c o r e [ ] ) 

4.4 Linear combination of methods 
The last tested method was linear combination of two 
classifying methods. The concept is based on the 
assumption that linear combination would have a 
superposition effect. Combination of two different 
methods can result in better classifying accuracy due to 
elimination of each method's bias. 

score[c] := a*scoreX[c] + (l-a)*scoreY[c] 

Our assumption can be shown with the following 
example: 

method X score 

A 30% 
B 25% 
C 10% 

method Y score 

D 35% 
B 30% 
A 20% 

50%X + 
50%Y 
B 27,5% 
A 25% 
D 17% 
C 5% 

Table 1: An example of the effect of linear combination. 

By means of both methods class B scored high but not the 
best; with linear combination, however, it ranked the 
highest, which is correct. 

Time complexity is a sum of time complexity for each 
method. 

O, in.combination O methocDC + 0 methodY 
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In this čase we chose the Naive Bayes' and our own 
method. The application of both methods proved to be 
good, and consequently we made an assumption that 
two good methods can produce even better results. 

score[c] := a*scoreNaiveBayes[c] + 
(l-a)*scoreOurMethod [c] 

The parameter a adjusts the combination of methods. If 
a=0% only our method is applicable, vvhereas the value 
a=100% indicates that on!y Naive Bayes' method can 
be used. 

4.5 Results 
The ten fold cross-vaiidation was used to test classifiers. 
Test examples represented 5% out of 15,125 in this čase 
756. These results show the average value of ali tests. 
From that a conclusion can be drawn that accuracy for 
the single best class was 63.53%. This is obviously not 
accurate enough to be used for wider practice. Hovvever, 
when adding more possibilities one obtains significantly 
better results: 87.54% for 5, 92.54% for 10 and 95.05% 
for 20 best classes. Therefore, with a reasonable amount 
of suggested choices, the desired job definition was 
practically always included in the proposed list. This is 
presented in Figure 2. 

Tests of the linear combination method are presented in 
Figure 3. In general, better accuracy is obtained in ali 
cases. Although the accuracy gain might sometimes be 
small it cannot be regarded as harmfiil. To achieve 
significant improvements the tuning of the parameter a 
is necessary. 

The results in Figures 2 and 3 are quite encouraging. 
One must note that study examples contain many errors 
such as noise, syntax errors, different abbreviations and 
inconsistent classifications. From a single text 
description even the best human experts shall give you 
several job definitions. Ali these properties of learning 
dataset influence the accuracy of classification. On this 
basis we can conclude that Profession Description 
Assistant has achieved the sufficient quality to be used 
in practice. 

KNN 

•In-
- 0 1 

JC 

k 
Number of best classes (N) 

—.X— 

- 1 

- 5 

10 
-15 

-35 
-40 

45 
50 

AH methods 

i 9 10 11 12 13 

Number of best clasiei |N) 

Figure 2: Testing methods on 15,125 records show that 
usefiil results are obtained with already 5-10 suggestions 
for the best job description. 

5 Discussion 

Profession Description Agent is a new agent module in 
the EMA employment agent. It shows that agents can 
help users with advanced functions based on domain-
dependant lcnowledge. Introduction of nevv concepts 
enhances agenfs flinctionality and usability. In this way 
the human-computer interaction is improved. 

While modem systems are becoming more and more 
complex, thus overloading users vvith enormous amount 
of information, software designers must find ways to 
simpliiy interaction. Our implementation shows a 
possible solution to this problem. 

Although intelligent agents are far from perfect they give 
additional fiinctionality to existent systems. We think that 
future intelligent agents will incorporate the domain 
dependant knowledge. They will be able to execute 
advanced tasks and therefore be of greater importance to 
users. 
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Figure 3: Linear combination practically always 
achieves better classification accuracy than any single 
method. 
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Natural languages differ in the directionality of their syntactic build-up, developing from the phrasal head 
ormatrix ciause in either a left-branchingdirection or a right-branchingdirection. Japanese, for example, is 
quite consistently left-branching, while English is generally right-branching. We argue that the purported 
greater complexity of left-branching sentences arises from a confusion of analytical syntactic structure 
with sentence processing mechanisms, and we propose a model based upon the Chalmers' Combinatorial-
State Automaton (CSA) which we suggest more nearly approximates actual neural processes. Our model, 
a Nested Combinatorial-States Automaton (NCA), can be constrained to require only finite memory re-
sources, and assumes that the greater part of sentence processing occurs at the lexical level. 

1 Introduction 

It is well-known that natural languages differ in the direc-
tionality of their syntactic build-up, developing from the 
phrasal head or matrix ciause in either a left-branching 
direction or a right-branching direction. For example, 
Japanese is quite consistently a left-branching language, 
while English is generally a right-branching language. 
>From a processing point of view, both languages face 
the psycholinguistic task of extracting Information from the 
syntactic aspects of the input, whether it be the speech sig­
nal or the vvritten vvord. But from a language-specific point 
of view, the two languages pose very different parsing set-
tings for this psycholinguistic task of comprehension. For 
example, specific features of Japanese grammar, such as 
the relatively free vvord order and noun phrase deletion, 
interact with its left-branching syntactic build-up to pose 
the Japanese parser with many syntactic choice points at 
vvhich there is potential ambiguity in respect to how what 
has occurred previously in the sentence relates to the next 
vvord or phrase. This is not as common in right-branching 
languages like English where one can often predict syntac-
tic closure by constructing a likely parsing interpretation 
once a verb is encountered. Given this typological state of 
affairs, a realistic processing model must account for the 
psycholinguistic ease with vvhich both types of syntactic 
structures are processed by the users of left- versus right-
branching languages. 

The focus of the research reported here is on the issue 
of space complexity, that is, on the extent and organisation 
of the transient memory and storage resources required to 
recognise sentences of different structures. Arguments for 
the greater complexity of left-branching languages, that is, 
that languages such as Japanese are more demanding to 

recognise, frequently cite the work of Yngve (1960) who 
demonstrated that the production of English-language sen­
tences vvith predominantly left-branching constituent struc­
tures requires greater temporary memory than do sentences 
consisting entirely of right-branching constituents. We em-
ploy a method based on that of Yngve to establish that 
the recognition of left-branching structures actually entails 
less transient memory resource than do right-branching 
structures. This result invalidates claims based on Yn-
gve's (1960) argument for the greater complexity of left-
branching languages over right-branching languages. We 
attribute the invalid inferences dravvn from Yngve's (1960) 
argument, and the discrepancy between our results and his, 
to a confusion of analytical syntactic structure vvith sen­
tence processing mechanisms. Rather than abandoning 
premises regarding the constituent structure of sentences, 
hovvever, we adapt these syntactic principles in devising 
the operating principles of our computational model of the 
sentence recognition process. 

We base our model on a proposal introduced by 
Chalmers (1996a, 1996b) in his programme to develop 
the computational foundations of consciousness. Chief 
premise of the computational theory of mind is that the 
brain implements an automaton. To resolve issues related 
to the inadequacy of the Finite-State Automaton (FSA) as a 
model for the machine implemented by the brain, Chalmers 
introduced the concept of a Combinatorial-State Automa­
ton (CSA), a machine the states of vvhich have intemal 
structure, represented as vectors of substates, and for vvhich 
there are complex constraints on its transitions. 

In developing our model, we adopt the thesis that the 
language processing components of the brain implement an 
automaton, a CSA, and that the states of this machine can 
be associated vvith the neural configurations vvhich are re-
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alised as lexical items are processed. We posit further that 
the processing of lexical items is undertaken by a Nested 
Finite Automaton (NFA), and onIy on acceptance of an 
item, and values get instantiated on the substates of the 
CSA, is the CSA enabled to effect a transition. We identify 
the machine we propose as a Nested Combinatorial-States 
Automaton (NCA). 

An NCA undertakes the greater part of its processing 
at the lexical level, and since it does not employ phrase-
structure rules in the conventional fashion, the model re-
alised in this machine can be described as "lexicalist" in 
the sense of Karttunen (1990) and Tugvvell (1995). We 
demonstrate the equivalence of an NCA to a context-free 
phrase-structure grammar; hovvever, in order that the ca-
pabilities of the automaton be consonant with those of the 
language processing apparatus of the brain, we introduce 
constraints on the extent of its temporary memory and stor-
age resources. The resulting machine is a variety of finite 
device such as those proposed by Pereira & Wright (1991), 
Pulman (1986), and Tugwell (1995). The processing oper-
ation of this device is essentially "flat," consistent with our 
contention that the brain does not construct tree-like phrase 
markers in the course of its recognising sentences. Conse-
quently, the acceptance of left- and right-branching struc-
tures does not entail disparate demands on the resources of 
either the automaton or the neural system. 

In Section 2 we review the psycholinguistic issues in-
volved in the processing of left-branching languages versus 
right-branching languages, and in Section 3 vve outline the 
argument whereby vve identify a contradiction inherent in 
Yngve's (1960) demonstration of the greater space com-
plexity of left-branching sentences. We briefly describe 
Chalmers' (1996a, 1996b) CSA and present the details of 
our model in Section 4. In Section 5 we discuss the appli-
cation of the model to the problem of the relative space and 
temporary memory demands of left- and right-branching 
syntactic structures. We al so demonstrate the operation 
of an NCA as it accepts sentences with embedded relative 
clauses, and vve discuss the constraints on its resources such 
that they be consistent with the capabilities of the language 
processing systems of the brain. 

2 Psycholinguistic issues 

Many of the world's 6000 or so languages are left-
branching like Japanese and Korean, vvhile somevvhat 
fewer are right-branching like English, German, and 
Slovene. Speakers of both left- and right-branching lan­
guage types experience little difficulty in processing the in-
put string for Information sufficient to build a mental model 
of what was said. Thus, one of the main problems faced by 
a universal processing model which claims to handle pars-
ing preferences is the fundamental difference in ambiguity 
points in left- versus right-branching languages. 

In terms of sentential expansion, indeterminacy is the 
rule rather than the exception in Japanese, given its salient 

S 
/ \ 

NP VP 
/ \ \ 

S NP kusatte-ita 
/ \ \ 'rotten was' 

NP VP tiizu wa 
/ \ \ 'cheese' 

S NP tabeta 
/ \ 'ate' 

neko ga nezumi ga 
korosita 'rat' 

'cat 
killed' 

Figure 1: Left-branching Japanese sentence. 
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a cat V NP 
/ / \ 

killed NP S 
/ / \ 

a rat Relp VP 
/ / \ 

that V NP 
/ / \ 

ate NP S 

/ \ 
cheese t h a t v\7as 

r o t t e n 

Figure 2: Right-branching English sentence. 
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structural feature of left-branching directionality and the 
way this interacts with other important features of the lan-
guage. First, let us consider the folIowing Japanese sen-
tences in respect to the increase in leftvvard directionality 
with the addition of relative clauses (see Kuno, 1973, p. 6-
10). If we start with a basic SOV sentence such as Neko ga 
nezumi o korosita 'The cat killed a rat', each relative clause 
thereafter sends sentence development out in a leftvvard ex-
pansion. 

1. Neko ga nezumi o korosita 'The cat killed a rat' 

2. Neko ga korosita nezumi ga chiizii o tabeta 'The cat 
killed a rat that ate the cheese' 

3. Neko ga korosita nezumi ga tabeta chiizu wa kusatte-
ita 'The cat killed a rat that ate cheese that was rotten' 

The left-branching structure of the final sentence in this 
sequence is show in Figure 1 (adapted from Kuno, 1973, 
p. 7). In contrast, its English translation yields the right-
branching structure depicted in Figure 2 (also adapted from 
Kuno, 1973, p. 8). 

The English sentences illustrate another source of inde-
terminacy in Japanese syntax, namely, the lack of overt 
markers to indicate the beginning of new clauses (see Kess 
and Nishimitsu, 1990). In Japanese, there is no commonly 
occurring equivalent of the English relativiser THAT which 
flags the subordinate clauses in the translations (2) and (3) 
above. 

In addition to the lack of relativisers, the head-final syn-
tax of Japanese is a further source of parsing ambiguities. 
The fact that the head always comes at the end of a sentence 
complicates the search for clause beginnings, and there is 
simply no grammatical element that overtly marks the be­
ginning of an embedded clause. Though the case-marking 
particles present some subcategorisation information, this 
Information is often insufficient to overcome the poten-
tial ambiguity. In addition, a relatively free word order in 
Japanese interacts with the frequent occurrence of empty 
Noun Phrases to multiply this indeterminacy. This essen-
tially makes it impossible to know vvhether a single Noun 
Phrase marks the beginning of a clause or not. If there were 
no free word order, then it might be possible to regard any 
NP with ga as signalling a new clause; however, the sit-
uation is otherwise. Consider, for example, the follovving 
sentences: 

Free word order: 

John ga tegami o yonda 'John read the letter' 

Tegami o John ga yonda 'John read the letter' 

Einpty NP: 

[x] tegami o yonda '[x] read the letter' 

John ga [x] yonda 'John read [x]') 

Embedded clause with ga: 

John ga [Mary ga syoonen ni kaita] tegami o 
yonda 'John read the letter that Mary wrote to 
the boy' 

Free word order, embedded clause withga: 

John ga [syoonen ni Mary ga kaita] tegami o 
yonda 'John read the letter that Mary wrote to 
the boy' 

Thus, in Japanese the parser, human or mechanical, is 
never really sure whether what follovvs is an embedded 
clause or not. If it is embedded, how deeply is it embedded? 
And it is never certain what kind of clause it is. What a pro-
cessing model must contend with in explaining Japanese 
parsing is that Japanese aIlows a potentially large range of 
leftvvard embedding in its syntactic buildup. The process-
ing path is unpredictable because the parser does not knovv 
where to plače the beginning of a clause; and if the depth 
of recursion is potentially indefinite, the effectiveness of a 
look-ahead mechanism is theoretically strained in its effi-
cacy. 

But this is a problem only for a parser which is com-
mitted to a head-initial search for information. Head-final 
presentation of arguments is, as vve have seen, just as com-
mon as head-initial presentation of arguments in the syn-
tax of the world's language types. The thematic principle 
vvhich seems to govern much discussion about processing 
models is that human language behavior can be ultimately 
explained not only by principles of a Universal Grammar 
of our underlying theoretical knovvledge, but also by the 
principles of some as yet unspecified Universal Process­
ing Grammar of our performance behavior. An implicit 
principle is that the abstract knovvledge principles of the 
first vvill somehovv be directly tied to, or at the very least 
reflected in, the performance behavior covered by the sec-
ond. A third principle is that there is a logical priority to the 
Competence Grammar. That is, the expectation is that facts 
of performance vvill likely be anticipated, if not ultimafely 
explained, by the dimensions of the competence grammar. 
This last assumption, hovvever, is far from proven, and in 
fact, there is a grovving interest in the opposite possibil-
ity that aspects of the competence grammar reflect features 
of the performance phenomena. For example, Havvkins 
(1990) convincingly argues that many cross-linguistic reg-
ularifies follovv from simple considerations of processing 
ease, and that performance is after ali the driving force be-
hind principles of linearisation in human grammars. 

Most discussions of processing also typically assume 
that the human parser is both quick and efficient in vvhat it 
does, further implying that reanalysis is costly (see Mazuka 
and Lust, 1988). The theoretical expectation is that the 
processor vvill use any information as soon as it becomes 
available, implying that keeping such information unused 
in on-line processing is inefficient. The conclusion is that 
parsing decisions must be made as quickly as possible. The 
concept of overlapping levels of redundancy and the fact of 
back-up systems is temporarily set aside in this essentially 
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modular approach to understanding language processing. 
We may be over-emphasising the view that verbatim as-
pects of the short-term niemory capacity are fundamental 
to the processing question. Ultimately it is the level of se-
mantic representation that speaker and listener aspire to, 
the mutual creation of a mental model vvhich is satisfactory 
to both for the conveyance of the appropriate information. 
And there is now increasing evidence from the psycholin-
guistic literature that meanings are continually negotiated, 
and that individual sentences are in reality embedded in the 
ongoing negotiation (see Clark and Wilkes-Gibbs, 1986; 
Schober and Clark, 1989; Wilkes-Gibbs and Clark, 1992). 

Lastly, there has been a bias toward English-based 
theory-building, wherein branching tree diagrams are built 
top-downwards, based on words vvhich are usually se-
quenced left-to-right in respect to syntactic relationships. 
This is a strategy vvhich is relatively effective in a head-
initial language like English where the head vvhich deter-
mines the rest of the phrasal structure does appear first in 
that phrase. Material vvhich comes later does not usually 
affect prior parsing decisions. 

If ali of the world's languages vvere right-branching, 
there vvould be nothing vvrong vvith making this the fun­
damental assumption in a universal processing model. But 
such assumptions cannot be universally valid if they force 
vvrong predictions on Japanese and other languages of the 
left-branching type (Mazuka and Lust, 1988). As vve have 
demonstrated, if top-dovvn, left-to-right parsing procedures 
are the norm, parsing for Japanese vvould require con-
stant re-analysis. Very simply, the procedures vvhich max-
imise efficiency in English, or are said to do so, have the 
opposite effect in Japanese. We have too often echoed 
claims attributed to Yngve's (1960) that left-branching 
gives rise to processing complexity, the argument being 
that left-branching structures are harder to process than 
right-branching structures because they require more nodes 
to be held in memory. 

3 Yngve's model 

Yngve (1960) limited his investigations to an analysis of 
the temporary memory required to produce English sen­
tences vvith a variety of different syntactic structures. Al-
though he did not deal vvith the issues of parsing, it is com-
monly assumed that Yngve's conclusions apply to the pars­
ing process, and furthermore, that his results support claims 
for the greater processing complexity of left-branching lan­
guages, such as Japanese, relative to right-branching lan­
guages, such as English. 

Because of its pervasive influence, and the misconcep-
tions vvhich have grown surrounding it, vve briefly recapitu-
late Yngve's (1960) argument here. We then empIoy a vari­
ant of Yngve's argument to demonstrate that his results for 
sentence production cannot be used to support claims that 
the parsing or recognition of left-branching sentences is 
more demanding than recognition of right-branching sen-

Register Memory 
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Figure 3: Register and memory contents of an Yngve machine producing 
a "regressive" Japanese sentence. 

tences. This demonstration serves to motivate our intro-
duction of the sentence processing model vve present in the 
follovving section. 

Yngve assumed the sentences of a natural language to 
be Ucensed by a phrase-structure grammar, and he devised 
a "mechanism," an abstract computing machine, whereby 
the rules of the grammar might be applied to produce sen­
tences of the language. The mechanism' consisted of in-
put and output devices, a "register" to hold the one symbol 
upon vvhich the machine operates, and tvvo types of mem-
ory: permanent memory to contain the grammar rules, and 
a temporary memory, organised as a "last in - first out" 
store vvith finite capacity, for retention of intermediate re­
sults. 

Figure 3. demonstrates the processing of an Yngve ma­
chine by shovving the contents of the register and of the 
temporary memory as it produces the Japanese sentence 
vvith constituent structure depicted in Figure 1. The ma­
chine vvorks top-down, traversing each branch of the struc­
ture as it performs left-most expansions of the grammar 
rules. Consequently, as it applies each rule vvhile vvork-
ing dovvn the tree, the machine must store the right-most 
right-hand side symbols of the rule, and then retrieve the 
stored symbols as it moves back up the tree. The mem-
ory contents reveal the evidence upon vvhich Yngve based 
one of his principal conclusions, namely, that the produc­
tion of sentences vvith such left-branching structures, vvhich 
he described as "regressive," requires substantial temporary 

'The Yngve (1960) machine can be identified as a variety ofPushdown 
Automaton (PDA), but vvith a finite store. Chomsky (1962) subsequently 
demonstrated that PDAs are acceptors of just the sentences generated by 
context-free phrase-structure grammars. 
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ate , 
NP 
NP 
cheese 
S 
Relp 
that 
VP 
was rotten 

NP-
NP-
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VP-
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Figure 4: Register and memory contents of an Yngve machine producing 
a "progressive" English sentence. 

Input 

neko ga 
korosita 

nezumi ga 

tabeta 

tiizu wa 

kusatte-ita 

State 

NP 
VP 
S 
NP 
NP 
VP 
S 
NP 
NP 
VP 
S 

Store 

NP-

S-

NP-

S-

NP-

memory. 
Yngve observed that comparable temporary memory de-

mands are inherent in the production of sentences with em-
bedded constituents, which he also described as having re-
gressive structures. Thus, in the čase of both embedded 
and left-branching structures, the need to store intermedi-
ate results ultimately exhausts the machine's finite memory 
resources during protracted sequences of rule expansions. 

Minimal temporary memory is required, hovvever, dur­
ing production of sentences with "progressive," right-
branching structures, because each branch of the tree can 
be completed with few symbols being stored. Figure 4. 
demonstrates this effect, shovving the register and tempo-
rary memory contents of an Yngve machine producing the 
English sentence with the structure illustrated in Figure 2. 
On the basis of results such as these, Yngve concluded that, 
although the grammar stored in permanent memory can in 
principle license infinitely many sentences, the finite tem-
porary memory of his machine permits it to achieve equiva-
lent productive capacity only in the čase of right-branching, 
progressive structures. 

While the effect of sentence structure on temporary 
memory is certainly an issue in language production, it is 
also a concern during recognition, the process of interest 
here. Consequently, we investigated the temporary mem-
ory requirements of a Pushdown Automaton (PDA)^, a ma­
chine comparable to Yngve's mechanism, as it recognised 
left- and right-branching sentences. FiguresS. and 6. shovv 
the States and contents of the store of a PDA accepting the 
left-branching Japanese and right-branching English sen­
tences with constituent structures illustrated in Figures 1. 
and 2., respectively. Comparison of the relative amounts of 
temporary memory required indicates that recognition of 
left-branching structures is actually less demanding of tem-

Figure 5: States and store contents of a PDA accepting a left-branching 
Japanese sentence. 

^Rather than running an Yngve machine "backward" to function as an 
acceptor, we choose to use the equivalent, but now more familiar PDA in 
this demonstration. Extent of the pushdown store can be limited to obtain 
a machine with finite memory such as that of the Yngve device. 

Input 

a cat 
killed 
a rat 
that 
ate 
cheese 
that 
was rotten 
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NP 
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NP 
VP 
S 
NP 
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S 
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Relp NP V Relp NP V NP -
NP V Relp NP V NP -
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Relp NP V NP -
NPVNP-
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Figure 6: States and store contents of a PDA accepting a right-branching 
English sentence. 
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porary memory than recognition of right-branching struc-
tures. 

These results, when combined with those of Yngve, sug-
gest that, while left-branching sentences (and languages) 
might be more demanding of temporary memory to pro-
duce, they are less demanding to recognise, and conversely, 
while right-branching sentences (and languages) might be 
less demanding to produce, they are more demanding of 
temporary memory to recognise. These conclusions con-
flict with the evidence that normal speakers of left- and 
right-branching languages produce and recognise the sen­
tences of their languages with equal facility. Hence, we 
must doubt the validity of the processing model and ques-
tion claims based upon it regarding the relative complexity 
of sentences (and languages) with different structures. 

Yngve did acknowIedge that the nature of the temporary 
memory of his device may have no valid basis in the struc-
ture of the human brain; however, in support of the last in -
first out functioning of the machine's memory, he claimed 
that this organisation was determined by the form of the 
constituent-structure rules according to which the grammar 
was represented. Since the constituent-structure of natural 
language is supported by empirical evidence (see Garrett, 
Bever & Fodor 1966; Fodor, Bever & Garrett 1974; John­
son 1965, 1966), the source of the conflicting results pre-
sented above would seem to reside with the rule-based rep-
resentation of the grammar and the implementations this 
representation determines. 

While rule-based constituent-structure grammars may 
well serve the purposes of syntactic analysis, the forego-
ing demonstration suggests that they likely do not provide 
an accurate reflection of the sentence processing mecha-
nisms employed by the brain. Hence, to obtain a realistic 
assessment of the relative processing demands of sentences 
(and languages) with different structures, a representation 
of constituent-structure grammar must be devised which is 
amenable to implementation by a plausible neural mecha-
nism. This representation and its implementation should 
then account for evidence that left- and right-branching 
sentences can be produced and recognised with essentially 
equal facility by the speakers of predominantly left- and 
right-branching languages, respectively, but that speakers 
of both classes of languages experience comparable dif-
ficulty in processing sentences with excessive constituent 
embedding. 

4 The nested combinatorial-states 
automaton 

A widely held belief in cognitive science is that the brain 
implements an abstract automaton and that Identification 
of a suitable class of automata is sufficient to at least de-
scribe, and perhaps explam mental properties and pro-
cesses. Chalmers (1996a, 1996b) contends that the conven-
tional Finite-State Automata (FSAs), with their monadic, 
structureless states, are inadequate to capture the com-

plex structure and interactions inherent in physical sys-
tems such as the brain. Furthermore, FSAs lack the con-
straints on their transitions necessary to restrict computa-
tions to the processes characteristic of mental activity. Con-
sequently, Chalmers introduced the Combinatorial-State 
Automaton (CSA)^, each state of which possesses a com-
plex internal structure that can be represented as a vector, 
< s i ,S2, . . . >,of substates, s j, each of which may assume 
finitely many different values. The inputs and outputs of 
the CSA also have a vector structure. 

Chalmers posits that a physical system such as the brain 
implements a CSA if the states of the physical system can 
be specified as vectors of substates and there exists a map-
ping of these substates onto the substates of the CSA such 
that, for every transition of the CSA, there is a transition of 
the physical system the initial and final states of which, to-
gether with the input and output, map to the corresponding 
states, and to the input and output, of the CSA. Chalmers 
suggests further that implementation conditions can be de-
rived for other computational systems, such as Turing ma-
chines for example, by translating them into the CSA for-
malism, and thereby imposing suitable constraints on their 
computations. He also argues that the implementation con­
ditions entailed by the fine-grained internal structure and 
the complex constraints on the transitions of CSAs pre-
clude the trivial computations to which FSAs are suscep-
tible while enabling a CSA to provide a suitable model of 
cognitive processes. 

We adopt the thesis that the language processing neu­
ral apparatus implements an automaton, and we propose 
that this machine can be regarded as consisting of two au­
tomata, one nested within the other. The "outer" machine 
is a Chalmers CSA, the states of which are composed of 
paths in the transition netvvork of the "inner," nested ma­
chine which we treat as a finite-state device. The two ma-
chines together constitute a Nested Combinatorial-States 
Automaton (NCA). 

The nested machine, the Nested Finite Automaton 
(NFA), reads the individual tokens of a putative sentence 
and performs lexical-level processing which results in ei-
ther acceptance, or rejection, of each separate token. If a 
token be rejected, the sentence is not accepted; however, 
should the token be accepted, the recognition path in the 
transition network of the NFA becomes the state of the 
CSA to vvhich that machine then moves. 

The CSA itself undertakes no input, although acceptance 
of a token read by the NFA is required in order that the CSA 
execute a transition. In addition to reading, the NFA yields 
output, and it is this output, together with that produced 
during acceptance of other tokens in the putative sentence, 
which determines whether or not the CSA will undergo a 

•'Chalmers proposed the CSA in response to Putnam (1988, p. 120-
125) who argued against the computational foundations of mind by shovv-
ing that every open physical system implements every finite automaton. 
Chalmers contends that the complex structure and fine-graining of the 
CSA enable it to be "tied" sufficiently closely (constrained) to the states, 
inputs, outputs, and transitions of a physical system that the "trivial com­
putations" demonstrated by Putnam are prohibited. 
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transition. 
The States of the NFA correspond to the syntactic cate­

gories of a phrase-structure grammar'*, and we propose that 
these categories can be associated with configurations re-
alised in the neural circuitry of the language processing re-
gions as the brain identifies lexical items according to their 
syntactic properties. Depending upon the particular for-
malism of the grammar, individual syntactic categories can 
be complex structures, or labels connoting complex struc-
tures, or simply denotational symbols (see Gazdar, et al. 
1985, p. 20); they nonetheless can be associated unam-
biguously with particular neural configurations, where the 
more complex structures potentially admit a more finely-
grained specification of the correspondencebetween neural 
configurations and machine states. 

We propose further that the transitions of the machine 
can be associated with neural pathways of the brain in such 
fashion that transitions executed by the NFA correspond 
to changes in the neural configurations which' occur in the 
course of recognising a token. Hence, following Chalmers 
(1996a, 1996b), we contend that, in principle, an imple­
mentation relation can be devised which maps neural con­
figurations into syntactic categories, and that this mapping 
associates changes in neural configuration with transitions 
of the automaton. The transitions of the NFA are governed 
by two principles which we conceive to be grounded in pro-
cesses undertaken by the brain as it recognises the individ­
ual tokens of a sentence, these principles being categorj 
affiliation and category inclusion. 

Category inclusion refiects processes undertaken by the 
neural system as it establishes the syntactic role a token 
might play within the sentence. Application of the cate-
gory inclusion principle by the NFA is initiated as it reads 
the token while moving from its initial state to a state corre-
sponding to the lexical category of the token. Then, in sub-
sequent transitions, the machine visits a sequence of one or 
more states corresponding to categories each of which in-
cludes the category of the preceding state as a constituent 
in the sense of a constituent-structure grammar. For ex-
ample, in reading the token 'ate,' the machine undergoes 
a transition from its initial state to a state which may be 
labelled ' V to identify a lexical verbal category. In the 
next transition, the machine moves to a state labelled 'VP,' 
a phrasal category containing the lexical category ' V as a 
constituent. The machine subsequently moves to a state 
labelled 'S,' a category of which 'VP' is a constituent. 
Hence, following recognition of the category of a lexical 
item, realisation of the category inclusion principle con-
sists of identifying the hierarchy of constituents containing 
the item. 

Application of the category affiliation principle is ef-
fected concurrently with the inclusion principle and reflects 
neural processing associated with licensing the syntactic 

''The model is not contingent upon any particular set of categories. For 
this presentation, we employ a small collection of generally recognisable, 
albeit not necessarily universally recognised categories; but, we are not 
vvedded to a particular repertoire of constituents. 

environment of a token. Neural configurations realised in 
processing the token include a valence for those preceding 
and succeeding configurations which are syntactically le-
gitimate. The implementation relation maps this valence 
into outputs produced by the automaton. Therefore, as 
it executes transitions, the NFA yields output specifying 
those categories that may precede and follovv a token in 
the sentence. For example, in accepting the token 'ate', 
as the machine moves between the states labelled ' V and 
'VP,' it yields output expressing affiliation for a following 
'NP' category, an oblique complement of the verbal cat-
egory. Then, in moving betvveen states 'VP' and 'S,' the 
machine expresses affiliation for a preceding 'NP,' a nom-
inative complement. Consequences of the affiliation prin­
ciple in this čase are that the verbal category token 'ate' 
v̂ fill be accepted only if it follovvs an 'NP'-labelled cate-
gory, and subsequent tokens will be accepted only if they 
are included in an'NP'-labelled category. 

The category inclusion and affiliation processing prin­
ciples have analogues in some contemporary natural lan­
guage grammar formalisms. Affiliation can be compared 
with subcategorisation, a formal device whereby such In­
formation as the complements of head categories is spec-
ified (see Gazdar, et al. 1985, pp. 31-35; Pollard & Sag 
1994, pp. 23-24, 33-34). In our model affiliation is also 
defined for non-head categories. Consequently, since it 
entails an order on categories, affiliation can be identified 
with a linear precedence relation, and the category inclu­
sion principle can then be identified vvith the dominance 
relation of generalised context-free phrase-structure revvrit-
ing rules vvherein the left-hand side category is said to dom-
inate right-hand side categories (see Gazdar, et al. 1985, 
pp. 44-50). 

Although a correspondence of machine transitions to 
context-free rewriting rules can be established (Section 
4.2), our model does not include explicit application of 
rewriting rules; it is our contention that the neural system 
does not employ such rules in the conventional sense. We 
assume instead that the grammar is encoded in neural path-
ways the architecture of vvhich is such that they function in 
the manner of the transitions of a finite automaton. 

Furthermore, we conceive that, in the course of its pro­
cessing sentences, the brain does not construct tree-like 
phrase markers such as those vvhich are generally employed 
in constituent-structure analyses. Rather, we posit that, as 
it receives tokens, the brain simply "categorises" them ac­
cording to a category inclusion principle and either accepts 
or rejects them on the basis of affiliation co-occurrence 
constraints. Thus, the sentence recognition process may 
be viewed as essentially "flat" or "linear:" ali processing 
occurs at what can been described as the "lexical level," 
with the analogue of structural analysis, consisting of the 
application of category inclusion and affiliation principles, 
being performed immediately as each token is received. 

Although the category affiliation principle applies dur-
ing recognition of individual tokens by the NFA, its effect 
is to impose constraints on the transitions permissible to 
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the CSA in which the NFA is nested. Hence, the conse-
quent category co-occurrence constraints apply also to the 
combined machine, the NCA, and determine the transitions 
admissible to it during acceptance, or rejection, of the pu-
tative sentence which is made up of the individual tokens. 

4.1 The nested finite automaton 
We begin our formal specification of the NCA with a de-
scription of the NFA, which we define in terms of a con-
ventional FSA, an ordered quintuple 

A=<Q,T,M,qo,H> 

where Q is a finite nonempty set of states; T is a finite 
vocabulary of input symbols\ M is a mapping, called the 
transition function, from Q y. T lo Q; qQ £ Q is the initial 
State; and, iJ C Q is a set of accepting states. (See R^vesz 
1983, p. 60.) 

To define an NFA, we introduce the follovving extensions 
to the FSA: 

- The elements of Q, with the exception of the initial 
State, qo, are identified vvith the syntactic categorj 
labels of a natural language phrase-structure gram-
mar^, and two nonempty sets QT, QC C Q are dis-
tinguished where the elements of QT correspond to 
the lexical categories of the tokens in T such that, for 
each t E.T, there exists a state qt G QT, and where el­
ements ofQc correspond to the constituent or phrasal 
categories of the grammar. The set Q' = QT U QC is 
introduced^ and Q = Q' U {qo}. 

- A further nonempty set P' C Q' oi output symbols is 
distinguished, and a special, null output symbol, de-
noted "o", is added to obtain the set P = P' L) {o} of 
output symbols. 

- The transition mapping M is defined to consist of the 
follovving relations: 

MT : {qo} XT^QT 

Mp^ :Q' -^P' X {o} X Qc 

Mp^ : Q' -)• {o} xP' xQc 

Mpo •• Q' ^ {o} X {o} X Qc 

such that M = M T U Mp^ U Mp^ U Mp^. Thus, the 
machine undergoes input transitions, represented by 
MT, and output transitions, of vvhich there are three 
varieties, represented by Mp^^, Mp^, and Mp^, and 
identified as left output, right output, and null out­
put moves, respectively. During an input transition. 

'The syntactic categories can constitute complex structures and the 
states of the machine may reflect this structure, although, in this presenta-
tion, we treat the states as corresponding to simple labels or atomic sym-
bols. 

*It can be the čase that QT<^QC = 0 , withthe elements O{QT treated 
as qualilatively distinct from the members of Qc- For present purposes 
we regard Qc, QT as not necessarily disjoint. 

the machine reads the i*'* token ti 6 T of a pu-
tative sentence while moving from the initial state, 
gro, to a state ql 6 QT- Such moves correspond to 
arcs < qo,ti,ql > in paths in the transition netvvork 
of the machine. Each subsequent transition is one 
of the three varieties of output move, Mp^, Mp^, 
and M Po, corresponding respectively to the transition 
netvvorkarcs < gj,pJ7\o,qr| >, < q'j,o,pi+^,qi >, 
eind<qj,o,o,ql >,wheregji^ e Qc,pir\ptt^ € P, 
and either 9̂  6 QT, or 5] e Qc, depending upon 
Nvhether or not the move immediately follows the ini­
tial input transition. The category inclusion principle 
also applies so that for any transition from gj to ql, 
the category labelled ql includes the category labelled 
gj as a constituent. 

- The set of accepting states, H C Qc. 

With the foregoing interpretations ascribed to Q, P, M, 
and H, an NFA is defined as an ordered sextuple 

A=<Q,T,P,M,qo,H> 

vvith T being a finite lexicon, and qo the initial state of the 
machine. 

Paths in the transition network of the NFA are con-
strained by conditions imposed on transitions by the cat-
egory affiliation principle. The constraining conditions are 
contingent upon the position, i, of a token and the length, 
n, of the putative sentence as follovvs: 

1. For i = 1, there are tvvo cases as follovvs: 

(a) If n > 1, there exists a right output are, and any 
arcs in the path betv̂ feen it and the input are are 
null output arcs. 

(b) If n = 1, the input are is follovved by null out­
put arcs, and there are no subsequent left or right 
output arcs. 

2. For 1 < i < n, there are tvvo conditions: 

(a) There exists an are < q^j,p'y^^,°, ql >, vvhich is 
the onIy left output are in the path, and there 
exists an are < gj, ^ °>P)>QI ^ >< which is the 
first right output are in the path for the token 
U-i, such that pjf ^ = gJ,~^ p} = g], and 
9 fc=9r^ ; ' and , 

(b) There exists a right output are in the path for to­
ken ti. 

3. For i = n > 1, 

(a) Condition 2(a) must be satisfied; and, 
(b) There are no right output arcs in the path. 

'Where states possess complex structure, equality is replaced by uni-
flcation to yield the follovving conditions: pj,~^ U glT^, P j U gj, and 
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A token is accepted, and the transition network path tra-
versed by the NFA is identified as an accepting path, just 
in čase the appropriate conditions above are satisfied, and 
the final state of the path is in H. 

4.2 The combinatorial-state automaton 
We adapt Chalmers' (1996a, 1996b) proposal to define a 
CSA with neither input nor output as an ordered quadruple 

Ac =< Q,M,qo,n > 

vvhere Q is a finite nonempty set of states each of vvhich 
consists of a vector, < ai,a2,... >, of substates, aj. M, 
the transition function, is a mapping from Q to Q; qo £ Q 
is the initial state; and, li C. Q is a set of accepting states. 

We then define an NCA as an ordered pair 

where A is an NFA and Ac is CSA such that 

- The elements of Q are just the accepting paths of A, 
and qo. 

- For qi G Q, with the machine processing a putative 
sentence of n tokens, and O < i < n, qi+i 6 Q and 
< qi, qi+i >& M just in čase A accepts token tj+i G 
T. 

- Forq„_i G Q,with the machine processing a putative 
sentence of n tokens, < q„_i,q„ >€ M, qn S 'H 
just in čase A accepts token tn £T. 

4.3 The equivalent grammar 
An NCA is equivalent to a context-free phrase-structure 
grammar in the sense that, given a context-free grammar 
G, it is possible to construct an NCA A such that L{A) = 
L{G), where L{A) denotes the language accepted by A 
and L{G) denotes the language generated by G. 

A context-free grammar is an ordered quadruple 

G=<VT,VN,S,R> 

vvhere Vr and V̂ r are vocabularies of terminal and nonter-
minal symbols, respectively, with Vx H V/v = 0; 5 € Viv is 
the root symbol of G; and, iž is a set of rewriting rules each 
element of vvhich has the form A -> a, vvhere AEVJ^ and 
Q G {VT U y)v)*, the closure of the union of the two vocab­
ularies. (SeeRevesz 1983, pp. 2-3.) We restrict members 
of R to the following forms: 

1. W ^ w, vvhere u) G VT and W eVj, C V^, with VL 
being a set of preterminal or lexical category symbols; 

2. X -> y , vvhere X,Y e VN\ and, 

3. X -> YZ, vvhere X,Y,Z EVN-

These restrictions yield a Chomsky normal form grammar 
(Chomsky 1959), but vvith the revision that we retain chain 
rules, X -^ Y, and vve distinguish the subset VL of preter-
minals. We identify such a grammar as a Revised Chomsky 
Normal Form grammar, GR. Given a context-free gram­
mar G, vve can devise a GR such that L{G) = L{GR); 
and hence, the foregoing constraints on the revvriting rules 
of GR do not limit generality of a demonstration^ of the 
equivalence of context-free grammars and NCAs. 

Since configurations of an NCA are determined by the 
nested finite automaton, vve construct an NFA such that 
T = VT, QT = {qw\W G VL}, QC = {qx\X G VN}, 
Q' = {qx\X G VN}, and Q = Q' U {qo} vvith H = 
{qx\X G (VN - VL)}, mdS e H identified vvith the final 
state of the last are in the accepting path for the last token 
in sentences a G L{GR), vvhile P' = {qx\X £ VN} and 
P = P' U {o}. Elements of the transition relation of the 
NFA are specified as follovvs: 

1. < qo,w,qw > e MT W ^iv e R; 

2. < qY, o, o,qx >G Mp^ <;=^ X -> Y e R; and, 

3. Both < qY,°,qz,qx >& Mp^ and 
< qz,qY,°,qx > e Mp^ <;=» X -^YZ eR. 

In the procedure to establish L{G) = L{GR), vve employ 
a bottom-up construction; that is, starting vvith a G Vj^, 
vve reduce it to S, provided a G L{GR), by a derivation 
method vvhich consists of applying the right-hand sides of 
the revvriting rules to the sentential forms and replacing 
the matched symbols vvith the left-hand sides of the rules. 
Further, vve employ a "dotted rules" strategy follovving 
the practice implemented in algorithms based upon well-
formed substring tables (Earley 1970, Kay 1980). Thus, 
during a derivation, a rule X -> YZ is applied if Y 
matches a symbol in the sentential form, but Z does not, 
and the result is recorded as X -> Y • Z. When a match 
is subsequently obtained for Z, the result X —> YZ- is 
recorded. This device enables us to accommodate the cor-
respondence of grammar rules of the form X —> YZ vvith 
the pair of machine transitions specified in 3., above. The 
correspondences in 1. and 2. are straightforvvard. 

ToshowthatI/(^) C L(Gii), vveassume that cr G L{A) 
so that there exists a sequence of transitions of A vvhich 
leaves the machine in an accepting state, that is, a path of 
A in Ti, the final state of vvhich is qs. That a G L{GR) 
can be demonstrated by starting vvith a and performing a 
bottom-up construction vvhich consists of matching the ap-
plication of an appropriate rule from R vvith each of the 
transitions executed by A. Matching of rules of the form 
W ^ w and X ^ Y vvith the corresponding transitions 
< qa,w,qw > and < qY,o,o,qx >, respectively, is di-
rect. When the machine undergoes a transition of the form 
< qY,°,qz,qx >. however, partial application of the cor­
responding rule X -> YZ must be undertaken, yielding 

T̂o simplify the demonstration, vve assume that G is A-free; that is, 
there are no rules of the form X -^ \mRso that L{G} does not include 
the null word, A. 

file:///mRso
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Input State Input State 

neko ga 
korosita 
nezumi ga 
tabeta 
tiizu wa 
kusatte-ita 

NP (o,VP) S 
VP (NP,o) S (o,NP) NP 
NP (S,o) NP (o,VP) S 
VP (NP,o) S (o,NP) NP 
NP (S,o) NP (o,VP) S 
VP (NP,o) S 

Figure 7: States of an NCA accepting a left-branching Japanese sentence. 

X ^ Y • Z. Since the definition of A requires that there 
be a complementary transition < qz,QY,°:<}x >. comple-
tion of the application of X -> YZ is guaranteed, yielding 
X —> YZ-. The foregoing procedure reduces a to S, es-
tablishing that a € L{GR), and hence, L{A) C L{GR). 

To show that L{GR) C L{A), we follow essentially the 
same procedure, save that vve assume a G L{Gn), so that 
there there exists a bottom-up construction which reduces 
a to 5, and during the process of this derivation, we match 
transitions of A with revvriting rules of GR as these are 
applied. The result of this procedure is the demonstration 
that a € L{A), and htnce, L (G R) C L{A). Thus, wehave 
LiGR) = LiA). 

5 Results and discussion 

Figure 7. records the states visited by an NCA (Nested 
Combinatorial-States Automaton) in the course of its ac­
cepting a left-branching Japanese sentence, the structure of 
which is illustrated in Figure 1. Each state is the path^ tra-
versed by the NFA (Nested Finite Automaton) as it recog-
nises a lexical item. In reading the item 'neko ga', the NFA 
moves from its initial state to a state labelled 'NP,' a transi­
tion corresponding to the are < qo, neko ga, NP>. During 
its next transition, the machine moves from the state 'NP' 
to one labelled 'S' corresponding to the are <NP, o, VP, 
S>. In the figure, the output is shown enclosed in paren-
theses, as '(o, VP),' betvveen the state labels. Since no affil-
iation is expressed for a category preceding 'neko ga', Con-
dition l(a) in Section4.1 is met, and with S & H, 'nekoga' 
is accepted. The NCA is consequently enabled to undergo 
a transition to the resulting state from its initial state. 

Output produced in accepting 'neko ga' licenses a 'VP'-
labelled category included in an 'S'-labelled category. The 
next token in the sentence, 'korosita', is identified as a ' VP' 
category item, and in the transition to the state labelled 'S,' 
corresponding to the are <VP, NP, o, S>, affiliation is ex-
pressed for a preceding 'NP' category included in an 'S' 
category. Hence, the licensing constraint and the category 
inclusion condition expressed during recognition of 'neko 

a cat 
killed 
a rat 
that 
ate 
cheese 
that 
was rotten 

NP (o,VP) S 
V (o,NP) VP (NP,o) S 
NP (o,S) NP (V,o) VP 
Relp (o,VP) S (NP,o) NP 
V (o,NP) VP (Relp,o) S 
NP (o,S) NP (V,o) VP 
Relp (o,VP) S (NP,o) NP 
VP (ReIp,o) S 

'Only the output arcs are recorded in the figure; however, the starting 
state of the first such are is labelled vvith the lexical category of the token 
read by the NFA during its initial transition. 

Figure 8: States of an NCA accepting a right-branching English sentence. 

ga' are met, and Condition 2(a) in Section 4.1 is satisfied. 
In the final transition, to the state labelled 'NP' and corre­
sponding to the are <S, o, NP, NP>, the machine yields 
output licensing a subsequent 'NP' category included in an 
'NP' category, and consequently, Condition 2(b) in Section 
4.1 is satisfied. With NP g H, 'korosita' is accepted, and 
the NCA moves to the resulting state. 

States and transitions of the NCA corresponding to the 
remaining tokens of the sentence can be analysed in a fash-
ion similar to that demonstrated for the initial two, but with 
the additional observation that the path for the final item, 
'kusatte-ita,' consisting of the one are <VP, NP, o, S>, 
includes no expression of affiliation for a subsequent cat-
egory. Hence, Condition 3(b) is satisfied, vvith the conse-
quence that the NCA arrives in an accepting state, and the 
sentence is accepted. 

An analysis analogous to that undertaken vvith Figure 7. 
can be presented for Figure 8. vvhich shovvs the states of an 
NCA as it accepts a right-branching English sentence, the 
structure of which is depicted in Figure 2. Comparison of 
the two figures reveals them to be alike in ali substantive 
respects, with at most marginal differences emerging upon 
closer examination. There is one are in those states asso-
ciated vvith recognition of the initial and final tokens, and 
two arcs in states associated vvith recognising the interven-
ing tokens, vvith the number of arcs being determined by 
the number of other lexical items vvhich are immediately 
adjacent to each token in the sentence. In the processing 
of an individual token, the state of the NCA includes an 
output are expressing affiliation for the preceding (or the 
follovving) category, thereby "linking" the token to the pre-
vious (or the next) one in the sentence. Further examination 
reveals that the right- and left-branching sentences differ 
only in that a right output are precedes a left output are as 
the machine recognises a right-branching structure, while 
the reverse is true as the machine accepts a left-branching 
structure, vvith a left output are preceding a right output are. 

It is evident that the states of the NCA consist of the 
same number of arcs at comparable stages of the process of 
accepting both the left- and the right-branching sentences. 
Hence, if the space resources consumed by the machine in 
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a recognition were measured in terms of the numbers of 
categories or arcs in the paths comprising its states, then 
it would appear on the basis of Figures 7. and 8. that the 
acceptance of left- and right-branching sentences requires 
equal amounts of storage. 

The NCA requires storage vvherein the nested machine, 
the NFA, records the arcs comprising its states. The se-
quence of categories in a stale of the NCA is a subset in the 
range of the implementation mapping which associates the 
categories with a collection of neural configurations. We 
consider that these configurations are likely spacially coin-
cident. Thus, while the automaton must consume storage 
space during a recognition, the language processing sys-
tem experiences a collection of concurrent neural config­
urations ali of which occupy essentially the same physical 
regions of the brain. To facilitate our presentation, we iden-
tify the need to maintain several contemporaneous config­
urations during the recognition of a lexical item as a space 
requirement of the neural system, and we measure its ex-
tent in terms of the number of arcs in the corresponding 
State of the automaton. 

We distinguish between the space used by an NCA dur­
ing a recognition, and its temporary memory capabilities. 
The NCA does not have an auxiliary memory device such 
as a push-down store, or other comparable structure such as 
that with which an Yngve mechanism is equipped. What-
ever temporary memory the machine does possess must re-
side within the arcs comprising its states. These are in­
stantiated as the NFA recognises the individual tokens of a 
sentence, and reflect ensembles of contemporaneous neural 
configurations. Since the temporary memory aspect of the 
neural system might be viewed as arising from the persis-
tence of these configurations during the processing of sev­
eral tokens, the memory of the NCA must be manifested as 
a persistence or retention of categories in the arcs of suc­
cessive states which are instantiated during recognition of 
successive tokens in a sentence. The retained arcs include 
expressions of affiliation for constituents vvhich are not ad-
jacent in the sentence.and therebylink constituents sepa-
rated by intervening categories. 

Examination of Figures 7. and 8. reveals that no arcs 
expressing affiliation for non-adjacent constituents are in­
stantiated in the states of the NCA during its acceptance 
of either the left-branching Japanese sentence of the right-
branching English sentence. Hence, we may infer that the 
machine requires no temporary memory in either čase. It 
is clear, therefore, that the substantially greater demand on 
temporary memory, which many have inferred from Yn-
gve's (1960) results should be required to process left-
branching sentences, is not realised in the čase of the NCA. 
Nor is significant memory entailed in the recognition right-
branching sentences, as one might conclude from the re­
sults obtained with a push-down automaton which we pre-
sented in our analysis of Yngve's (1960) model. 

The functioning of the temporary storage mechanisms 
of the NCA becomes evident upon examination of the be-
haviour of the machine during the process of its accept-

(a) S (b) S 
/ \ / \ 

NP VP NP VP 
/ \ \ / \ \ 

NP S NP S 
/ / \ / / \ 

NP VP NP VP 
/ \ / \ \ 

NP S 
/ / \ 

(C) S NP VP 
/ \ / \ 

NP VP 
/ / \ 

NP V 
/ \ \ 

S NP 
/ \ \ 

NP VP 
/ / \ 

PP V 
/ \ 

Figure 9: Backbone structures of sentences with embedded relative 
clauses: (a) single clause in a subject NP; (b) two such clauses; 
and (c) single clause in an object NP. 

ing sentences with embedded constituents. Comparisons 
involving different levels of embedding also fumish an in­
strument with which to measure relative extents of the tem-
porary memory and storage entailed in processing such 
structures. This information can then be employed to iden-
tify and estimate the limitations which must be imposed 
upon the resources of the automaton in order that they be 
consonant with the capabilities of the language processing 
components of the brain. More importantly, information of 
this nature can be employed to illuminate the mechanisms 
and functioning of the pertinent neural systems. 

In Figure 9. we illustrate the backbone structures of 
typical sentences with embedded relative clauses. Figure 
9(a) shows the skeleton of a sentence with a single rela­
tive clause which is attached as a constituent of a subject 
NP, while (b) depicts a second level of embedding of this 
nature. Such constructs are commonly encountered in En­
glish. Figure 9(c) shows a relative clause modifying an ob­
ject NP, a structure characteristic of SOV languages such 
as Japanese. 

The sentence 'a cat the dog chased ran' is one of the 
simplest with a structure such as that depicted in Figure 
9(a). In this instance, the embedded relative clause, 'the 
dog chased,' is included in the subject NP and modifies the 
subject, 'a cat,' of the matrix clause 'a cat ran.' The states 
of an NCA accepting this sentence are shown in Figure 10. 

In recognising the initial item, 'a cat,' the nested compo-
nent of the NCA executes transitions corresponding to the 
two arcs, <NP, o. S, NP> and <NP, o, VP, S>, whereby 
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Input 

a cat 
the dog 
chased 
ran 

State 

AfP(o,S)NP(o,VP)S 
NP (o,VP) S {NP,o) NP (o, VP) S 
VP (NP,o) S {NP,o) NP (o, VP) S 
VP (NP,o) S 

Figure 10: States of an NCA accepting an English sentence with an em­
bedded relative clause. 

two subsequent categories, labelled 'S' and 'VP,' respec-
tively, are licensed, with the VP (shown in sans-serif bold 
in the figure) being the predicate phrase, 'ran,' of the ma-
trix clause, and S being the embedded relative clause, 'the 
dog chased.' During its recognition of the second item, 'the 
dog,' the machine undergoes transitions corresponding to 
three arcs. The first of these, <NP, o, VP, S>, licenses 
a follovving 'VP'-labeIled category, the predicate phrase, 
'chased,' of the embedded clause. The second are, <S, 
NP, o, NP>, ineludes an affiliation for a preceding 'NP'-
labelled category (identified with italics in the figure), the 
subjeet phrase, 'a cat,' of the matrix clause, and conse-
quently, satisfies the licensing constraint expressed when 
that item was recognised. The third and last are in the 
path, <NP, o, VP, S>, expresses affiliation for a subse-
quent 'VP'-labelled category (sans-serif bold in the figure), 
the predicate phrase of the matrix clause, eonsisting of the 
item 'ran.' It is in this are, which earries the licensing of the 
matrix predicate phrase over the embedded relative clause, 
that one aspeet of the temporary memory resource of the 
NCA is manifested. 

During its recognition of the next token, 'chased,' the 
machine undertakes moves represented by three arcs, the 
first of which, <VP, NP, o, S>, ineludes the expression 
of affiliation for a preceding 'NP'-labelled eategory, the 
subjeet phrase, 'the dog,' of the relative clause. The sec­
ond transition, represented in the are <S, NP, o, NP>, ex-
presses affiliation for another preceding 'NP'-labelled cat-
egory (italics in the figure), the subjeet phrase of the matrix 
clause. The linking effected by this affiliation, hovvever, 
has already been accomplished, and henee, the are serves 
no purpose in the recognition beyond preserving the cat-
egory inclusion hierarchy of the token. It is this function 
which nonetheless reveals a second element in the tempo-
rary memory eapability of an NCA: maintenance of struc-
tural relationships such as, in this instance, the embedded 
nature of the relative clause in the constituent strueture of 
the sentence. 

The third and final transition in the recognition of the 
token 'chased' eorresponds to the are <NP, o, VP, S>, 
which has been identified already as storing the licensing 
constraint whieh is necessary to link the subjeet and pred­
icate phrases of the matrix clause during processing of the 
embedded clause. This link is completed when the final 

token of the sentence, 'ran,' is recognised. The machine 
exeeutes a transition corresponding to the are <VP, NP, 
o, S>, expressing affiliation for a preceding 'NP'-labelled 
category, the subjeet phrase of the matrix clause. The li­
censing constraint expressed in the "stored" are <NP, o, 
VP, S> is thereby satisfied. 

In processing this sentence, the automaton initially 
reeognises the subjeet of the matrix clause, 'a cat,' with-
out "foreknowledge" that there exits a modifying relative 
clause. Henee, it instantiates the one are, <NP, o, VP, S>, 
licensing an immediately follovving verb phrase. On en-
countering another noun phrase, however, rather than the 
"anticipated" verb phrase, the machine backs up and re-
analyses the initial noun phrase. It instantiates an are, <NP, 
o, S, NP>, licensing the relative clause, and effectively in-
serts it before the are <NP, o, VP, S>, which then must 
be retained because it licenses the verb phrase that must 
follovv the intervening embedded clause. When the ma­
chine returns to process the second noun phrase, 'the dog,' 
subjeet of the relative clause, it instantiates the three arcs 
shown in Figure 10. The second of these, <S, NP, o, NP>, 
completes the link of the relative clause to the subjeet noun 
phrase of the matrix clause. This are is then retained during 
processing of the subsequent verb phrase, 'chased,' to pre-
serve position of the embedded clause relative to the ma-
trix in the constituent hierarehy. Processing from this point 
on is condueted in a straightforvvard, deterministic fashion, 
yielding acceptance of the sentence as the verb phrase li­
censed by the are <NP, o, VP, S> is recognised in the final 
lexical item, 'ran.' 

The foregoing analysis suggests that the NCA possesses 
temporary memory resources which are manifested in two 
forms, one assoeiated with each of the two processing prin-
ciples identified in the definition of the machine, namely, 
the eategory affiliation and category inclusion principles. 
The latter yields an aspeet of temporary memory devoted to 
preserving the category inclusion hierarehy which is neces-
sary to maintain structural relationships within a sentence. 
The former is assoeiated with that element of the memory 
required to conneet fragments of constituents which are in-
terrupted by other, intervening constituents sueh as embed­
ded clauses. 

Thus, an NCA does not possess a peripheral storage de­
vice, sueh as a push-down store, or other memory facility 
of this nature. Rather, temporary memory eapacity is ac-
eommodated as an aspeet of the arehitecture it employs to 
reeognise individual lexieal items and lieense their syntae-
tie environment. Consequently, the memory function is re-
alised in the adaptation of this arehitecture to the licensing 
of non-adjacent constituents. 

Few listeners experienee significant difficulty accepting 
such construets as are realised in sentences with a single 
embedded relative clause. Henee, we may confidentiy con-
elude that neither the space nor the memory resources con-
sumed by the NCA exeeed those available to the language 
processing regions of the brain. In this example, the ab-
senee of relativisers, sueh as 'that' in 'a cat that the dog 
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Input 

a cat 
the dog 

Mary 

owned 

chased 
ran 

State 

AfP(o,S)NP(o,VP)S 
NP (o,S) NP- (o, VP) S {NP,o) 

NP(o,VP)S 
NP (o,VP) S iNP,o) NP (0, VP) 

S(A^/',o)NP(o,VP)S 
VP (NP,o) S (A^P,o) NP (o, VP) 

S(AfP,o)NP(o,VP)S 
VP (NP,o) S iNP,o) NP (0, VP) S 
VP (NP,o) S 

Figure 11: States of an NCA accepting an English sentence with two lev-
els of clause embedding. 

chased ran,' would appear to exert minimal influence on 
processing facility. Regardless whether or not relativis-
ers are present, Hsteners do exhibit substantial difficulty in 
processing a sentence such as 'a cat the dog Mary owned 
chased ran,' which includes two embedded relative clauses, 
and hence, possesses the backbone structure depicted in 
Figure 9(b). The states experienced by an NCA in the 
course of its accepting this sentence are recorded in Fig­
ure 11. 

During recognition of the initial item, 'a cat,' the ma-
chine identifies the are <NP, o, VP, S>, licensing the pred-
icate verb phrase (sans-serif bold in the figure) correspond-
ing to the last token, 'ran,' of the sentence. This are must 
now be stored and "carried forvvard" over both of the two 
relative clauses in order that the sentence be accepted. With 
recognition of the second item, 'the dog,' which is the first 
in the first embedded clause, another such are is identi-
fied licensing the verb phrase (sans-serif bold in the fig­
ure) 'chased,' and this one must be carried forward over 
the second relative clause. Thus, while it is processing the 
second embedded clause, the machine is effectively stor-
ing two elements in that aspect of its memory operation 
which is associated with the category affiliation processing 
principle. Also, with the recognition of the second token, 
'owned,' of the second relative clause, the machine is em-
ploying the memory function associated with the category 
inclusion principle to store two arcs of the form <S, NP, o, 
NP>, whose purpose has "expired" following completion 
of their function to link each relative clause to the NP cat-
egory it modifies (identified with italics in the figure). Fi-
nally, during its processing of the second embedded clause, 
'Mary owned' the two states of the NCA each consist of 
five output arcs. 

The difficulty Hsteners experience recognising this sen­
tence likely can be attributed to its exceeding the temporary 
memory capacity of the language processing system; how-
ever, before examining the memory demands of such sen-
tences, we first assess their processing space requirements. 
It seems probable that there are limits on the analogue of 

space in the language processing mechanism of the brain 
and that these limits will affect its ability to recognise sen-
tences. Hence, we might speculate that the difficulty of sen-
tences such as the example in Figure 11. stems from lim-
itations on the number of contemporaneous configurations 
that the neural system can maintain during the processing 
of individual lexical items. The implementation mapping 
associates these neural configurations with the categories 
comprising the arcs instantiated in the states of an NCA. 
Thus, it would appear that the resources of the automa-
ton, as evidenced in its employing up to five arcs while 
recognising lexical items in the example, exceed an upper 
bound on neural capabilities. This bound must correspond 
to at least three arcs, hovvever, because that is the maximum 
number in the states of an NCA recognising sentences with 
a single embedded relative clause, which Hsteners normally 
exhibit minimal problems accepting. 

Imposition of a bound on the space resources of an NCA 
such that its states may consist of at most four output arcs 
causes the machine to fail to accept the English sentence 'a 
cat the dog Mary owned chased ran.' The fifth are, which 
would be instantiated in the state of the machine as it at-
tempted to recognise 'Mary,' subject of the second embed­
ded clause, could not be accommodated. Consequently, the 
affiliation this are expresses, which licenses the verb phrase 
'ran' of the matrix clause, would be lost. In effect, the sub­
ject noun phrase cannot be linked with the verb phrase, and 
hence, the sentence cannot be recognised. This processing 
fault would then be manifested as a violation of the cate-
gory affiliation principle, and likely be experienced as such 
by the Hstener, notvi'ithstanding the failure is precipitated 
by a limit on the number of configurations vvhich the neu­
ral system can maintain concurrently. 

That a bound corresponding to four arcs might be rea-
sonable is supported by the success Japanese Hsteners ev­
idence in accepting sentences such as 'John ga Mary ga 
syoonen ni kaita tegami o yonda' ('John read the letter 
Mary wrote to the boy') with the backbone structure de­
picted in Figure 9(c). The single embedded relative clause, 
'Mary ga syoonen ni kaita' ('Mary boy to wrote'), is at-
tached to the predicate noun phrase, 'tegami o' ('letter'), 
of the matrix clause 'John ga tegami o yonda' ('John letter 
read'). States of an NCA accepting this sentence are shovvn 
in Figure 12. 

In its processing of the relative clause, the machine re-
quires states consisting of four output arcs. In the recog­
nition path for the subject NP of the relative clause, 'Mary 
ga,' the fourth and last are, <VP, NP, o, S>, links the sub­
ject NP, 'John ga,' of the matrix clause to its predicate. This 
link is not required during the processing of subsequent 
tokens; however, the second and third arcs, <S, o, NP, 
NP> and <NP, o, V, VP>, respectively, must be carried 
forward during processing of the predicate phrase, 'syoo-
nen ni kaita,' of the relative clause. (Labels of the licensed 
categories, NP and V, are shovvn in sans-serif bold in the 
figure.) They become the third and fourth arcs during the 
recognition of these items. The are <S, o, NP, NP> is 
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Input State 

John ga 
Mary ga 

sjoonen ni 

kaita 

tegami o 
yonda 

NP (o,VP) S 
A'P(o,VP)S(o,NP)NP(o,V) 

VP (NP,o) S 
PP(o,V)VP(A'/',o)S(o,NP) 

NP(o,V)VP 
V (PP,o) VP {NP,o) S (o, |\1P) 

NP(o,V)VP 
NP(S,o)NP(o,V)VP 
V (NP,o) VP 

Figure 12: States of an NCA accepting a Japanese sentence with an em-
bedded relative clause. 

necessary to link the relative clause to the predicate phrase 
NP, 'tegami o,' it modifies in the matrix clause, and the are 
<NP, o. V, VP> links the predicate phrase NP of the ma-
trix clause to its verb, 'yonda.' Furthermore, the second 
are, <VP, NP, o, S>, instantiated during the recognition of 
'syoonen ni' to link the subject NP (italics in the figure) 
to the predicate VP of the relative clause, must be carried 
into the state realised during the recognition of the verbal 
category item 'kaita.' 

Processing of the verbal item requires four arcs, with one 
of these devoted to preserving a category inclusion rela-
tion, and two of them employed to store category affiliation 
for non-adjacent categories. The remaining are of the four 
is needed to connect adjacent categories. Since listeners 
experience minimal difficulty accepting this sentence, it is 
evident that the language processing system must be capa-
ble of sustaining simultaneously the configurations which 
map into the categories represented in up to four output 
arcs in the states of the automaton. While not establishing 
an upper bound, this demonstration does confirm that the 
language processing system requires the analogue of space 
during a recognition, and provides some indication of its 
extent. 

We now return to the issue of temporary memory re-
quirements. The temporary memory of the automaton is 
realised as the retention of arcs in its states which preserve 
category inclusion hierarchies and maintain affiliations for 
non-adjacent constituents during the processing of inter-
vening categories. We assume that the temporary memory 
of the language processing system takes the form of neu­
ral configurations which persist during the recognition of 
several lexical items. The implementation mapping asso-
ciates these configurations with categories comprising the 
arcs retained by the automaton. We conjecture that recog­
nition difficulties can be attributed to the inability of the 
language processing system to sustain those neural config­
urations. They decay, the category affiliation and inclusion 
relations they express are lost, and consequently, the sen­
tence cannot be accepted. 

In accepting the Japanese sentence with one embed-
ded relative clause, the machine retains up to three output 
arcs. One of these preserves a category inclusion relation 
vvhich persists during the recognition of just one other item. 
The other two arcs express affiliations for subsequent con­
stituents. The first-instantiated of these must be retained 
during the processing of three intervening items before the 
category it licenses is identified, and the second is retained 
as tvvo subsequent items are recognised before its affili­
ation is satisfied. While processing the English sentence 
with tvvo embedded clauses, the machine must retain up to 
four arcs. Tvvo of these maintain category affiliations, the 
first-instantiated of vvhich must be retained as four inter­
vening items are recognised before the category it licenses 
is encountered. The second of these arcs licenses a cate-
gory vvhich is separated by three items. Of the tvvo arcs 
vvhich preserve inclusion relations, one is sustained during 
the processing of three subsequent items, and the other is 
retained as one further item is recognised. 

In order that listeners accept these sentences, neural con­
figurations corresponding to the arcs vvhich have been iden­
tified must be sustained throughout the course of process­
ing the utterance. The greater difficulty of the English sen­
tence might therefore be attributed to the relatively longer 
durations over vvhich neural configurations must persist 
to achieve recognition. One might infer that these con­
figurations possess a limited lifetime. Hence, attenuation 
of the configurations mapping into the are instantiated in 
recognising the subject of the matrix clause, 'a cat,' vvhich 
must be retained during the processing of four intervening 
items, vvouldjeopardise licensing of the matrix clause verb 
phrase, 'ran.' Listeners vvould experience this situation as a 
confusion regarding where the final verb might be attached 
in the structure already processed. Extinction of the con-
figuration vvould precipitate their failure to recognise the 
sentence. 

These circumstances could be modelled in the automa­
ton by incorporating the condition that an are be removed if 
the category it licenses is not encountered after a specified 
number of items have been processed. Evidence provided 
by the Japanese sentence with one embedded clause sug-
gests a lifetime corresponding to three intervening items. 

Other explanations for the difficulty of sentences with 
tvvo embedded clauses are possible. For example, neu­
ral configurations licensing categories not yet encountered, 
such as the verb phrase of the matrix clause, might per­
sist, albeit with much attenuated strength, vvhile config­
urations expressing affiliations vvhich have already been 
satisfied might decay more rapidly. These configurations 
correspond to arcs vvhich are instantiated to attach relative 
clauses to the noun phrases they modify. Once this link-
ing has been effected, the configurations might evaporate 
during the processing of later lexical items, entailing loss 
of the structural Information relating an embedded clause 
to its matrix. Hence, although configurations licensing 
the matrix verb phrase might persist, Information regarding 
vvhere they must be applied is lost. Listeners vvould experi-
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ence a "which goes with what" quandary as they are unable 
to associate the subject noun phrases with the appropriate 
verbs. 

We speculate that the attenuation of configurations may 
in fact be hastened by memory management strategies 
which could have evolved to enable the language process­
ing system to optimise its resources. Such strategies could 
well include the re-use of those resources employed in the 
recognition of a lexical item and which experience has 
taught would likely not be required in processing subse-
quent items. In other words, some configurations might 
not decay; they could actually be extinguished, Iikely with 
a lag corresponding to the processing of one or two sub-
sequent items to ensure that the information the configura­
tions contain is indeed not required. While normally suc-
cessful, application of this heuristic during the processing 
of sentences with two embedded clauses could precipitate 
problems. This explanation is supported.by the evidence 
that listeners can learn to process successfully particular in-
stances of sentences with two embedded clauses, suggest-
ing that the automatic application of the heuristic can be 
suspended and the necessary configurations retained. 

Implementation of this heuristic into the operations of 
the automaton could entail elimination of any are express-
ing an affiliation which has already been satisfied follow-
ing the recognition of two subsequent lexical items. Ac­
ceptance of the English and Japanese sentences with one 
relative clause would not be endangered because category 
inclusion arcs need not be retained beyond the processing 
of one additional item. In the čase of the English sentence 
with two embedded clauses, however, application of this 
strategy would see elimination of the are <S, NP, o, NP>, 
instantiated during recognition of the item 'the dog,' but 
which must be propagated forvvard over three subsequent 
items into the state of the automaton realised in its recog­
nition of 'chased.' Since this are preserves inclusion of the 
subordinate clause in the matrix clause, its loss removes 
information required to process the sentence successfully. 

In order to reflect capabilities of the neural system, and 
reproduce the difficulties listeners exhibit in their process­
ing of embedded structures, constraints must by applied 
to this memory function. Imposition of any limit on its 
resources, however, yields a machine which is no longer 
equivalent to a context-free grammar. The device becomes 
a variety of finite machine such as those introduced by 
Pereira & Wright (1991), Pulman (1986), and Tugwell 
(1995). Like these devices, a constrained NCA accepts 
only those sentences 'with space complexity which does 
not exceed the capacity of the human language processing 
mechanism. 

The foregoing observations do not enable us to estab-
lish incontrovertible bounds on the temporary memory and 
space resources of an NCA. Nor is it likely, given human 
variability, that universally applicable limitations can be 
determined, although one would hope that further inves-
tigation will permit estimation of ranges for such bounds. 
Preliminary investigation does suggest, however, that the 

operations of an NCA constitute a credible model for the 
mechanisms of the temporary memory and storage func-
tions of the language processing systems of the brain; 
and hence, we conjecture that estimated ranges for the re­
sources of the automaton will reflect actual bounds on the 
capabilities of the neural system. 

6 Conclusions 
Examination of the operations undertaken by the automa­
ton we have introduced reveals that the recognition of left-
branching structures entails no greater temporary memory 
and space capacity than the acceptance of right-branching 
structures: they in fact require entirely comparable pro­
cessing resources, consistent with evidence provided by the 
speakers of left- and right-branching languages. Speakers 
of both classes of language, hov̂ fever, experience compara­
ble degrees of difficulty in recognising sentences with em­
bedded relative clauses. Analysis of the operation of an 
NCA accepting such sentences illuminates the source of 
the problem as being attributable to their demands on tem-
porary memory, and perhaps on the analogue of processing 
space in the neural system. 

The automaton we have devised, and the analyses 
we have undertaken employing it, are based upon the 
constituent-structure model of natural language. While the 
details and appropriate implementation of this model are 
the subject of active enquiry and debate, the psychological 
reality of structural constituents is supported by empirical 
evidence. Our implementation of the constituent-structure 
model of natural language, however, is adapted to pro­
cessing rather than analysis, and consequently is somewhat 
at variance with more conventional applications directed 
principally toward grammatical description. This approach 
is concordant with the philosophy espoused by Shieber 
(1988) that the exigencies of processing must supervene 
the notations and "notions" of analytical formalisms'^. 

We contend that the organisation and functioning of an 
NCA are more nearly consonant with the architecture of the 
brain and the mechanisms it exploits to process language. 
Our adaptation of the CSA might not be in complete ac-
cord with Chalmers' (1996a, 1996b) purposes; however, to 
the extent that the automaton might afford a faithful reflec-
tion of neural mechanisms, we maintain that a variant of 
the CSA such as we have devised comprises a potent con-
ceptual instrument for the investigation of human language 
processing systems. 
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It is apparent that developing dynamic models of business processes prior to their radical change could 
increase the success of BPR projects. This paper investigates a suitability ofIDEF diagrams and Petri 
Nets for modelling business processes. Information modelling and simulation modelling are discussed 
from the business process re-engineering perspective. Examples of business process modelling using 
IDEF diagrams and Petri nets are presented. The suitability of these two graphical methods for 
business process modelling is discussed, and a comparison of usage of these two methods for BPR is 
provided. 

1 Introduction 
In order to survive in a competitive economic 
environment, many organisations need to continuous]y 
improve their business processes. This can be facilitated 
by using various methods and tools for business process 
modelling, so that any changes to business processes can 
be tested on models. Business Process Re-engineering 
(BPR) has become one of the most popular topics in 
organisational management creating new ways of doing 
business (Tumay, 1995). This management concept 
relates to the radical redesign of business processes in 
order to achieve more efficient, higher quality and more 
competitive production (Hammer and Champy, 1993). It 
is also a method of improving the operation and therefore 
the performance of organisations, enabling analysing and 
altering the business processes of the organisation as a 
vvhole (Kovacic and Vintar, 1998). 
An important initial activity for BPR projects is to 
acquire descriptions of the relevant business systems and 
to develop "AS-IS" model of the company's processes. 
"AS-IS" model (model of current business processes) 
provides BPR participants with the information needed to 
decide what to change, how to change and what will be 
the result of the change. The next phase is the 
development of "TO-BE" models that represent both 
existing and alternative processes. These models must be 

validated and tested before the implementation. They can 
be used to predict characteristics that cannot be directly 
measured and to predict economic and performance date 
that otherwise would be expensive or impossible to 
acquire. 

Growing interesi amongst academic and industrial 
communities in organizational change and business 
process re-engineering has resulted in a multitude of 
approaches, methodologies, and techniques to support 
these design efforts (Wastell et al., 1994), (Harrison and 
Pratt, 1993). Kettinger et al (1997) conducted an 
empirical review of existing methodologies, tools, and 
techniques for business process change and developed a 
reference framework to assist positioning of tools and 
techniques that help in re-engineering strategy, people, 
management, structure, and technology dimensions of 
business processes. 

Different methods are used for analysis and/or modelling 
of business processes such as: IDEF diagrams, Activity 
Based Costing Method (ABC), Total Quality 
Management (TQM), benchmarking, simulation and 
Workflow analysis. Some of the frequently mentioned 
problems related to BPR include the inability to 
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accurately predict the outcome of a radical change, 
difficulty in capturing existing processes in a structured 
way, shortage of creativity in process redesign, the level 
of costs incurred by implementing the new process, or 
inability to recognise the dynamic nature of the 
processes. 

This paper investigates the suitability of IDEF diagrams 
and Petri nets for business process modelling. A 
discussion on business processes related issues and an 
overview of business process modelling methods are 
presented. IDEF diagrams and Petri nets are described 
and compared according to their usage criteria and their 
basic elements. An example of business process 
modelling using both methods is provided, and the 
suitability of this method for modelling business 
processes is investigated. It is shown that these two 
methods are complementary and can be combined and 
jointly used as a powerfuI tools to support the BPR 
project. 

The paper is structured as follows. Following a 
discussion on Information system and simulation 
modelling, the basic principles of IDEF diagrams and 
Petri nets are presented. Examples of business process 
modelling using IDEF diagrams and Petri nets are further 
provided. These methods were compared and their 
suitability for business process modelling is discussed. 
Conclusions outline the main findings of this research. 

2 Information system modelling and 
simulation modelling as a support 
for BPR 

Business processes can be defined as a series of logically 
connected activities that use the company's resources. 
Davenport and Short (1990) defined a process as "a 
structured, measured set of activities designed to produce 
a specified output for a particular customer or maricet. It 
implies a strong emphasis on how work is done vvithin an 
organization. There are numerous other definitions of 
business processes available in the literature (Hlupic and 
Robinson, 1998). Some common elements can be 
identified in a majority of definitions. These elements 
relate to the process itself (usually described as 
transformation of input, work flow, or a set of activities), 
process input, and process output, usually related to 
creating value for a customer, or achieving a specific goal 
(Paul e/a/., 1998). 

One of the important methods in the implementation of 
BPR is Information system modelling. The other is 
simulation modelling that is process-oriented, and thus 
fits naturally with the BPR concept. These two methods 
are discussed in the subsequent sections. 

2.1 Information system modelling and 
BPR 

Awareness of IT capabilities should influence the design 
of business processes. In addition to investing in 
Information technology, a new type of Information 
systems models should be designed. The structure of 
Information system model could be divided into the static 
and the dynamic part. The static structure of the model 
consists of flinctions, human and other resources, while 
the dynamic part consists of data, processes and events. 
The dynamic structure of Information systems demands 
the implementation of process-oriented methods and 
tools. 

Process models are often developed by graphical 
softvvare tools that show business processes, activities 
and participants with flow diagrams and process charts. A 
disadvantage of these tools is that they are unable to 
perform process analysis. Process modelling tools must 
be able to show interconnections between the processes 
and to conduct a decomposition of the processes. These 
tools must help users to conduct "what-if' analysis and to 
identify and map nonvalue steps, costs, and process 
performance (bottleneck analysis). They should be able 
to develop "AS-IS" and "TO-BE" models of business 
processes. 

The ability to support these requirements makes IDEF 
methods and tools valuable in BPR. IDEF methods and 
tools use visual models that facilitate the quantitative 
analysis of proposed changes to processes to achieve the 
highest performance at the lowest costs (deWitee and 
Pourteau, 1997). 

2.2 Simulation modelling and BPR 
Simulation has an important role in modelling and 
analyzing the activities in introducing BPR since it 
enables quantitative estimations on influence of the 
redesigned process on system performances (Bhaskar et 
al., 1994). Recent development in simulation softvvare 
made simulation particularly suitable to use in BPR (Van 
Ackere et al., 1993). A re-engineering business process 
involves changes in people, processes and technology. As 
these changes happen over time, simulation appears to be 
a suitable process modelling method. Simulation is often 
called a technique of last resort because it is used when 
the system to be modelled is too complex for analytical 
models (Oakshot, 1997). The interaction of people with 
processes and technology results in an infinite number of 
possible scenarios and outcomes that are not possible to 
predict and evaluate using widely popular static process 
modelling methods. Kettinger et al. (1997) mention 
simulation as one of the modelling methods in their 
survey on business process modelling methods. 

Reasons for introducing simulation modelling into 
process modelling can be summarized as follows: 
• simulation enables modelling of process dynamics. 
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• influence of random variables on process 
development can be investigated, 

• anticipation of reengineering effects can be specified 
in a quantitative way, 

• process visualization and animation are provided, 
• communication betvveen clients and analyst is 

facilitated by simulation models. 
Modem simulation software tools are able to model 
dynamics of the processes and show it visually, which 
then can enhance generating the creative ideas on how to 
redesign the existing business processes. Modern 
simulation softvvare includes graphic user interface (GUI) 
that enables process animation and graphical disp]ay of 
simulation results. 

One of the methods that could be used for modelling 
business processes is Petri nets. This method, described 
in more detail in Section 4, can allow a graphical 
representation of the dynamics and structure of business 
processes. The following section describes business 
process modeling method related to IDEF diagrams. 

3 Business process modelling using 
IDEF diagrams 

IDEF (Integrated Definition) diagrams, based on SADT 
(Structured Analysis and Design) diagrams, were 
introduced in 1981 as an integrated part of Integrated 
Computer-Aided Manufacturing (ICAM) project (Marca 
and Gowan, 1988). There are numerous IDEF methods, 
but two of them serve as the basis for simulation models: 
IDEFO method that focuses on activities modelling and 
IDEF3 method that accomplishes process description and 
can be used to rapidly generate discrete-event simulation 
model specifications (Mayer et al., 1998). 

3.1 IDEFO diagrams 
IDEFO is a modelling technique used frequently in 
Computer Integrated Manufacturing systems analysis to 
get a good understanding of the system before BPR 
begins (Withers et al., 1993). IDEFO model in the 
rectangle represents the activity (Figure 1). The left 
arrows in the rectangle display inputs, whilst the right 
arrovvs display outputs. The top arrows show constrains 
(controis) that start or stop ali activities, and the bottom 
arrows display the resources (mechanisms) that 
participate in converting inputs into outputs. 

3.2 IDEF3 diagrams 
IDEF3 diagram is a process-flow modelling method 
describing how activities work together to form a process 
(deWitte and Pourteau, 1997; Mayer et al, 1998). IDEF3 
diagram identifies the behavior of the system. It builds 
structured descriptions about "vvhat" a system actually 
does and "how" activities work together to form a 
process. There are two description modes: Process Flow 
Diagram and Object State Transition Network. 

An IDEF3 process flow describes a process and the 
relations that exist betvveen processes. The activities of 
the process appear as labeled boxes. The term for 
elements represented by boxes (activities, processes, 
events, operations, procedure) is a Unit Of Behavior 
(UOB). The boxes are connected by arrovvs that define 
the logical flows. The arrovvs are the same as in IDEFO 
diagrams, but there are no bottom arrovvs (mechanisms). 
There are aiso the smaller boxes that define logic 
junctions: AND (&), OR (O), and exclusive OR (X). 
Logic junctions could present asynchronous or 
synchronous behavior among UOBs (they present inputs 
that proceed and outputs that follovv the UOB). Each 
UOB can be decomposed and can be associated vvith a 
description of the objects and their relations, called 
elaboration. 

The Object State Transition Netvvork summarizes ali the 
transitions an object may undergo throughout a particular 
process that is very useful for simulation modelling. 

CONTROLS 

INPUTS 

11 

01 
v 

ORDER 
^PROCESSING 

Al 

Ml 

OUTPUTS 

01 

~ 

MECHANISMS 
Figure 1: IDEFO diagram 

4 Simulation modelling and Petri 
Nets 

Petri nets are a method vvhich enables graphical 
modelling of system behavior simultaneously enabling 
introduction of mathematical formal rules for system 
behavior definition (Tom, 1985; Yao, 1994; Obervveis 
and Sanger, 1992). This method can be used for 
modelling of any system vvhere the regulation of object 
and data flovv is Important. Petri nets are one of the most 
used methods in modelling of parallel dynamic systems 
because of their characteristics: simplicity, representation 
povver comprising concurrency, synchronization and 
resource sharing, strong ability of their mathematical 
analysis and application of softvvare tools (Kamper, 1989; 
Thomas, 1993; David and Alla, 1994; Ceric, 1995; Dietz 
and Barjis, 2000). 

The example of standardized Petri nets are Discrete 
Event Simulation nets or DES-nets (Ceric, 1995). DES-
nets incorporate some simulation graphs extensions 
already mentioned such as arcs vvith vveight, timed 
transitions and inhibitor arcs. DES-nets incorporate also 
additional extensions, such as three types of decision 
rules. Priority rules assign priorities to ali output 
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transitions (lower priority value means higher priority). 
ProbabiIity rules assign probabilities to ali output 
transitions (the sum of probabilities is equal to 1). 
Conditional rules provide a condition to be evaluated at 
the moment of decision making. DES-nets use the 
follovving elements of coloured Petri nets: token colours, 
token colours sets, plače vvith inscription (coloured 
plače), are with inscription (coloured are) and transition 
vvith a guard. 

5 An example of business process 
modeling using IDEF diagrams 
and Petri nets 

In order to demonstrate the suitability of IDEF diagrams 
(IDEFO and IDEF3) and Petri nets (DES-nets) for 
business process modelling, an example of modelling 
selling processes using those methods is provided. 
IDEFO diagram in Figure 2 shows the highest hierarchical 
level of a simple selling process model. This example 
was chosen because of its simplicity enables an easier 
comparison of the two methods, where the emphasis is on 
demonstration the use of Petri nets and IDEF diagrams 
for business process modelling rather than to model 
examples of complex real-life processes. Selling process 

is divided into three elementary basic activities: 
processing the order, dispatch of goods and invoicing. 

Order is the input data for the "processing order" activity. 
The sales department is involved in this activity and the 
control mechanism is used to compare the quantity of 
ordered goods with the quantity on stock. Output data is 
the order for dispatching goods. The order is at the same 
tirne input data for the "dispatch of goods" activity. In the 
dispatch activity vvarehouse staff takes part in and the 
control of the dispatched goods takes plače (comparison 
of ordered and actually dispatched goods). Output data 
are: the goods delivered to the customer, a copy of the 
accounts dispatch list which initiates the invoicing and a 
copy of dispatch list to the customer. In the "invoicing" 
activity participates the account clerk, who at the same 
tirne settles the dispatch list and makes the priče 
calculation. Output data is the invoice to the customer. 
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Invoicing 
department 

Goods for 
customer 

Invoice to 
customer 

03 

022 

Figure 2: IDEFO diagram of the simple selling process 

IDEF3 diagram shovvn in Figure 3 is used for detailed 
representation of the "order processing" activity. It 
represents the decomposition of Al UOB. The 
"processing order" activity consists of several activities. 
The first one is the "request for ordered articles". It 
represents a comparison of the ordered quantities with the 
level of inventory that can result in three exclusive 
activities. These activities are connected with the 

preceding activity Al by logic junction JI (asynchronous, 
exclusive OR). This junction means that the preceding 
activity Al must complete first, before exactly one of the 
follovving activities will start. If the ordered quantity is 
available, the order is confirmed (A 11) and the order for 
dispatching goods is created (A14). If there is less than 
ordered quantity, the order will be corrected and accepted 
(A 12) and then two activities will start simultaneously: 
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A14 and A15 (the information about correction is sentto 
the customer). It is shown by the asynchronous AND 
junction (aH preceding processes must complete and ali 

foUovving processes will start). If there are no goods in 
stock, the order is cancelled (Al 3) and the information 
about cancellation is send to the customer (A 16). 

REQUEST FOR 
ORDERED 
GOODS 

A10 I 

•NO GOODS 
IN STOCK" CANCELLATION 

INFORMATION 
SENDING 

"LESS THEN 
ORDERED 
GUANTITV" 
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ORDER 
CORRECTION 
& ACCEPTION 

A12 1 

& 
J2 

ORDER FOR 
DISPATCHING 
GOODS 
CREATION 

A14 I 

CORRECTION 
INFORMATION 
SENOING 

A15 
Figure 3: IDEF3 process flow diagram of the "order processing" activity 

Entities (objects) and their states are explicitly shown by 
Object State Transition Network. Object states are 
represented by circles and object state transition arcs are 
represented by the lines connecting the objects. Figure 4 
presents ali the states of the "order" entity in the "order 
processing" activity. The order can be received, 
cancelled, accepted or accepted with the correction. 
Certain conditions must be fiilfilled, or certain events 
must happen before the object state is changed. Between 

the "received order" state and the "accepted order" state 
the "request for ordered goods" must be finished. It is the 
entry condition that needs to be met before an object can 
transition from one to the another state. The exit 
condition characterizes the event under which an object 
transitions out of a state. The "accepted" order can 
become "the order for dispatching goods" if the event of 
its creation is finished. 

UOB/ 
ORDER FOR 
DISPATCHING 
GOODS CREATION 

Figure 4: The example of "order" Object State Transition Netvvork diagram 

Application of simulation modelling requires defining the 
follovving elements: resource capacities, the tirne duration 
of activities, rules and probability of activities occurring, 
and the dynamic of entities coming into the system. 
Figure 5 shows DES-nets developed for the previously 
defined scenario of the simple selling process. 
The arrival of orders is generated. Orders arrive every t, 
minutes (the value of the number tt is generated by a 

random number generator). After the arrival occurs, one 
token is again deposited back to the "outside" plače and 
another one to the "orders waiting" plače. There are two 
conditions which must be fulfiUed to initiate the "order 
processing" transition: (a) at least one token in the 
"orders waiting" plače and (b) at least one token in the 
"salesman ready" plače (initially there are 5 salesmen). 
The "order processing" transition fires and after to 
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minutes one token of type (N,K) is deposited in the 
"ready for control" plače. 

type S in the "vvarehouseman ready" plače and (c) at least 
one token of type V in the "forklift truck ieady" plače. 

Depending on the probability rule it fires one of the 
transitions: "order acceptation", "order correction and 
acceptation" or "order cancellation". If the "order 
cancellation" transition fires, the salesman becomes free. 
In the other two cases one token of type K is deposited in 
the "salesman ready" plače, vvhile one token of type (N) 
participates in the "dispatch order creation" transition. 
After the firing of this transition one token is deposited in 
the "waiting for dispatch" plače. The "goods dispatch" 
transition fires if there is: (a) at least one token of type 
(N) in the "vvaiting for dispatch" plače, (b) two tokens of 

This transition is finished after tf minutes and then two 
tokens of type S are deposited to the "vvarehouseman 
ready" plače, one token of type V moves to the "forklift 
truck free" plače, one token of type N (representing the 
order, the copy of the dispatch list and the goods) leaves 
the system, vvhile one token of type D (representing the 
dispatch list) is deposited to the "vvaiting for invoicing" 
plače. If there is a free accounts clerk (at least one token 
of type A in the "accounts clerk ready" plače) the 
"invoicing" transition fires that completes the process. 

WAREHOUSEMAN 
READY 

ACCOUNTS 
CLARK READY 

Figure 5: DES-net of the simple selling process 

6 A comparison of IDEF diagrams 
and Petri nets 

In this research IDEF diagrams vvere selected and 
proposed because: 

they are used widely, especially for business process 
analysis and modelling (Pinci and Shapiro, 1993), 
they represent the only standard modelling and 
analysis methods for enterprise engineering (deWitte 
and Pourteau, 1997, Tatsiopoulos et al., 1999), 
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IDEF diagrams support particular reengineering activities 
such as simulation modelling and information system 
modelling (Gladvvin and Tumay, 1994). IDEF diagrams 
provide a mechanism for analyzing and documenting 
processes. They are designed to model decisions, actions 
and activities of an organization or a system. IDEF 
modelling is a very effective tool for communication 
betvveen the analyst and the participants of the processes. 
IDEF diagrams explicitly show activities. Entities are 
shown with the data flow, whilst resources are presented 
implicitly, throughout the mechanisms. They can not 
represent ali the elements important for simulation 
modelling, such as queues, random behavior and process 
dynamics, but could provide the basic elements for 
simulation model development. Only two IDEF diagrams 
are presented in the paper: IDEFO and IDEF3. Due to 
their similarities, but also the differences, they could be 
conveniently used together. 

IDEFO diagrams support the following functions: 
• identifying basic elements of the process, 
• identifying core processes, .j. 
• enabling hierarchical representation of system 

structure, 
• helping focus attention on what happens in an 

organization. 
IDEF3 diagrams accomplish the follovving: 
• describing how process work, 
• providing hierarchical representation and 

decomposition of the model, 
• facilitating Top-down and Bottom-up modelling, 
• providing both: "process-centered" and "object-

centered" perspective. 

• managing timing and decislon logic of the process 
that is important for simulation modelling. 

The example presented in Figure 5 shows that Petri nets 
are fairly simple since they use a limited number of 
symbols, but have large povver of representation of 
system complexities. They can use hierarchical structures 
(each of the activities can be represented as a detailed 
simulation graph). Petri nets present activities and events 
by transitions while entities and resources are shown by 
tokens. There is a special symbol representing the queue, 
whilst control mechanisms are included by using 
conditions for transitions firing. 

Petri nets are in particular well-suited for systems in 
which communication, synchronization and resource 
sharing are important since they have povverful abilities 
for representation of system dynamics: entity arrivals 
dynamics, availability of resources, interdependencies of 
resources, start and termination of activities, queuing 
time, number of entities in queue, conditions for events 
firing and other control mechanisms. These 
characteristics of Petri nets accomplish the typical goals 
of BPR to increase service level, reduce total process 
cycle.time and waiting time, reduce activity, resources 
and inventory costs, increase throughput. 

Petri nets are "cost-effective" methods of exploring 
"what-if' scenarios quickly and fmding an optimum 
solution to a problem because they are supported by a 
number of software tools that enable graphical 
representation of the systems by the executable models. 
The presented modelling methods are compared in order 
to show their similarities and differences. Table 1 shovvs 
the comparison of IDEF diagrams and Petri nets. 

Usage criteria 
Simplicity 

Povver of representation of 
system complexities 
Hierarchical structure 
Formalism 

Standardization 

Software 

IDEF diagrams 
Very simple, but not available 
for very complex models 
Not very large 

Possible 
Not existing, or very 
(elaboration) 
Existing, very strong 

Numerous 

small 

Petri nets ••• 
Fairly simple, even for complex 
models 
Very large 

Possible 
Existing strong formalism 

Lot of versions, lack of 
standardization 
Numerous 

Table 1: A comparison of IDEF diagrams and Petri nets according to their usage criteria 

The most important advantages of IDEF diagrams are the 
simplicity and the standardization that is very important 
for the communication between the analysts and the 
users. Petri nets have following advantages: very large 
power of representation of system complexities and 
strong formalism. 

Petri nets are supported by a number of software tools 
that enable graphical representation of the system by the 

executable models, such as: Alpha/Sim (ALPHATECH, 
Inc.), Design/CPN (MetaSoftware Corp.), MOBY 
(Department of Computer Science, University of 
Oldenburg), XsimNet (Department of Computer Science, 
Abo Akademi) and many others (DAIMI, 2000). There 
are numerous software tools for both methods, but there 
is also a possibility of automatic translation of Petri nets 
into IDEF diagrams. This possibility is widely used in 
business process modelling, especially in information 
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system modelling (Pinci and Shapiro, 1991; Pinci and 
Shapiro, 1993). Some of the software tools for translation 
of Petri nets into IDEF diagrams are: Design/IDEF, 
Design/CPN, WorkFlow Analyser and WITNESS model 
(Pinci and Shapiro, 1991; Shapiro, 1994; Christensen et 
al., 1997). IDEF3 based descriptions are used to 

automatically generate W1TNESS simulation code in the 
target language using ProSim (Painter et al., 1996). 

IDEF diagrams and Petri nets can also be compared 
according to their basic elements, as shovvn in Table 2. 

Elements 
Process 

Activity 
Entity 

Resource 

Queue 
Start and termination 
of processes 

Event 

Control mechanisms 

Process dynamics 
and behavior 

IDEFO diagrams 
Ves (connections of activity 
models in a network) 
Ves (box) 
Ves, implicitly (data flow 
through activity network) 

Ves (bottom arrow) 

No 
No 

No 

Ves (top arrow) 

No 

IDEF3 diagrams 
Ves (connections of activity 
models in a network) 
Ves (box) 
Ves, implicitly (data flow 
through activity netvvork and 
elaboration description) 
Ves (bottom arrow and 
elaboration) 
No 
No 

Implicate (state transition arcs 
in OST network) 
Ves (top arrow and logic 
junction) 
Ves but not completely 
(temporal relation links and 
junctions) 

Petri nets 
Ves 

Ves (transition) 
Ves (tokens) 

Ves (tokens) 

Ves (places) 
Special symbols are not 
used, process starts when 
the conditions are flilfilled 
Ves (firing of transitions 
and tokens in places) 
Ves (conditions, rules, are 
guards and inscriptions) 
Ves, completely 

Table 2: Comparison of IDEFO, IDEF3 and Petri nets elements 

According to the comparison of IDEF diagrams we can 
conclude that IDEF3 diagrams are more powerftil method 
with the basic elements for simulation modelling. IDEFO 
diagrams show what happens in the model (activities, 
entities, resources and controls), but 1DEF3 diagrams 
show how it happens (by junctions, precedence or 
temporal relation links, object states and state transition 
arcs in Object State Transition network). 

IDEF3 diagrams also capture detailed description and 
some elements of formalization in elaboration. 

Petri nets are more powerflil methods for simulation 
modelling because they capture ali the elements 
important for process dynamics and system behavior 
presentation, like: firing conditions, entities arrival 
conditions, probability rules, random variables and 
queues. 

Graphical symbols of IDEF diagrams can be translated 
into appropriate symbols for Petri nets (Table 3). 

IDEFO diagrams 
Action 
Link or are 
Text description of entities 

Resources 
Control mechanism 

-

-

IDEF3 diagrams 
Action 
Link or are 
Text description of entities, description in 
elaboration 
Resources 
Control mechanism, logic junction, 
precedence links 
Object States 
State transitions arcs in OSTN diagram 

-

Petri nets 
Transition 
Are 
Tokens 

Tokens 
Firing conditions, rules. 

Tokens in places 
Firing transitions rules 
Queues 

are inscriptions 

Table 3: Translation of IDEF diagrams symbols in Petri nets symbols 
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Activities represented by rectangles (boxes) in IDEF 
diagrams can be represented as transitions in Petri nets. 
Links in IDEF diagrams are transformed into a 
combination of places and arcs in Petri nets. Text 
descriptioii of entities participating in the process shown 
in IDEF diagrams, can be represented as tolcens (token 
classes) in Petri nets. 

A decomposition of an IDEF diagram can be represented 
as transition in Petri nets. Junction boxes in IDEF3 
diagrams become transition rules in Petri nets, whilst 
entity states in Object State Transition Network become 
places in Petri nets. State transition arcs in IDEF3 
diagrams become events in Petri nets. Dynamics, 
concurrent processes and the impact of random variables 
are not captured by IDEF diagrams. On the other hand, 
Petri nets are able to represent these concepts by arcs 
inscriptions and transition rules. 

7 Conclusions 
This paper has demonstrated the usability of IDEF 
diagrams and Petri Nets for modelling business 
processes. A comparison of these methods was also 
provided. 

Multiple methods exist for BPR, but usually several 
different methods are used to perform more usefiil and 
efficient process modelling. Such an approach can 
support BPR projects and increase the chance for their 
success. This research reveals that IDEF diagrams and 
Petri Nets complement each other and that they should be 
used simultaneously for business processes modelling. 
The more extensive use of business process modelling 
could reduce the risks of changes. This should result in 
increase in the rate of success of BPR and other change 
management related projects. 
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Data anaiysis like Data Mining is getting more and more important every day because the organizations 
want to get tbeir competitive advantage. Splines are piecewise polynomial functions that are used for the 
analysis by some Data Mining tools. Except that, they are widely used in CAGD applications for designing. 
The article presents the object model of splines that is independent ofthe concrete application but can serve 
as the basis for any application which ušes splines and reduces the gap among such applications and their 
incompatibility. It was modeled by object-oriented modeling language UML. We also propose how to save 
splines in an ODMG compliant database. The prototype ofa system was developed in Java and is presented 
in the article as well. 

1 Introduction 
Nowdays every organization has to consider data as an im­
portant resource if they want to be successful in every day 
more competitive world. This is the main reason for the 
growing use of data analysis tools such as OLAP (On-Line 
Analytical Processing) or Data Mining (Koutsoukis, Mi-
tra, Lucas, 1999). One of the methods that Data Mining 
tools use for discovering connection among large amounts 
of data is the approximation or the regression. In this 
čase the user gets the connection among the variables in 
the form of mathematical functions and the prediction of 
values of input variables in the points where they aren't 
known. The development in the field of mathematics and 
statistics proved that piecevvise polynomial functions called 
splines served the best for the purpose of approximation or 
regression (De Boor, 1978), (Friedman, 1991), (Eubank, 
1999), (Pagan, Ullah, 1999). The example of Data Mining 
tool that ušes splines is called MARS (Salford Systems) -
Multivariate Adaptive Regression Splines. 

Another area where splines are widely used is Computer 
Aided Geometric Design (CAGD) where splines are used 
for designing. Designing with splines began in France and 
USA in 1960s because of the needs in car and aviation in-
dustry (Farin, 1997). 

Splines are briefly introduced in section 2. The reader 
who is not familiar with the terms can read more about the 
splines in the extensive literature that is referred to at the 
References. 

In the field of using splines, the problem lies in the gap 
among different applications that use splines. Since they 

do not use the common object model, their compatibility 
may be difficult. Our proposed solution is the use of the 
object model that is independent of the concrete applica­
tion, DBMS and programming language, and can serve as 
the basis for each application that use splines. The object 
model of the splines was developed by the authors with the 
well-known Unified Modeling Language - UML (Booch, 
Rumbaugh, Jacobson, 1999) and is described in section 3. 

The article also describes a solution for storing splines 
in a way that guarantees the maximum possible portabil-
ity among different applications that use splines (section 
4). The solution is based on the common object model. 
ODMG standard (Cattell et al., 2000) is used for the pur­
pose of storing the produced objects. The prototype of such 
application was developed in the promising programming 
language Java as well and is described in section 5. 

2 Splines 
Polynomials have been widely used for the interpolation 
and approximation because it is rather simple to calculate 
their coefficients. But by increasing the number of points 
to be interpolated or approximated it is not always possi­
ble to find satisfying interpolation or approximation within 
the class of polynomials. Polynomials of a higher degree 
can have oscillations (Schumaker, 1993), which means that 
some other class of functions had to be introduced. Splines 
are such class of functions. They are piecewise polynomial 
functions that are smooth in the joint points. Spline can 
be expressed as sequence of polynomial function, one for 
each polynomial segment, or as a special form of spline like 
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B-spline or Bezier curve (de Boor, 1978), (Farin, 1997), 
(Schumaker, 1993). 

The splines used by Data Mining tools usually belong 
to the first group, since in most cases they are expressed 
as a sequence of polynomials that are smooth in the joint 
points. Figure 1 shows an example of the cubic spline that 
consists of two polynomial segments and is smooth in the 
jointpointa; = 1: 

2x^ - 3x^ + 3a; - 1; 
a; < 1 
X > I 

Figure 1: Cubic spline 

B-splines are used for the special representation of poly-
nomial splines that have additional advantages such as bet-
ter numerical stability (Schumaker, 1993). They can be de-
fined in several ways. Probably the easiest way to define 
them is the recursive formula 

5a(x) = {J: ti <. X < tj+i 
otherwise 

X t j 

ti+k-l — ti 
Bi,k-i{x) + 

+ -. : Bi+i,k-i{x), 
H+k t i+1 

where t — (t i)^'o* is the no decreasing sequence of real 
numbers called the vertices and 

X Zi 

ti+k-1 — t. 
•Bi^k-i{x) 

and 

-5i+i,fc_i(a;) 
ti+k — ti+1 

is consideredas O when ti+k-i —ti = O or ti+k—ti+i = 0. 

B-spline of order k Bi^k{x) is a polynomial of order k 
that bas an important property: 

Bi,kix) > O, whenx e [ti,ti+k], 

Bi^k{x) > O, whsnx e {ti,ti+k), 

Bi,kix) = O, whenx ^ [ti, ti+k]. 

The reason for introducing B-splines is the definition 
of B-spline function and B-spline curve. The first one is 
mostly used for the approximation or interpolation and the 
second for designing. 

B-spline function of order k with the sequence of ver­
tices t = (ti)^!^'' is every linear combination of B-splines 
of order A;, that is 

/ ( ^ ) = ^(^iBiA^), 
i=0 

vvhere ai, i = 0 , 1 , . . . , m are real numbers. Several al-
gorithms for interpolation or approximation v/ith B-spline 
functions are known (De Boor, 1978), (Eubank, 1999). 

B-spline curve is expressed parametrically with (Farin, 
1997) 

- B-splines of order A;, 

- the sequence of vertices t = (tj)^!^'' and 

- the control points Vb, V i , . . . , Vm, vvhere each point 
has X and y koordinate: 

Vi = {xi,yi). 

Figure 2 shows the cubic B-spline curve (order 4) with 
control points Vb, 1/i, V2, V3, V4, V5 = Vb and vertices 
ta = - 1 , i i = O, t2 = 1, ^3 = 2, i4 = 3, ts = 4, 
te = 5, tr = 6, tg = 7, tg = 8. The control polygon is the 
broken line that connects the control points. It is drawn in 
the figure too. 

B-spline curve actually consists of two B-spline func­
tions, one for each coordinate. By adding another coordi-
nate we get B-spline surfaces that are also used for design­
ing. 

It is important to notice that B-splines, B-spline func­
tions and B-spline curves are very convenient to be pro-
cessed by computers since very little data have to be stored 
for their reproduction. One of their main advantages is that 
changing one segment only makes influence on the seg­
ments that are close to it. 

Bezier curves are most widely applied in CAGD tools 
but they are actually the special form of B-spline curves. 
They were introduced in 1960s by Bezier and De Casteljau 
but they are named after Bezier while De Casteljau's work 
has not been published. They are defined as 

n 

Bn[Vo,Vi,...,Vn;a,b;t] = J2ViB^t), a<t<b, 
i=0 



THE OBJECT MODEL OF SPLINES Informatica 25 (2001) 135-142 137 

Figure 2: B-spline curve and its control polygon 

where 

n\ ft-a)'(b-^)"-
ij ( 6 - a ) " 

a<t<b, 

i = 0,1,... ,n 

are Bernsteins polynomials of degree n and points 
Vo,Vi,... jVn^TC control points. 

Designing with B-spline curves or Bezier curves (Farin, 
1997) is very easy. The control polygon mimics the curve 
since the curve is close to the polygon. If a control point is 
moved the curve segments close to it move too. Every op-
eration such as rotating, moving or changing the size of the 
curve can be done by performing it on the control polygon 
and by redrawing the curve. In čase a desired designing 
could not be done by moving existing control points, ad-
ditional control points can be introduced. This process is 
called subdivision (Farin, 1997). 

There are several other classes of spline functions that 
are described in (Farin, 1997) and (Schumaker, 1993). 
Other interesting properties of splines are described there 
as well. 

3 The object model of the system 
Standard language for object-oriented modeling UML has 
been used for the development of the model, since it is 
possible to map from a model in the UML to an object-
oriented programming language such as Java or C++, or 
even to tables in a relational database or the persistent store 
of an object-oriented database (Booch, Rumbaugh, Jacob-
son, 1999). The developed model which is described bel-
low can serve as the basis for any application that ušes 
splines because it is independent of the programming lan­
guage and the application. Only the parts of the system that 
are independent of the concrete application have been mod­
eled, because any object model can be easily extended with 
the parts that are specific for the application. The model is 
divided into four packages. If an application needs only 
a specific kind of splines then onIy one or more packages 
have to be employed. It is important to point out that in 
the object model not only data but also the operations on 
splines are modeled. 

We used several diagrams for modeling the system. The 
behavior of the system was modeled with the use čase di­

agram and some sequence diagrams. Figure 3 shov/s the 
use čase diagram of the system. As it is evident from 
the figure we have two kinds of users ( R e s e a r c h e r and 
Des igne r ) that are presented as actors. The first one is 
in interaction with the use čase A p p r o x i m a t i o n w i t h 
s p l i n e s a n d I n t e r p o l a t i o n w i t h s p l i n e s , but 
the second one is in interaction with the use čase 
D e s i g n i n g w i t h s p l i n e s . Ali the mentioned use 
cases include the use čase Sav ing s p l i n e and the 
third one includes Changing shape of s p l i n e and 
C r e a t e s p l i n e . 

: Desioner B-spline curve 

move the control point 
->\ D 

insert new vertices 
->! D 

L 

L 

- ^ 

rotate 
- > i 

change size 
^ n 

Figure 4: Sequence diagram for B-spline curve 

We have modeled use čase Changing s h a p e of 
s p l i n e with sequence diagram. It is shown in Figure 4 
for the B-spline curve. Similar diagram can be drawn for 
the Bezier curve. 

The structure of the system was modeled vvith class di­
agrams. A type of certain parameters has been chosen but 
the rest are left to the phase of more detailed modeling or 
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Approximation with splinfe^^^i^j^gg^^ 

Researcher «lncludes» 

Inlerpolation wilh splines / V Saving spline 

«lncludes^> 

Changing shape of spline 

Designer Designing with splines^^iJ^g^Kl^^ 

Creating spline 

Figure 3: Use čase diagram of the system 

Figure 5: Main class diagram of the system 

implementation. The messages captured in sequence dia-
grams are very important since they helped us to determine 
the operations of the classes. Figure 5 shows the main class 
diagram of the system that is divided into four packages. 

Package B a s i c captures classes that form the 
basis for ali other classes such as Po lynomia l , 
I n t e r v a l and P o i n t . As evident from Fig­
ure 6, which shovvs the main class diagram of the 
package, ali the modeled classes have constructor 
c r e a t e () and destructor d e l e t e ( ) . Classes have also 
other attributes and operations that are self-describing. 
Classes L i n e a r F u i i c t i o n , Q u a d r a t i c F u n c t i o n 
and C u b i c F u n c t i o n are modeled specially because 
they represent the most widely used classes of functions 
for the approximation or interpolation. They inherit ali at­
tributes and operations from class Po lynomia l but some 
of them are overridden since they can be implemented dif-
ferently. 

The package called Po lyno in ia l s p l i n e s consists 
of the classes needed to represent piecewise polynomial 
functions or polynomial splines. The central class of the 
package is called P i e c e w i s e P o l y n o m i a l F u n c t i o n 
but we have also modeled some other classes that ali inherit 
attributes and operations from this class. The class diagram 
and details about attributes and operations are evident from 

Figure 7. Ali classes in the package are collections of poly-
nomials where collection can be a list, an array or of some 
other type. The best way of implementing operations is 
to call the methods of the corresponding polynomial seg-
ments. Attribute c o n t i n u i t y A t J o i n t P o i n t s repre-
sents a degree of continuity at every joint point (-1 stands 
for uncontinues function, O for continues, 1 for first deriva-
tive being continues, etc). Other classes in the package 
inherit everything from the main class but some attributes 
are different. Similar as for polynomials some operations 
can be implemented differently. In čase one's objective is 
to implement some special algorithms for approximation or 
interpolation with splines, one can simply introduce a new 
class to the system that inherits attributes and operations 
from modeled classes and have some additional attributes 
and operations. 

Package B - s p l i n e s consists of classes that model B-
splines, B-spline functions and B-spline curves. The rela-
tionships of the classes are shown in Figure 8. The mean-
ing of most attributes and operations is obvious but some 
of them need comments. Many operations of the class 
B-Curve are derived from translating the messages from 
the sequence diagram to corresponding operations. Op-
eration m o v e C o n t r o l P o i n t ( ) , for example, serves to 
moving some control point of the curve to some other lo-
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Point 

*create() 
Odelete() 
*draw() 
*move() 

Polynomial 
^degree: short 
ocoefficients: Collection 

*create() 
Odelete() 
*draw() 
*derivative() 
*integral() 
*zeros() 
*valueAtPoint(x) 

71 

Interval 
<;lower6ound 
.»upperBound 

^create() 
*delete() 

LinearFunction 
a degree: short = 1 

*zeros() 
*derivative() 
*integral() 

OuadraticFunction 
<? degree: short = 2 

*zeros() 
*derivative() 
•^integrali) 

CubicFunction 
0 degree: short = 3 

*zeros() 
*derivative() 
*integral() 

Figure 6: Class diagram of the package Basic 

cation. In that čase, a part of the curve has to be redrawn. 
The classes are connected with the relationship aggrega-
tion. New classes that inherit from the modeled classes can 
be simply added to the package. 

Package B e z i e r c u r v e s is very similar to the pack­
age B - s p l i n e s and is described in (Indihar Štemberger, 
2000), where many other details about the model are also 
described. 

It is very important to understand that the described 
model is independent of the purpose of using splines. It 
can serve as the basis of the system where splines are used 
for approximation or interpolation and of the system for de-
signing with splines as well, because it is a common domi-
nator of every such system. 

4 Storing splines 

In modern Information systems we have to deal with com-
plex objects. Classical relational DBMS are not the appro-
priate solution for storing such objects. The development 
in this field has gone further with the concepts of object 
or object-relational databases. The concept of the database 
has been extended to the point that it includes the execu-
tion of the processes as well (Domanjko, Heričko, Rozman, 
1997). Therefore ono does not need to distinguish between 
applications and databases anymore. 

The idea is to store splines in object-oriented database. 
Namely, they have already been used for storing splines 
produced by CAD applications (Cattell, 1994), but not in 
connection with Data Mining applications. 

The fact is that there is no general agreement in the lit­
erature (Cattell, 1994), (Kim, 1995), (Khoshafian, 1995) 
about the definition of the object-oriented database. We un­
derstand the object-oriented database as the combination of 
object-orientation and database capabilities. It implies that 

the so-called "true" object-oriented databases and object-
relational databases both belong to that category. 

The ODMG standard (Cattell et al., 2000) was used to 
store splines. The standard is independent of the program-
ming language and the DBMS. It can be used for storing 
objects in "true" object-oriented database and with special 
mappings, which map objects into relations, to the rela­
tional database as well. 

By the ODMG standard the schema of object-oriented 
database can be vvritten in one of the programming lan-
guages that have the ODMG mapping (C++, Smalltalk and 
Java) or in independent language ODL (Object Definition 
Language). Class diagrams from section 3 can be con-
verted to ODL. Figure 9 shovvs the example of such schema 
for the classes from Figure 7. 

The use of ODMG standard ensures the portability 
among different supported programming languages and 
also among different DBMS. 

5 Prototype 
The prototype of the system has been developed as 
well. We used Java programming language aiid the Poet 
ODBMS. The user interface of the prototype is presented 
in Figure 10. A user can enter the points he wants to ap-
proximate by a cubic spline simply by clicking the mouse. 
The approximation is obtained by algorithm described in 
(Eubank, 1999). The produced cubic spline corresponds 
to the class P i e c e w i s e C u b i c F u n c t i o n in the model. 
Actually it is the ancestor of that class since it has addi-
tional operation called a p p r o x i m a t e {) which serves to 
obtaining the approximation to the given data. The spline 
can be stored in the database and the stored splines can be 
retrieved from the database. 

One has to mention again that ODMG standard can be 
used for "true" object-oriented DBMS like the one we used 
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PiecewisePolynomialFunction 
OnumberOfSegments: short 
^degree: short 
<?segments: Collection(Polynomial) 
<jjointPoins: Collection 
<pcontinuityAtJointPoints: Collection(short) 

*create() 
*clelete() 
*draw() 
*derivative() 
*integral() 
*zeros() 
*valueAtPoint(x) 

Z 
PiecevviseLinearFunction 

<j degree: short = 1 
<? segments: Collection(LinearFunction) 

*zeros() 
^derivative() 
*integral() 

PiecevviseCubicFunction 
<? degree: short = 3 
0 segments: Collection(CubicFunction) 

*zeros() 
*derivative() 
*integral() 

PiecewiseQuadraticFunction 
<>degree: short = 2 
<^segments: ColIection(QuadraticFunction) 

*zeros() 
^derivative() 
*integral() 

Figure 7: Class diagram of the package Polynomial sp l ines 

and also with the special mapping (Java Blend for example) 
for the relational DBMS. 

6 Conclusion 
We believe that the presented model can serve as a com-
mon dominator of a system that ušes splines. Each appli-
cation of that kind can be based on it and extended with 
additional classes. We are shure that the choice of UML 
modeling languege was correct since the variety of the en-
vironments which are suitable for the implementation of 
the UML models is very reach. The use of the standard 
ODMG, that has been developed by the major vendors of 
object-oriented database management systems and is the 
only existing standard in this field (Alagič, 1999), for de-
scribing the model of saving splines guarantees the maxi-
mum possible portability of the system. Produced objects 
can be stored in any DBMS that supports the standard. It is 
important to add that not only attributes but also the meth-
ods of the classes are persistent. The prototype has been 
developed with the purpose of expressing our ideas. Our 
intention was not developing Data Mining tool but in our 
opinion vendors of such tools should consider these ideas. 
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B-spline 
<? order: short 
<>m: short 
overtices: Collection 

^create() 
^delete(x) 
*^draw() 
^valueAtPoint() 

L 
B-Curve 

<? order: short 
<>m: short 
overtices: Collection 
o controlPoints: Collection{Point) 

^create(t) 
<*delete() 
^move() 
^rotate() 
^changeSize() 
^controlPolygon() 
^moveControlPoint() 
^subdevide() 
*^polntOnCurve(t) 

O 

B-Function 
<? order: short 
<>m: short 
<?vertices: Collection 
<>coefficients: Collection 

^create() 
^delete() 
^draw() 
^derivatlve() 
^integral() 
^valueAtPoint() 

Figure 8: Class diagram of the package B - s p l i n e s 
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classPiecewisePolynomialFunction 

{ 

}; 

attribute short degree; 
attribute short numberOfSegments; 
attribute Array<Polynomial> segments; 
attribute array<float> jointPoints; 
void create(); 
void delete() raises (nojunction); 
void draw(); 
float valueAtPoint(in float x) raises(not_defined); 
bag<float> zeros(); 
PiecewisePolynomialFunctionderivative(); 
PiecewisePolynomialFunctionintegral(); 

ciass PiecevviseLInearFunction extends 
PiecewisePolynomialFunction 

{ 
attribute Array<LinearFunkctlon> segments; 
bag<float> zeros(); 
array<float> derivative(); 
PlecewiseQuadraticFunctionlntegral(); 

class PiecewiseQuadraticFunction extends 
PiecewisePolynomlalFunction 

{ 
attribute Array<QuadraticFunction> segments; 
bag<fioat> zeros(); 
PiecevviseLInearFunction derivativeO; 
PiecewiseCubicFunctionintegrai(); 

ciass PlecevvIseCublcFunctlon extends 
PiecewisePolynomialFunction 

{ 
attribute Array<CubicFunction> segments; 
bag<float> zeros(); 
PiecewiseQuadraticFunction derivativeO; 
PiecewisePolynomialFunctionlntegral{); 

Figure 9: ODL definitions for some classes 

^ Ai)nroxirnatJon vvith cubic sniine PPFl 

Appro)<^ ate 1 Delete r Save Read 

Figure 10: The user interface of the prototype 
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Call for a forum discussing informational consciousness on the Internet 

Informational Consciousness (IC) is meant to be an artificial mind 
system embedded into the body of the WorId-Wide Web (W\VW). 
The plače of discussion is opened at 

http://groups.yahoo.com/group/artifico 

with a link to the study (book, written in an essay form) [I], enti-
tled 

Introduction to Artificial Consciousness 

This study is a research in progress presented by a huge volume 
of more than 300 pages in M '^2e format in Letter size. 

The study [1] is a preliminary draft aimed for discussion by 
everyone interested in problems of consciousness Identification, 
formalization and, finally, implementation by the so-called infor­
mational machine, discussed in the study. The reader and critical 
discusser should consider that the study is 

- not completed yet, 

- not standardized consequently by a unique symbolism 
through the entire text, 

- not finally corrected in logical and conceptual errors, and 

- not finally corrected in English. 

The author works daily on improving the details and in elab-
orating the sections of the study not being written to the end or 
existing as section titles only. The initial half of the study is now 
under the procedure of the strict formal and verbal standardiza-
tion. The author invites critical readers and discussers to join the 
Artifico Forum at the Yahoo! Site, to sign in by name and pass-
word, and to take the advEintage of reading and Interactive discus­
sion. In this way, a consciousness researcher will profit by putting 
questions to the author and other participants via the Forum or di-
rectly, using the listed individual e-mail addresses. 

What can be seen on the reader's screen vievving the file arti-
fico.PS? At the beginning of the study, a short abstract with key-
words is given. In the preface and acknowledgment, a history of 
the study emergence and author's critical life and intellectual in-
fluence of the environment is presented. Within the contents, set 
on 15 pages, 33 sections are listed, follovving by a list of figures 
(60) and tables (13). 

The sections deal with informational constitution of conscious­
ness (page #1), supervenience (3), operands (14), operators (20), 
formulas (23), formula systems (37), primitive formula systems 
(41), gestalts (44), schemes (65), measures (75), frames (85), for­
mula graphs (89), graphs of formula systems (92), experiments 
(98), axioms (115), primitive transition (144), circularism and ro-
tationalism (145), general decomposition (147), metaphysicalis-
tic decomposition (182), multiple decomposition (210), decom­
position by modi informationis (217), metadecomposition (219), 
informational shells (210), consciousness as informational phe-
nomenalism (222), premetaphysicalistic concepts (227), shells of 
consciousness (228), informational communication (240), mean-
ing and understanding (248), the nothing, the ali, and informa­
tional emergence (249), informational machine (259), conclusion 
(269), list of 102 references (264), and index (267-280). 

As mentioned before, some of sections and subsections are ti-
tled only and not written yet. The decision to put the study into 
the puhlic domain grounds in the author's belief that an Interactive 

discussion and critic of the written matter can bring the subject of 
informational consciousness to other philosophical and scientific 
disciplines, for instance, to show what a contemporary philosophy 
of the informational and its mathematical formalization in a new 
informationally emergent way could become in the future. The 
author believes that a number of original concepts of formaliza­
tion, methodology, and informational organization could enrich a 
wide field of humanistic and engineering disciplines. 

When joining the Artifico Group, by signing in, the participant 
will be advised to look at 

http://lea.hamradio.si/~s51em/ 

for the possibility of loading the file artifico.PS , and for the 
technical conditions of its decompression, reading on the screen 
and printing. The vievving and printing tool can be loaded from 
the advised Internet site. Everything in this loading operation is 
free of charge. If someone has already installed MgK system, the 
reading and printing by GsView is guaranteed immediately. 
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INFORMATION SOCIETV 2001 
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Matjaž Gams 
Marko Grobelnik 
Nikola Guid 
Marjan Heričko 
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You are kindly invited to cooperate on multi-conference Information Society 
2001, which will be held under INFOS from 22"'' to 26"̂  of October 2001 

IS 
in 

Cankarjev dom in Ljubljana. The multi-conference wi]l include important 
achievements on the fields mentioned below. Emphasis wili be given on the 
exchange of ideas and particular suggestions, which will be included in the final 
paper of individual conferences. 

IS 2001 exists of nine carefully chosen conferences: 

Collaboration and information society 
Data mining and warehouses 
Development and reingeeniring of information systems 
Education in information society 
Intelligent systems 
Management and information society 
Medical and cognitive science 
Speech technologies 
New information technologies in fine arts 

Further information is avaiiable at http://is.iis.si/ or 
http://ai.iis.si/is/is2001/index01.html. 

Institutions, enterprises and donators are invited to present interesting new 
developments on their fields of work as 'normal' contributions. They can make a 
revievv of new developments and existing situation in their institutions and talk 
about problems of development in Slovenia, attitude of governmental institutions, 
and about the way Slovenia should be developing in the direction of information 
society. They can grant certain interesting activities, related to their work (please 
turn to the organizator, for example matiaz.pams@ijs.siV 
The emphasis is on development, new ideas and trends in information society. If 
you have something interesting to teli or show to Slovenia, Information Society is 
the right plače to be. 

Invited are primarily aH those, who have some knowledge about information 
society. Presentations of enterprises are welcome, especially Irom the functional 
point of view. To summarize, we will meet to teli what can we do in Slovenia, to 
exchange our experiences and to help Slovenia make a step forward in the 
direction of information society. 

You are kindly invited to make a presentation and actively take part in the open 
exchange of ideas with your knovvledge and achievements. The submission 
deadline isfall2001. 

Pictures from the IS 2000 conference can be found at 
http://ai.iis.si/IS/is2000/index00.html. 

http://is.iis.si/
http://ai.iis.si/is/is2001/index01.html
mailto:matiaz.pams@ijs.siV
http://ai.iis.si/IS/is2000/index00.html
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Jožef Štefan (1835-1893) was one ofthe most prominent 
physicists of the 19th centurj. Bom to Slovene parents, 
he obtained his Ph.D. at Vienna University, where he was 
later Director ofthe Physics Institute, Vice-President ofthe 
Vienna Academy of Sciences and a member of severni sci-
entific institutions in Europe. Štefan explored niany areas 
in hydrodynamics, optics, acoustics, electricity, magnetism 
and the kinetic theory of gases. Among other things, he 
originated the law that the total radiation from a black 
body is proportional to the 4th power of its absolute tem­
perature, known as the Štefan—Boltzmann law. 

The Jožef Štefan Institute (JSI) is the leading indepen­
dent scientific research institution in Slovenia, covering a 
broad spectrum of fundamental and applied research in the 
fields of physics, chemistry and biochemistry, electronics 
and information science, nuclear science technoIogy, en-
ergy research and environmental science. 

The Jožef Štefan Institute (JSI) is a research organisation 
for pure and applied research in the natural sciences and 
technology. Both are closely interconnected in research de-
partments composed of different task teams. Emphasis in 
basic research is given to the development and education of 
young scientists, while applied research and development 
serve for the transfer of advanced knovvledge, contributing 
to the development of the national economy and society in 
general. 

At present the Institute, with a total of about 700 staff, 
has 500 researchers, about 250 of whom are postgraduates, 
over 200 of whom have doctorates (Ph.D.), and around 
150 of whom have permanent professorships or temporary 
teaching assignments at the Universities. 

In view of its activities and status, the JSI plays the role 
of a national institute, complementing the role of the uni­
versities and bridging the gap between basic science and 
applications. 

Research at the JSI includes the following major fields: 
physics; chemistry; electronics, informatics and computer 
sciences; biochemistry; ecology; reactor technology; ap­
plied mathematics. Most of the activities are more or 
less closely connected to information sciences, in particu-
lar computer sciences, artificial intelligence, language and 
speech technologies, computer-aided design, computer ar-
chitectures, biocybernetics and robotics, computer automa-
tion and control, professional electronics, digital Communi­
cations and networks, and applied mathematics. 

ranean Europe, offering excellent productive capabilities 
and solid business opportunities, with strong intemational 
connections. Ljubljana is connected to important centers 
such as Prague, Budapest, Vienna, Zagreb, Milan, Rome, 
Monaco, Niče, Bem and Munich, ali within a radius of 600 
km. 

In the last year on the site of the Jožef Štefan Institute, 
the Technology park "Ljubljana" has been proposed as part 
of the national strategy for technological development to 
foster synergies between research and industry, to promote 
joint ventures between university bodies, research institutes 
and innovative industry, to act as an incubator for high-tech 
initiatives and to accelerate the development cycle of inno­
vative products. 

At the present time, part of the Institute is being reor-
ganized into several high-tech units supported by and con­
nected vvithin the Technology park at the Jožef Štefan In­
stitute, established as the beginning of a regional Technol-
ogy park "Ljubljana". The project is being developed at 
a particularly historical moment, characterized by the pro-
cess of State reorganisation, privatisation and private ini-
tiative. The national Technology Park will take the form 
of a shareholding company and will host an independent 
venture-capital institution. 

The promoters and operational entities of the project are 
the Republic of Slovenia, Ministry of Science and Tech-
noIogy and the Jožef Štefan Institute. The framework of 
the operation also includes the University of Ljubljana, the 
National Institute of Chemistry, the Institute for Electron­
ics and Vacuum Technology and the Institute for Materials 
and Construction Research among others. In addition, the 
project is supported by the Ministry of Economic Relations 
and Development, the National Chamber of Economy and 
the City of Ljubljana. 

Jožef Štefan Institute 
Jamova 39, 1000 Ljubljana, Slovenia 
Tel.:+386 1 4773 900, Fax.:-i-386 1 219 385 
Tlx.:31296JOSTINSI 
WWW: http://www.ijs.si 
E-mail: matjaz.gams@ijs.si 
Contact person for the Park: Iztok Lesjak, M.Se. 
Public relations: Natalija Polenec 

The Institute is located in Ljubljana, the capital ofthe in­
dependent State of Slovenia (or S^nia). The capital today 
is considered a crossroad between East, West and Mediter-

http://www.ijs.si
mailto:matjaz.gams@ijs.si
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