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Extended Bandwidth Method on Symmetrical 
Operational Transconductance Amplifier and 
Filter Application

Mustafa Konal1, Firat Kacar2

1Tekirdag Namik Kemal University, Electronics and Telecommunication Engineering Department, 
Tekirdag, Turkey
2Istanbul University-Cerrahpasa, Electrical and Electronics Engineering Department, Istanbul, 
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Abstract: In this paper, a method for extending the bandwidth of a symmetrical operational transconductance amplifier (OTA) circuit 
is proposed. Resistive compensation technique is applied to all current mirrors of the symmetrical OTA circuit. A passive resistor 
is connected between the gate and the drain of each primary transistor of the current mirrors in the symmetrical OTA structure. 
The performance of the proposed OTA with extended transconductance bandwidth is analyzed by implementing filter structures. 
The advantage of using the resistive compensation technique is demonstrated. The proposed symmetrical OTA and the filters are 
simulated with LTSPICE by using TSMC 0.18 μm CMOS process parameters.

Keywords: Symmetrical OTA, Extended bandwidth, Filter, Resistive compensation technique

Metoda razširjene pasovne širine na simetričnem 
operacijskem ojačevalniku in filtru
Izvleček: V članku je predlagana metoda za razširitev pasovne širine vezja simetričnega ojačevalnika (OTA). Tehnika uporovne 
kompenzacije je uporabljena na vseh zrcalih simetričnega vezja OTA. Pasivni upor je vezan med vrati in ponorom vsakega primarnega 
tranzistorja trenutnih zrcal v simetrični OTA strukturi. Učinkovitost predlaganega OTA z razširjeno pasovno širino transkonduktance je 
analizirana z uporabo filtrirnih struktur. Dokazana je prednost uporabe uporovne kompenzacijske tehnike. Predlagani simetrični OTA in 
filtri so simulirani z LTSPICE v TSMC 0,18 μm CMOS tehnologiji.

Ključne besede: Simetrični OTA, razširjena pasovna širina, filter, tehnika uporovne kompenzacije

* Corresponding Author’s e-mail: mkonal@nku.edu.tr
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1 Introduction

Operational transconductance amplifiers (OTA) are 
significant active elements for continuous-time signal 
processing applications. In the literature, many OTA 
based circuit blocks such as filters [1-6], oscillators [7-9], 
mem-elements [10-11] and inductance simulators [12-
14] etc. have been reported. For several applications 
operating at high frequencies, it is necessary to use in-
tegrated circuits with wide bandwidth. Therefore, a re-
sistive compensation technique can be used to widen 
bandwidth of the circuits [15-17]. A wide bandwidth 

second-generation current conveyor based four-quad-
rant mixed mode analogue multiplier is presented in 
[15]. A conventional low voltage cascode current mir-
ror is analyzed in [16].

In this paper, a symmetrical operational transconduct-
ance amplifier with extended transconductance band-
width is proposed. Resistive compensation technique is 
applied to the current mirrors of the OTA in order to in-
crease the transconductance bandwidth. The transcon-
ductance of the OTA can be adjusted electronically by 
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changing the biasing current and resistive compensa-
tion technique can be applied to the circuit with dif-
ferent resistor values. Temperature performance of the 
OTA is analyzed for different temperatures. In addition, 
in order to demonstrate the performance of the pro-
posed OTA, it is used in a second order low-pass filter 
structure. Both symmetrical OTA and filter circuits are 
analyzed with LTSPICE using 0.18 µm TSMC CMOS pro-
cess parameters.

2 Extended bandwidth symmetrical 
OTA

Resistive compensation technique is applied to the 
symmetrical OTA in order to extend its bandwidth. A 
passive resistor is connected between the gate and 
drain of each main transistor of the current mirrors in 
the presented symmetrical OTA. The current mirror 
circuits without and with resistive compensation are 
given in Fig. 1a and Fig. 1b.

       (a)           (b)
Figure 1: Simple current mirror (a) without resistive 
compensation (b) with resistive compensation.

Small signal models of the simple current mirrors with-
out and with resistive compensation are given in Fig. 2a 
and Fig. 2b, respectively.

(a)

(b)

Figure 2: Small-signal model of the current mirrors (a) 
without resistive compensation (b) with resistive com-
pensation.

By considering transistors M1 and M2 are identical, the 
relationship between the input and the output cur-

rents is given in [15] as the following equations for the 
simple current mirror circuit for which the equivalent 
circuit given in Fig. 2a (Cgs1 = Cgs2 = Cgs, ro1 = ro2 = ro, gm1 = 
gm2 = gm). The bandwidth of the circuit depends on the 
gate-source capacitance Cgs and transconductance gm 
as given in Eq (2) [15].

2
out

in
gs

m

I 1=
I s C +1

g
    (1)

 
m m

0 0
gs gs

g gω = ,   f =
2C 4 Cπ

   (2)

After the resistive compensation technique is applied 
to a simple current mirror (equivalent circuit given in 
Fig. 2b), the relationship between the input and the 
output currents is given by Eq (3) [15]. By choosing the 
value of resistor as R = 1/gm, the expression for frequen-
cy as given in Eq (4) is obtained. It can be seen from the 
equation that the bandwidth of the current mirror with 
compensation technique is increased by a factor of two 
compared to the simple current mirror [15].
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The symbol and the CMOS realization of a symmetrical 
OTA with extended transconductance bandwidth are 
shown in Fig. 3a and Fig. 3b, respectively. The terminal 
relations of the symmetrical OTA is given by Eq (5) as 
follows;

+ -
o m i iI =g (V -V )     (5)

The supply voltages and biasing current are chosen 
as VDD = – VSS = 1.5V and IB = 400 µA, respectively. The 
transconductance of the OTA is calculated as 1.02 mA/V 
and the passive resistors are taken as RP1 = RP2 = RN = 1/
gm = 980Ω. The aspect ratios of the transistors are given 
in Table 1. The frequency dependence of the transcon-
ductances of a symmetrical OTA without and with resis-
tive compensation is given in Fig. 4a and the zoomed-
in version is shown in Fig. 4b. It can be seen that the 
bandwidth of the gm is extended by approximately .
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implementations passive resistors can be replaced by 
MOS resistors.

Table 1: Transistors aspect ratios.

Transistors W(μm) L(μm)
M1, M2 0.72 0.18

M3, M4, M5, M6 1.8 0.18
M7, M8 5.4 0.18

VDD=-VSS=1.5 V, IB=400 µA, RP1=RP2=RN=980 Ω

Figure 5: Transconductance gains of the symmetrical 
OTA without and with resistive compensation for differ-
ent biasing currents.

The temperature performance of the symmetrical OTA 
with resistive compensation is simulated for the resis-
tor values of 1.25 kΩ and 980 Ω for various tempera-
tures from 0oC to 100oC as shown in Fig. 6. It can be 
seen from the figure that the transconductance of the 
OTA decreases with increasing temperature.

Figure 6: Temperature performance of the symmetri-
cal OTA with resistive compensation.

     (a)          (b)
Figure 3: a) Circuit symbol b) CMOS realization of a 
symmetrical OTA with extended transconductance 
bandwidth.

(a)

(b)

Figure 4: (a) Transconductances of the symmetri-
cal OTA without and with resistive compensation (b) 
zoomed-in version.

The transconductance of the OTA can be adjusted by 
changing the biasing current IB. For values of biasing 
current 50 µA, 100 µA, 200 µA and 400 µA the trans-
conductance of the symmetrical OTA is 796.9 µA/V, 
925.4 µA/V, 986.5 µA/V and 1.02 mA/V, respectively. 
The dependence of transconductance on the value of 
compensation resistor is depicted in Fig. 5. In order to 
make the circuit suitable for analog integrated circuit 
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98

3 Filter application of the symmetrical 
OTA

A filter structure is proposed to demonstrate the ad-
vantage of using the resistive compensation tech-
nique. The proposed filter based on symmetrical OTA 
is given in Fig. 7.

Figure 7: Filter structure based on symmetrical OTA.
The proposed circuit can simultaneously realize low-
pass, high-pass, and band-pass filter functions. De-
pending on the voltage status of Vin1, Vin2, and Vin3, one 
of the following three filter functions is realized:
i)  Vin1 = Vin and Vin2 = Vin3 = 0, second order low-pass filter.
ii) Vin2 = Vin and Vin1 = Vin3 = 0, second order band-pass filter.
iii)  Vin3 = Vin and Vin1 = Vin2 = 0, second order high-pass filter.

Fig. 8 shows the gain-frequency responses of all filter 
structures designed for cutoff frequency of 3.25 MHz. 
The passive capacitor values are chosen as C1 = C2 = 
50 pF. Symmetrical OTAs with resistive compensation 
given in Fig 3b are used as active elements.

Figure 8: Gain-frequency responses of the symmetrical 
OTA based filter structures.

The gain-frequency responses of the low-pass filter 
based on symmetrical OTA with resistive compensa-
tion technique for the resistor values of 980 Ω and 1.25 
kΩ are shown in Fig. 9. The bandwidth of the filter is 
extended from 3.2 MHz to 3.9 MHz as shown in Fig. 9b 
and improved about 18%.

(a)

(b)

Figure 9: (a) Gain-frequency responses of the low-pass 
filters based on symmetrical OTA with resistive com-
pensation (b) zoomed-in version.

4 Conclusion

In this study, a symmetrical OTA structure with extend-
ed transconductance bandwidth is proposed. Resis-
tive compensation technique is applied to the current 
mirrors of the OTA structure. Due to the use of resistive 
compensation, bandwidth of the symmetrical OTA is 
improved. Using resistors and matching them to the 
gm value adjusted using the biasing currents of the 
OTA, the bandwidth can be increased. Furthermore, 
the transconductance value of the OTA with resistive 

M. Konal et al.; Informacije Midem, Vol. 51, No. 2(2021), 95 – 100
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compensation is simulated for the varied temperatures 
and the improved performance is demonstrated. Pas-
sive resistors can be replaced by MOS resistors in or-
der to make the circuit suitable for analog integration. 
Additionally, a low-pass filter circuit is realized with the 
proposed OTA and the gain-frequency response of the 
filter is analyzed. Bandwidth of the filter is extended by 
18%. The simulations of the symmetrical OTA and filter 
structures are performed with LTSPICE using 0.18 μm 
TSMC CMOS technology.

5 Conflict of interest

We have no conflict of interest to declare.
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Vector Controlled Delay Cell with Nearly Identical 
Rise/Fall Time for Processor Clock Application 

Pritam Bhattacharjee1, Bidyut K. Bhattacharyya2, Alak Majumder3
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Kerala, India.
2Packaging Research Center at Georgia Institute of Technology, Atlanta, USA.
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Integrated Circuit And System (i-CAS) Laboratory, Arunachal Pradesh, India.

Abstract: In the design of modern processor chips, proper clock distribution is a very important aspect which impacts the chip 
performance. It is the active cell of delay circuits and cells with variable delay that have the major involvement in clock distribution, 
thereby deciding the time slacks of all functionalities inside the chip. Because they help in proper input to output signal transmission 
with the adjustment of variable timing delays and monitor the output signal to have equal rise/fall time, which most of the existing 
delay elements fail to deliver. Therefore in this article, we have proposed an input vector based design of variable delay with balanced 
rise time and fall time for the output signal. We have also estimated the delay and output voltage in terms of a mathematical model. 
This new configuration is executed across the commercial platform of Cadence Virtuoso® using 90nm technology node while steered 
by a 1GHz input signal and power supply of 1.1 V. The execution outcome confirms the desired features of our proposed design under 
typical conditions and even in process corner variations.

Keywords: vector-controlled circuit design; variable delay cell, Rise/Fall time; Processor Clock; CMOS process technology

Vektorsko nadzorovana zakasnilna celica s 
skoraj enakim časom vzpona/ padca za uporabo 
procesorske ure 
Izvleček: Pri zasnovi sodobnih procesorskih čipov je ustrezna razporeditev ure zelo pomemben vidik, ki vpliva na delovanje čipa. 
Aktivna celica zakasnilnih vezij in celic s spremenljivo zakasnitvijo ima glavno vlogo pri porazdelitvi ure in tako odloča o časovnih 
zakasnitvah vseh funkcij znotraj čipa. Pomaga pri pravilnem prenosu vhodnega signala s prilagoditvijo spremenljivih časovnih 
zamikov in nadzoruje izhodni signal, da ima enak čas vzpona / padca, kar večina obstoječih elementov zakasnitve ne dosega. V članku 
predlagamo zasnovo spremenljive zakasnitve na osnovi vhodnega vektorja z uravnoteženim časom vzpona in padca izhodnega 
signala. Zakasnitev in izhodno napetost smo ocenili z matematičnim modelom. Nova konfiguracija se izvaja na komercialni platformi 
Cadence Virtuoso® z uporabo 90nm tehnologije s 1 GHz krmilnim signalom in napajanjem 1.1 V. Rezultat izvedbe potrjuje želene 
značilnosti našega predlaganega načrta v tipičnih in netipičnih pogojih.

Ključne besede: zasnova vektorsko krmiljenega vezja; celica s spremenljivo zakasnitvijo; čas vzpona / padca; procesorska ura; 
tehnologija CMOS

* Corresponding Author’s e-mail: pritambhattacharjee@am.amrita.edu 
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Electronic Components and Materials
Vol. 51, No. 2(2021),  101 – 112
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1 Introduction

Since the past few decades, we are able to witness a lot 
of advancement in the consumer electronics like com-
puters, computer accessories, mobile phones as well as 

their inner components for example, central-process-
ing-unit (CPU) or even the graphics-processing-unit 
(GPU). Semiconductor giants like Intel, AMD and QUAL-
COMM have successfully brought up the discrete-level 
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integration of CPU and GPU on a single platform [1, 2]. 
However, as result of this integration, clock signaling 
and its efficient routing have become very important in 
order to maintain proper functioning and performance 
of each CPU and GPU. The efficacy of clock signaling 
and transmission to CPU/GPU is ascertained by the 
components involved in clock distribution as seen from 
Fig. 1(a). Basically, the clock signal traverses through 
multi-buffer stages (in the form of tree-like structure, 
viz. clock tree) before reaching the dedicated CPU, 
Graphics or PCIe sockets. All these units operate at dif-
ferent frequencies, but they are supposed to function 
in parallel. Therefore, the timing parameters involved in 
the signal transmission are always a matter of concern 
so as to extract the best performance out of the end-
product [3].

(a)

(b)

Figure 1: (a) Typical style of clock distribution inside a 
processor chip (b) clock tree design.

In fact, it is these buffers which play a crucial role in 
forming the clock tree for the clock distribution net-
work (CDN) as shown in Fig. 1(b), wherein, CDN is pur-
posed to output a synchronizing signal to coordinate 
the functioning of each circuit block inside the pro-
cessor chip. The buffers of clock tree set up the delay 
for signal transmission along the branches of tree so 
that the timing of signals can be balanced at each and 
every node (or leaf as directed in Fig. 1(b)) connected 
to the units like CPU, graphics or PCIe socket. However, 
the delay incorporated through these buffer cells is of 
constant value and most often it is required to use dif-
ferent sized buffers (i.e., the sizes of Buffer_1 ≠ Buffer_2 

≠ Buffer_3 and so on) such that the clock arrival time 
across all sequential elements inside CPU or GPU chip 
remains synchronized. But, nowadays the CDN design-
ers are more interested and dependent on the use of var-
iable delay cells (with proper control to adjust the delay 
variability) so that the clock trees inside CDN are more 
versatile in terms of their functioning. In fact, the use of 
variable delay cells is quite popular in other CDN com-
ponents like locked loops (both DLL and PLL), oscillators, 
frequency multipliers and dividers and many other Sys-
tem-on-Chips (SoCs). As a matter of fact, the use of these 
delay elements in the form of cluster (i.e., delay line) is 
also popular for the construction of SoC time measure-
ment circuits (TMC) that are installed to measure internal 
timing parameters of the chip [4-6]. Hereby, the design 
creditability of delay circuits offering fine-tuned values 
of delay indirectly supports the working performance 
of TMCs. Nevertheless, the circuit design of such delay 
elements for modern SoCs is difficult to tackle because 
of their own trade–offs in design specifications and the 
concern is also relatively high while considering their in-
volvement in the computational aspects of embedded 
systems [7]. Therefore, many researchers and circuit de-
signers have invested themselves in the development of 
different delay circuits.

1.1 Background of delay cell design

Although the research on delay circuit design has been 
present for quite a long time and there are several liter-
atures, but we have focused on basic design structures 
like transmission gate-controlled delay cell element 
(Trans-DE) [8,9], concatenated inverter-controlling de-
lay cell element (viz., CI-DE) [8, 10] and current starved 
controlling delay element (viz., CS-DE) [8, 10]. Up to 
now, any circuital modifications done on the delay 
circuit design revolve around this delay cell primitives 
and all of them produce delay based on the change of 
physical dimensions of devices used in the architecture. 
But nowadays, substantial research is invested into the 
design of delay cell architectures with fixed dimensions 
that are capable of generating variable delay values at 
the output. Such design was pioneered with the ad-
vent of Vernier Delay Line (VDL) [12, 13], as presented 
in Fig. 2. It has many buffers that are connected along 
the customised rows and columns. The delays intro-
duced by a buffer is equal to one of two values §1 and 
§2 (§1≠§2). The delay value obtained at a circuit node is 

given by  { }i2a,b 1=(a× )+(b× ) t§ § §  depending on input 
cycle time viz., ‘t’. The magnitude difference of §1 and §2 
(i.e., |§1-§2|) represents the adjustability of the delay in 
this design. As the buffers are typically designed using 
complementary metal-oxide-semiconductor (CMOS) 
technology, the input gate of every MOS along the cus-
tomised rows and columns serves as the knob to tune 
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the delay value, which is not convenient and the archi-
tecture is unnecessarily crowded.

Figure 2: Design style of Vernier delay line [12].

In [14] the concept of Voltage Controlled based Delay 
Element i.e., VC-DE was presented. This has also been 
the foundation for designing digitally-controlled or 
even the digital-based programmable delay elements 
(DC-DE/DP-DE). From design prospective, DC-DE is 
not much different from DP-DE and they are treated 
as a sub-class of vector-controlled delay elements. The 
changes of delay value in DC-DE or DP-DE are based 
on the various combinations of input vectors [15-17]. 
In case of VC-DE, typically different bias/control volt-
ages are employed to obtain the variable delay values. 
However, the design layover of both DC-DE, VC-DE 
along with DP-DE centres on the concept of controlling 
terminal voltages/currents across MOS devices of the 
fundamental designs viz., Trans-DE, CI-DE, also some-
times the CS-DE. The value of channel resistance (RON) 
when the device is ON and the logical gate capacitance 
(CG’) as stated in equation (1) and (2) directly impact the 
propagation delay (τ = RON × CG’) of the delay circuit [18, 
19].

ON

GS th

1
R =

k(V - V )
    (1)

 
G

G'

dd

ΔQ
C =

V
     (2)

Parameter ‘k’ comprises of device related terms, VGS is 
the gate-to-source voltage, Vth is threshold voltage of 
MOS devices, Vdd is the power supply voltage, and ΔQG 
is the gate charge which depends on VGS [20].

The matter of associating DC/DP with the delay circuits 
is to make the delay cell design strong and stable. It is 
the proper capacity of these DC/DP techniques to tune 
the delay values which determine how they can gen-
erate variable delay at the output. So, it is important 
to understand how well these techniques suit with the 
fundamental delay elements.

1.2 Consequences in the design of delay cell structures

During the literature survey, we concluded that the DC/
DP-DE implementation is more compatible with delay 
elements viz., CI-DE and CS-DE, instead of being incor-
porated with Trans-DE. The reason for this can be seen 
in Fig. 3(a) where the n-channel MOS (nMOS) i.e., M2 
and the p-channel MOS (pMOS) i.e., M1 of the transmis-
sion gate (TG) are ON for most of the time to maintain 
proper signaling integrity from the input (Vin) to the 
output (herein, the node ‘P’) and results in a significant 
amount of power dissipation across Vdd. That questions 
the appropriateness of the Trans-DE cell design. 

(a)

(b)

Figure 3: (a) CMOS based Schmitt trigger attached to 
TG (b) Design style of CI-DE.

The CI-DE, being one of the primitive architectures of 
delay elements comprises of 2 CMOS inverters back-to-
back depicted in Fig. 3(b). Its physical time delay is giv-
en by equation (3) where ‘CA’ is the capacitance across 
node ‘A’ and Vout is the amount of voltage change at the 
output. 

 
A outC V (t)

τ=
I

    (3)
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In this case, ‘I’ denotes the charging current and the 
discharging current (viz., Ich and Idis, respectively) based 
on input steady-state condition. When these delay ele-
ments (i.e., specifically CI-DE) are being used in on-chip 
sections like CDN, it is really important that the output 
rise/fall time (viz., trise/tfall or also indicated as rise/fall 
delay) of the delay element is almost equal. The near-
symmetric rise/fall time is required or else there are 
many negative consequences that appear inside the 
chip signaling such as the inequality in the clock pulse-
width which results in variation of the ON-OFF time as 
shown in Fig. 4.

Figure 4: Output signal depicted across the operation 
of CI-DE.

If Ich=Idis, trise is equal to tfall which results in equal ON-
OFF time for a clock signal. In a CI-DE it is not possible 
to guarantee Ich=Idis since it is a CMOS inverter based de-
sign. This kind of design has a pull-up section made of 
pMOS transistors that charge-up the output load and 
a pull-down section that discharges it through nMOS 
transistors. The device dimension of nMOS and pMOS 
must differ for CI-DEs to match the charge-carrier mo-
bility because nMOS transistors have a higher mobility 
than pMOS transistors. To compensate this difference, 
pMOS transistors must have greater channel width. 

Due to this CI-DE a not a symmetric architecture which 
can deliver nearly balanced output timing components 
(viz. rise time and fall time). Even if the input signal has 
trise=tfall, the CI-DE output fails to replicate this and the 
effect is further increased by a long buffer chain. Since 
our concern is the delay elements of CDN, it can be 
inferred that the output of CI-DE (if used inside CDN) 
will have a tendency to incorrectly drive the on-chip 
sequential circuits, especially the ones that are level-
trigger sensitive.

So, it is quite important that Ich and Idis are matched. For 
that, some extra transistors are added to CI-DE (viz., 
P3 and N3 as shown in Fig. 5(a)), the design which is 
commonly referred as CS-DE. The use of P3 and N3 is 
to provide a source of current flowing from Vdd such 
that the values of Ich and Idis can be matched. However 
in the design of CS-DE, there are also P4 and N4 that 
have current limiting features and obstruct the sup-
ply voltage-level to the inverter (constituted by P2 and 
N2). This even has the possibility to induce power sup-
ply noise into the CS-DE output impacting the output 
signal integrity. Often, the design structure of CS-DE is 
improvised as shown in Fig. 5(b) so that this problem 
can be avoided. Initially, most of its nodes in CS-DE (viz., 
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Table 1: Design analysis of kinds of circuital attempts in variable delay.

Circuital Schemes VDL
[12, 13]

Trans-DE
[8, 10]

CI-DE
[8, 10]

CS-DE
[8, 9]

Tuning approach -- Voltage-controlled Vector-controlled Vector-controlled
Pros - Constructed with 

series of stable buffer 
cells.
- Delivers different 
delay at all output taps.

- No issue in the out-
put signal strength.
- Small circuit.
- Voltage-level of ‘S’ 
and ‘’ helping to gener-
ate variable delay.

- Simple CMOS based 
design.
- Symmetric architec-
ture.
- DC/DP technique 
to generate variable 
delay.

- Good adjustment of 
Ich and Idis (Ich≈Idis).
- Implementation of 
DC/DP technique.

Cons - Design is crowded 
with lot of redundant 
elements.
- The delay value can-
not be tuned.

- Adjusting the transis-
tor sizes is difficult due 
to impact of device 
body effect.
- Dependency on the 
proper generation of 
‘S’ and ‘S’.

Difficult adjusting 
of transistor sizes to 
maintaining sym-
metricity, mostly the 
problem is caused by 
Ich≠Idis.

Presence of current 
mirror and bias cir-
cuits.
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M and N) are stuck-at logic ‘0’ which allows P1 to be ON 
and therefore the output node ‘out’ is high. This ena-
bles P3 and N3 to be OFF at an early stage. Though the 
logic state of ‘N4’ is dependent on the input ‘in’, it does 
not impact the real-time signal transmission of ‘in’ to 
‘out’. This stability in the transmission is due to a CMOS 
inverter in addition to an nMOS ‘N1’ at the output. Inter-
estingly, this version of CS-DE provides matching rise/
fall delay by tweaking the charging as well as discharg-
ing capacitances (viz., Co1 and Co2 respectively) across 
the output. Despite this the problem still prevails i.e., 
Ich≠Idis (since the paths of Co1 and Co2 are different) and 
as a whole that affects the magnitude of trise and tfall.

Above all, prevalent DC/DP techniques [15-17] which 
are utilized for obtaining the different values of delay 
possibly enhance the difference in expected equality 
that Ich also Idis should have. In fact, the problem is there 
in almost all the kinds of delay circuits as reviewed 
and displayed in Table 1. Very few circuit designers has 
looked into this aspect and tried to balance rise delay 

of the output with its fall delay. Hence, it is our motiva-
tion to design a new delay element delivering almost 
equal values of Ich and Idis such that it is able to gen-
erate near symmetric output trise and tfall. Besides, we 
have also concentrated on using a DC/DP based tech-
nique which will help to generate variable delay using 
the proposed delay element. This technique can be 
thought of as simplistic all-digital approach to produce 
variable delay at the output having near symmetric trise/
tfall.

1.3 Organization of this article

This article is structured as follows: In section 2, we 
provide justification for our proposed circuit design. In 
section 3, we introduce the new design of delay ele-
ment and demonstrate a simple mathematical model. 
We also introduce our alternative approach to DC/DP 
technique in the same section. The performance analy-
sis of the whole circuit setup is described in section 4. 
In the last section 5, we conclude our work by stating 
once again the relevancy of our proposed delay circuit 
design in modern processor systems.

2 Major Highlights

An efficient design of a delay circuit is only possible if 
the outputs exhibit almost equal trise/tfall. So in this arti-
cle, we have focused on a delay cell structure such that 
it is efficient in projecting varied input-to-output physi-
cal time delay based on the tweaking of proposed al-
ternative of DC/DP technique and also the output sig-
nal is able to feature trise≈tfall.

The contents of this article are as follows:
- Need of variable delay cells in modern processors.
- Development of new delay cell complying with 

nearly balanced output timing components (viz. 
rise time and fall time).

- Constructing an alternate of DC-DE or DP-DE 
methodology to control variant values of delay 
across the proposed delay cell.

- Detailed performance analyses of schematic and 
layout based proposed vector-controlled variable 
delay cell using 90nm process design kit (PDK) [21].

3 The New Design of CI-DE

It has been mentioned earlier that the current designs 
of CI-DE is not capable of delivering equal trise and tfall at 
its output. The major issue is non-symmetric design of 
pull-up-network (PUN) and pull-down-network (PDN) 
in CMOS based inverters. Despite this, circuit design-

Figure 5: Structure of (a) conventional CS-DE (b) rede-
signed CS-DE [17].

(a)

(b)
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ers have been relying on CI-DE design structure and in 
most cases improvised by adding intermediate shunt 
capacitors. By doing so, the symmetricity within PUN 
and PDN is adjusted [22]. But, fabrication of these 
shunt capacitors in any deep sub-micron technology 
is difficult. However, an effective solution would be to 
embed MOS based resistors and capacitors in the CI-
DE design instead of using shunt capacitors. In fact, this 
approach was first published in [20]. It is shown in Fig. 
6(a) where the resistance (R1) and the capacitance (C) 
are placed adjacent to the inverter output as well as 
another resistance (R2) is placed underneath the pull-
down section. Nevertheless, these R1, R2 and C were not 
MOS-based cells and using them was not efficient in 
terms of layout design.

(a)

(b)

Figure 6: (a) Inverter design from [23] (b) improvised 
version based on the circuit from figure 6(a) which is 
the basis for the new CI-DE.

The inverter design in Fig. 6(a) delivered a good amount 
of propagation delay, provided R2=0Ω (or there was is-
sues in determining output logic level ‘0’) and R1>>R2. 
Though the value of R1 could be managed, adjusting 
the value R2 to 0Ω was technically quite difficult us-
ing MOS devices as intrinsic parameters always affect 
the device ON resistance to some extent. To solve this 
problem, we modified the circuit in Fig. 6(a) by discard-
ing R2 and implementing R1 and C as MOS based resist-
ance and capacitance respectively. Since nMOS is faster 
logic compared to pMOS [24, 25], we have preferred 
the nMOS based representation of resistance and ca-
pacitance.

3.1 Mathematical model of delay estimation

Based on the circuit of Fig. 6(a), a different kind of CI-DE 
is obtained as shown in Fig. 6(b). It can be seen from 
the fundamentals depicted in equation 1(a) that there 
can be variation in the value of RON depending on the 

change in VGS and Vth. In this design, RON of T3 and T7 
can be varied based on the value of their common VGS 
(denoted by ‘X’ in Fig. 6 (b)). Now considering the first 
modified inverter in Fig. 6(b), let us assess the magni-
tude of output voltage at node ‘C’ and the amount of 
propagation delay incurred. While the node ‘C’ switches 
from high to low, the nMOS ‘T2’ is in saturation. There-
fore, the current flowing across ‘T2’ is given by:

( )1 W' 2I = k (V - V )2 n in Tn
2 L n

    (4)

In equation (4), 'k = μ Cn n ox  where µn is the coefficient 
of electron carrier mobility and Cox is the oxide-capac-
itance per unit area, W/L is the aspect ratio of ‘T2’, VTn is 
threshold voltage of nMOS. The value of I2 may be put 
in equation (3) and we have:

 ( ) ( )dV (t)C 1 W 2'-C = k V (t)-Vin TnT4 n
2 L ndt ,

where CT4 is the capacitance of the MOS capacitor ‘T4’, 
VC is potential at node ‘C’.

( ) { }( )'dV (t) kC n W 2×V (t)in2= V × -1
TnL VTnndt 2CT4

    (5)

For equation (5), we have not considered to include the 
squared terms while solving (Vin(t)-VTn)2. Such kind of 
condition can be taken in account when Vin<<VTn and ‘T2’ 
switches to cut-off. Now, we know the obvious case is:

2× V (t)in
>> 1

VTn

So, equation (5) can be rewritten as:

( ) in

'dV (t) k VC n Tn W
= ×

L ndt CT4

V (t)     (6)

Assuming that ‘T4’ is initially charged with voltage ‘V0’, it 
will gradually discharge through the MOS resistance ‘T3’ 
(which has variable ON resistance ‘Rvar’ based on the gate 
voltage ‘X’) and fixed-finite resistance offered by ‘T2’ (de-
noted as Rsat). Therefore, equation (6) can be rewritten as:

 
( )o

-t
'k Vd n Tn W(R +R )×Cvar sat(V × e ) = × V (t)in

dt L nCT4

T4  (7)

Consider the Laplace transformation on both sides of 
equation (7) and analyse for zero initial condition. It is 
as follows:
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( )
 
 
 
 

'k Vn Tns W
V = × V (s)ino

1 L nCT4s+
(R +R )×Cvar sat T4

Using s=jω and obtaining the modulus of V0, the rela-
tion can be rewritten as:

( ) 
  

'1 k Vn Tn W
V = 1 + × × V (ω)o in

2 2 2 L nω × (R + R ) × C Cvar sat T4T4
 (8)

Equation (8) models the voltage at output node ‘C’. The 
crucial observation is that the output voltage is a func-
tion of variable resistance incurred by nMOS ‘T3’ and 
the input signal frequency. However while reconsider-
ing equation (6) for particular point in time; it can be 
interpreted as:

 ( ) ∫
' τk Vn Tn WV = × V × dtC inL nCT4 0

   (9)

where τ is propagation delay coefficient. Finally, equa-
tion (9) is simplified as shown in equation (10):

 

( )
V

τ = 'k V Wn Tn ×Vin
C LT4 n

C
                  (10)

We consider the design in Fig. 6(b) to be symmetric i.e., 
the structural components across the input node ‘in’ to 
node ‘C’ and that of node ‘C’ to node ‘E’ are identical. All 
the device dimensions of the design and their intrinsic 
parameters are set in accordance to the details given in 
90nm PDK. In fact, the device dimensions are adjusted 
to assure that I1=I2 and I4=I5. Since hypothetically, our 
improvised CI-DE is a symmetric design, the amount of 
current flow across node ‘C’→ (I3) and across node ‘E’→ 
(I6) can be correlated in magnitude. The signal passing 
through node ‘C’ is inversed when it reaches the node ‘E’ 
and its trise=tfall. A CMOS buffer (with trise=tfall) is attached 
at the end to enhance the range of delay. Therefore the 
proposed CI-DE has the capability of delivering an out-
put signal with balanced rise and fall time.

3.2 Proposed System Architecture

The construction of the proposed of CI-DE is incom-
plete without setting up an alternative of DC/DP tech-
niques that can generate values for the gate voltage ‘X’. 
We propose a new circuit for setting the delay gener-
ated by our CI-DE as shown in Fig. 7. The resources used 
for constructing it are taken from 90nm PDK libraries. 
The proposed circuit comprises three circuit blocks:

- Potential Generator (PG).
- 8:1 Multiplexer (MUX).
- Proposed CI-DE module.

It is the PG unit which generates different voltages 
based on the supply voltage ‘Vdd’. These voltages are 
transferred to node ‘X’ through an 8:1 MUX controlled 
by select lines (S1, S2 and S3).

Figure 7: Proposed architecture of the new CI-DE.

A significant part of the circuit in Fig. 7 is the PG unit. 
In the proposed circuit 8 voltage levels are generated: 
780mV, 820mV, 840mV, 860mV, 900mV, 920mV, 970mV 
and 1V. The selection of these voltage levels is decided 
according to the parameters stated in Table 2 in a way 
that the proposed delay cell can generate meaningful 
range of delay values.

Table 2: Simulation setup used in this work.
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The PG unit generates the voltage levels based on the 
Potential-Divider principle. The resistors are made of 
polysilicon (‘resnpoly’). The sheet resistance of these re-
sistors is intrinsically high and quite often used in MOS-
based circuit designs [26]. The ‘resnpoly’ on the Vdd side 
of the PG unit is fixed to 22Ω and the value of the resis-
tor near the ground line of PG is varied as mentioned in 
Table 3. The physical designs of PG, MUX and CI-DE are 
based on the definitions given in the 90nm PDK [21]. 
The layout of the proposed circuit is given in Fig. 8 and 
the estimated area is 1139.645µm2 (where, area of the 
individual portions are as follow: PG=394.856µm2, 8:1 
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MUX=702.159µm2, and Delayed Clock section or pro-
posed CI-DE module=42.63µm2).

Table 3: Resistance values used in the PG Unit.
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Ra= 53.625 0.78 0 0 0
Rb= 64.42 0.82 0 0 1
Rc= 71.07 0.84 0 1 0
Rd= 78.83 0.86 0 1 1
Re= 99 0.90 1 0 0
Rf= 112.44 0.92 1 0 1
Rg= 164.15 0.97 1 1 0
Rh= 220 1 1 1 1

Figure 8: Layout of the proposed delay cell architec-
ture using 90nm PDK.

For pre & post-layout circuit simulation, commercial 
electronic design automation (EDA) tools like Cadence 
Virtuoso® and Mentor Graphics Calibre® were used. The 
results of the transient analysis are shown in Fig. 9.

The circuit exhibits greater delay in post-layout simula-
tions. This can be considered as an added advantage 
based on the process technology used (i.e., 90nm PDK). 
However, the main concern is whether the circuit can 
generate equal trise/tfall at its output.

For this reason, we have plotted the rise time and fall 
time of the proposed delay cell output with respect to 
the change in input vector combinations and displayed 
it in Fig. 10(a) and 10(b). The difference between rise 
time and fall time in pre-layout simulations (denoted 
by ‘Δ1’) is much smaller when compared to the differ-
ence obtained in post-layout simulations (denoted by 
‘Δ2’). The value of Δ1 is approximately 0 when “100” is set 
as the input vector whereas approximation of Δ2 is 0 for 
input vector “111”. This is mainly because the extracted 
parasitic values (obtained from Calibre®  PEX Runtime 
[27]) of the pre-layout version of the design are differ-
ent from the post-layout version. However, that is not a 
matter of concern since there are always sophisticated 
layout techniques [28-31] which offer ways to avoid 
such design-level mismatch.

4 Estimation of circuit performance of 
the proposed delay cell

In this section, the performance analysis of our pro-
posed circuit is presented based on parameters like rise 

Figure 9: Output signal obtained from pre- and post-
layout simulation.
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and fall delay, with their difference in value (denoted as 
‘Δ’), the average delay (tavg.) and power-delay-product 
(PDP). The input vector for simulation is considered as 
“111”.

4.1 Circuit performance based on process variation 
and corner analysis

It is important to test the delay cell performance for 
various temperature (T) and Vdd values. These results 
are plotted in Fig. 11(a) and 11(b).

The difference between rise delay and fall delay is negli-
gible and the average delay is low at low temperatures. 
The average delay increases as the temperature is in-
creased. The characteristic of balanced output rise/fall 
time is upheld across variations of Vdd within ±9.08%. 
The proposed delay cell can deliver balanced rise and 
fall delay at the output as well as appropriate average 
delay while operating at room temperature (300°K) and 
1.1V Vdd.

Table 4: Proposed delay cell performance for 3 distinct 
process corners.

Pr
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s 

Co
rn

er
s Performance Parameters

Rise 
Delay 
(ps)

Fall Delay 
(ps)

Δ
(ps)

Avg. 
Delay 
(ps)

PDP
(fJ)

FF 157.808 154.815 2.993 156.31 3.965
TT 201.201 192.843 8.358 197.02 4.036
SS 284.833 262.114 22.719 273.47 4.815

The post-layout performance of the presented delay 
circuit is simulated for 3 different process corners (viz., 
Fast-Fast→ ‘FF’, Typical-Typical→ ‘TT’ and Slow-Slow→ 
‘SS’). The results are displayed in Table 4. The obser-
vation from here is noted as follows: (a) the Δ in FF is 
64.18% lesser than TT; whereas in SS, ∆ is found 63.21% 
more; (b) the average delay value measured in TT is 
26.04% higher than the value in FF which is even high-
er in SS corner; (c) as per as the power dissipation of our 
circuit is concerned, the reading of PDP in TT corner is 
seen to be optimal.

(a)

(b)

Figure 10: Rise delay & fall delay obtained from (a) pre-
layout and (b) post-layout simulations.

Figure 11: trise, tfall, and tavg. as function of (a) T(°C) and 
(b) Vdd.

(a)

(b)
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4.2 Analysis of the proposed delay cell through 
Monte-Carlo simulation

In this section, the results are reported on carrying out 
the Monte-Carlo simulation of the proposed delay cell 
under nominal operating parameters of TT process cor-
ner. All the results are obtained from Cadence ADEXL®.

(a)

(b)

Figure 12: Plots depicting the results of Monte-Carlo 
simulation for the parameters i.e., (a) Rise Delay & (b) 
Fall Delay.

The histogram plot of the output rise/fall delay that we 
see in Fig. 12(a) and 12(b) are based on the data col-
lected while all design parameters are varied randomly 
for 500 different instances. Considering 3σ process, the 
rise delay is found to range between 172ps to 232ps 
with a variability of 4.96% only; whereas the fall delay 
records a variability of 8.01% against the statistical vari-
ations. But, the mean of both the metrics are almost 
similar to what we have noted for TT corner simulation, 
which proves the reliability of the design. The ∆ delay is 
found to be as small as ±6.2% only, thereby justifying 
the worth of proposed delay cell configuration.

5 Conclusion

The design of the proposed delay cell is accomplished 
by reconstructing the primitive CI-DE architecture, 
adding components viz., resistances as well as capaci-
tances at the appropriate places so that equal rise time 
and fall time can be obtained at the output. The delay 
at the circuit’s output can be adjusted by setting the 
gate-voltage of the MOS based resistors. Our proposed 
delay circuit is tested in 90nm PDK with an input sig-
nal of frequency 1GHz and Vdd=1.1V. It is noted that the 

difference in rise/fall time is only 4.24% of the average 
delay incurred by the proposed circuit and this value 
range from 260ps to 360ps. These values can be fur-
ther increased by incorporating long buffer chains. We 
conclude that the proposed vector-controlled variable 
delay cell is fit for its purpose.
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1 Introduction

In, 1952, Hodgkin and Huxley proposed an electrical 
circuit model of an axon membrane [1] with passive 
circuit elements. The Hodgkin-Huxley (HH) model ex-
plains how the membrane potential gets conducted 
from one cell to another cell. The HH circuit is com-
posed of three channels: a sodium channel, a potas-
sium channel, and a leakage channel. The sodium and 
potassium channels are modelled with a capacitor and 
parallel nonlinear resistors. To understand how the 
brain works, researchers present realistic neuron mod-
els and circuits [2]-[5]. 

Leon Chua defined a new circuit element, dubbed a 
memristor, and demonstrated the connection between 
charge and flux [6],[7]. But memristors did not attract 

anyone’s interest until the HP research group had man-
aged to implement them as solid state devices [8]. The 
new element has nonlinear characteristics, memory, 
and an ultra-dense structure. Many types of of memris-
tor emulator circuit ([9]; [10]; [11], [12] [13]; [14]) have 
been proposed given that it was not commercially 
available. More and more researchers’ now are inter-
ested in modelling neuron and neural networks using 
memristors. Pickett and co-workers implemented a 
mottmemristor and memristor-based neuron circuit in 
Nature [15].  Shin et al. presented a memristor-based 
neuron circuit. Here, nonlinear opening and closing 
of sodium and potassium ion channels are modelled 
with a memristor [16]. Ren et al. proposed a model 
for connected neurons. [17]. Zhang and Liao created 
the memristor-based circuit of the FitzHugh-Nagumo 
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model and investigated the dynamic behaviour of neu-
ronal circuit networks using memristors as a synapses 
[18]. Feali et al. modified the Pickett’s circuit using both 
memristor and memcapacitor SPICE models [19].  

This study presents two logic gates using a memristor-
based floating neuristor circuit. The memristor in ques-
tion is based on OTA (Operational Transconductance 
Amplifier), and has a fully floating structure. The neuris-
tor also has a floating structure and generates voltage 
spikes when DC input current is applied to it. The neu-
ristor-based logic gates behave as an AND and OR gate 
depending on the input signal amplitude. All of the 
simulation results are compatible with previous studies

2 Floating memristor circuits

We have used two memristor emulator circuits using 
two different operational transconductance (OTA) el-
ements (Fig.1).  The symmetric OTA used in this study 
was designed for the TSMC 0.18u process (Fig.1c.) The 
capacitor provides the memristor’s memory behav-
iour; transistors behave as nonlinear resistors when 
operating in the subthreshold region. The transistors 
we’ve used are of a p-type. Their bulk terminals should 
be connected to the highest voltage in the circuit. We 
connected them bulk terminals to the drain terminals 
to provide more nonlinearity. Therefore, we were able 
to obtain more nonlinear memristive behaviour. The 
implementation of this memristor has been presented 
previously in [20]. First memristor ( Fig.1a) is nonvolatile, 

whilst the second memristor (Fig.1b) is volatile because 
of the TD transistor. The memristor emulators fully float 
thanks to their symmetric structures. The OTA provides 
current to the capacitor, which is connected to the gate 
terminals of transistors. The charging and discharging 
mechanism provides both a memory effect and results 
in the memristor’s resistance.

3 Memristor based neuristor circuit

Memristor-based electronic neurons were reported 
by Pickett and co-workers using mott memristors [15]. 
Feali put forth the memristor based neuristor SPICE 
model [19] after they were able to produce a electronic 
neuron (neuristor). The circuit we used in this study 
(Fig. 2) is composed of three memristors [20].  Two of 
them have parallel capacitors that emulate channel-I 
and channel-II.  Neurons are composed of many types 
of channels, namely sodium, potassium, and calcium. 
However, only sodium and potassium channels are 
represented in Hodgkin & Huxley model [1]. The oth-
er channels are not very important (in comparison to 
sodium and potassium), and they represent a leakage 
channel in Hodgkin & Huxley’s circuit model [1]. There-
fore, we thought of these two key channels as chan-
nel-1 and channel-2. The capacitors model the channel 
capacitance. Memristors employ model the channel 
conductance.  The conductances of memristors change 
when a DC input signal is applied, thereby charging and 
discharging the capacitor, and ultimately leading to volt-
age changes. If we control the voltage change, we can 
produce a spike train. Channel-I and channel-II behave 
as nonlinear resistors thanks to MA and MC memristors. 
These two channels are separated by a MB nonlinear 
memristor. Channel-II is isolated from the output termi-
nal of the circuit by Rout and Cout, which are located in 
the output stage of circuit. Moreover, both circuit ele-
ments also provide nonlinearity (thanks to the charging/
discharging mechanisms of the capacitor) as well as an 
appropriate voltage drop to produce spike trains.

Figure 1: The circuit schematics of memristor emu-
lators a) Fully floating memristor emulator circuit b) 
Modified fully floating memristor emulator circuit c) 
OTA circuit.

Figure 2: Memristor based floating neuristor circuit. 
Here, the MA and MC memristors have identical struc-
ture and the MB memristor has modified structure [20].
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Table 1: The values of the circuit elements.

Transistors W(µm) L(µm) Capacitors
T1-2A 3 1 CA 10 nF
T1-2B 400 1 CB 1 nF
T1-2C 1 1 CC 10 µF
TD 1.6 1 C1 10 nF

Cout 10 pF C2 1 pF
Currents (µA) Voltage Sources (V)

IA 1 VDD-A,C 0.9
IB 100 VSS-A,C -0.9
IC 0.1 VDD-B 2

Rout 10 MΩ VSS-B -2

The output stage of the circuit consists of one resistor 
and one capacitor. Spikes formation directly depends 
on the values of circuit elements and all values listed 
in Table 1. All simulations have been carried out using 
TSMC 0.18µm CMOS. We want to show the operation 
of one memristor when DC current is applied. Neurons 
can produce various spike types – e.g. fast spikes, ini-
tial bursting, and chattering. The details of these spike 
types can be found in [5]. Our circuit produced a regu-
lar spike type, a widely-known spike commonly used 
in VLSI design. The applied DC current and resulting 
voltage spikes are shown in Fig.3. The neuristor pro-
duces a spike train a DC current is applied. There are no 
observable spikes when a zero input signal is applied. 
Here, the applied DC signal value is 250nA; the result-
ing spike train amplitude changes from  -1.3 V to 0.5V

4 Neuristor based logic gates

As shown in Fig.4, two neuristors are connected in a 
parallel fashion and then serial to another neuristor to 
obtain logic gates. These logic gates have two inputs 
and one output.  The circuit behaves as both an AND 
and OR gate, depending on the amplitude of the ap-
plied signal. If the input signal amplitude reaches 40µA, 
the circuit behaves as an AND gate. If the applied signal 
reaches 150µA, then the circuit behaves as an OR gate. 
We applied 40µA current signals to both terminals of 
the proposed circuit (Fig.5b-c). If the applied input sig-
nals reach 40µA at the same time, the output of the 
circuit produces a spike train. However, if any of the 
inputs drop to zero, the circuit does not generate any 
output signal. In other words, the circuit behaves as an 
AND gate.

To obtain OR gate behaviour from the proposed circuit, 
we applied 150µA current signals to both terminal of 
the proposed circuit (Fig.6b-c). If one of the applied in-
put signals reaches 150µA, then the circuit produces a 
spike train. However, if both of the inputs drops to zero, 
then the circuit does not produce any output signal at 
all. In other words, the circuit behaves as an OR gate.

Figure 4: The circuit schematic of the neuristor based 
logic gates and their circuit symbols.(a)

(b)

Figure 3: a) The response of neuristor circuit and b) ap-
plied input DC current signal.
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Figure 6: a) The response of neuristor based OR gate b) 
applied input signal-I c) input signal-II.

5 Conclusions

In this paper, we presented logic gates based on float-
ing neuristor circuits. The neuristors are composed of 
two different OTA-based memristors that can fully float. 
The used memristor circuit has a very low current con-
sumption; therefore, the neuristor circuit consumes 
little power. We were able to obtain both logic behav-
iours from only one circuit by changing the input signal 
amplitude. All of the simulations were carried out using 
TSMC 0.18. 
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Abstract: In this work, configurable and reusable Dual-Tree Complex Wavelet Transform (DTCWT) Orthogonal Frequency Division 
Multiplexing (OFDM) modulator-demodulator based on Optimum Systolic Array (OSA) and Modified Distributive Arithmetic (MDA) 
algorithm is designed for low power underwater MODEM applications. The DTCWT-Inverse Dual-Tree Complex Wavelet Transform 
(IDTCWT) filters are designed considering integer 10-tap Q shift filter coefficients that are quantized and rounded off to achieve 
symmetry among filter coefficients. Multi stage DTCWT structure is used to perform 2560 subcarrier modulation and demodulation 
using MDA and OSA modules. The OSA structure is designed with optimum placement of Processing Elements (PE) and the MDA 
structure is designed to compute two filter outputs per module with Look-Up Table (LUT) of depth 8. The 2560 modulation is carried 
out using folded pipelined structure that comprises of two fold and four fold configurable modules. The reusable pipelined folded 
OFDM modulator-demodulator is implemented on Virtex-5 FPGA and operates at a maximum frequency of 248 MHz occupying less 
than 15% of FPGA resources and consumes less than 1.33 W power. 

Keywords: DTCWT; optimum systolic array; folded pipelined structure; FPGA design; underwater MODEM; low power architecture

Nastavljiv modulator-demodulator s frekvenčnim 
multipleksiranjem s 160 do 2560 ortogonalnimi 
podnosilci, zasnovan na arhitekturi sistoličnih polj 
s porazdeljeno vpogledno tabelo
Izvleček: V članku je predstavljen nastavljiv modulator-demodulator s frekvenčnim multipleksiranjem z ortogonalnimi podnosilci, zasnovan 
na arhitekturi sistoličnih polj s porazdeljeno vpogledno tabelo (DTCWT). Namenjen je uporabi v podvodnih sistemih nizkih moči MODEM. 
Zasnovani so z upoštevanjem kvantiziranih in zaokroženih Q-shift koeficientov filtra za doseganje simetrije med koeficienti. Večstopenjska 
DTCWT struktura modulira in demodulira 2560 podnosilcev z uporabo MDA is OSA modulov. OSA struktura je zasnovana z optimalno pozicijo 
procesnih elementov (PE). MDA struktura računa dva izhoda filtrov z uporabo vpogledne tabele v osmih nivojih. Modulacija uporablja dva- ali 
štiri-kratno zloženo strukturo v nastavljivih modulih. OFDM modulator-demodulator je uporabljen v Virtex-5 FPGA okolju in deluje pri največji 
frekvenci 248 MHz, pri čemer zasede manj kot 15% procesorske moči FPGA in porabi manj kot 1.33 W moči. 

Ključne besede: DTCWT; optimalni sistolični niz; zložena cevovodna konstrukcija; zasnova FPGA; podvodni MODEM; arhitektura z 
majhno porabo
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1 Introduction 

Inverse DTCWT performs OFDM modulation at the 
transmitter and DTCWT is used to retrieve symbols 
at the receiver. DTCWT decomposition is like Discrete 
Wavelet Transform (DWT) but with decomposition 
structures of real and imaginary trees. Hardware imple-
mentation of DTCWT is twice complex than DWT im-
plementation. Goalie et al. [1] use DWT based subcarri-
er modulation for OFDM. Shift variance in DWT energy 
levels introduce additional errors in OFDM subcarrier 
modulation and demodulation. Replacing IDWT-DWT 
with IDTCWT-DTCWT improves BER performances in 
OFDM. Po-Cheng Wu et al. [2] proposes DWT architec-
tures using arithmetic blocks based on linear convolu-
tion property of the wavelet filters. Architectures for 
DWT implementation on FPGA platform optimizing 
area, speed and power have been reported, that can be 
used for DTCWT implementation. Direct mapped archi-
tecture, folded architecture, multiply and accumulate 
based programmable architecture, flipping architec-
ture, recursive architecture, lifting based architectures, 
dual scan architecture and DSP type architecture are 
used for DWT implementation reported in [3]-[6]. 
Grzeszczak et al. [7] have proposed single stage systolic 
array architecture proving improvement in throughput 
and latency with the large area occupied by multipliers 
on FPGA platform. Chao Cheng et al. [8] have proposed 
a high-speed single stage architecture based on hard-
ware efficient parallel finite impulse response (FIR) fil-
ter structures for the DWT calculation. These structures 
differ in terms of size of arithmetic unit, on-chip mem-
ory, cycle period and average calculation time (ACT) 
[9]. Chengjun Zhang et al. [10] proposed a scheme for 
the design of pipeline architecture for a fast calculation 
of the DWT on Xilinx FPGA running at a maximum fre-
quency of 200MHz and power dissipation of 1005mW. 
Xin Tian et al. [11] have proposed a line based scanning 
scheme and a folded architecture for the calculation of 
multilevel 2-D DWT level-by-level.  Yeong-Kang Lai et 
al. [12] have used parallel data access scheme to avoid 
line buffers to implement the reversal mechanism 
in the folded design using both parallel and pipeline 
processing logic. Chih-Chi Cheng et al. [13] have pro-
posed a convolution based recursive architec-ture for 
2-D DWT using 9/7 filters, where the throughput rate 
is increased in a controlled manner that requires large 
storage space and decomposition time. Design of 
DTCWT architecture is like DWT architectures reported 
in literature Divakar et al. [14] that requires a large stor-
age area.

DTCWT filter structure as presented by Kingsbury re-
quires 10-tap filter structure with four filter banks every 
stage. Systolic array algorithm for data processing is re-
ported to achieve high throughput, reduced potential 

with reusability logic presented in Divakar et al. [15]-
[16]. The DTCWT architecture reported by Poornima et 
al. [17] presents the design of systolic array architecture 
using multiplexed distributive arithmetic algorithm for 
image decomposition. The architecture is implemented 
on FPGA and operates at a maximum frequency of 300 
MHz consuming less than 10 mW of power and 12% 
of FPGA resources. Most of the DTCWT architectures 
reported in the literature is for image processing and 
the DTCWT architecture for performing OFDM modu-
lation presented in this work is the first of its kind im-
plemented on FPGA for 512 symbols subcarrier OFDM. 
In this paper, pipelined and optimized filter structures 
are designed for computing both DTCWT and inverse 
DTCWT based on OSA logic for OFDM.

2 DTCWT Architecture design

In this work a generalized 2048 stage architecture is de-
signed that is customized for both implementations of 
DTCWT as well as IDTCWT. Figure 1 presents the 7-level 

IDTCWT structure. The input data *
ix  (i=0,1,2,3..7….15) 

representing complex symbols generated from the 
QAM or QPSK modulators are processed by the 7-level 
IDTCWT structure performing OFDM represented as   
X’R and X’I. The DTCWT structure at the receiver per-
forms demodulation to generate the symbols *

ix  ei-
ther from received data X’R and X’I. The DTCWT filter 
coefficients are 10-tap Q shift filters represented as 
{H’00a,  H’01a, H’10b, H’11b} for the first stage and all 
subsequent stages, and {H’0a, H’1a, H’0b, H’1b} for last 
stage of filtering. In every stage, there are four filters 
(or two pairs of filters representing real and two for 

imaginary part). The inputs { }* * * *
0 1 8 9, , ,x x x x  are pro-

cessed by the first stage filters {H’00a, H’01a, H’10b, 
H’11b}, with 10 filter coefficients the number of arith-
metic operations per output will be 10 multiplications 
and 9 additions. Considering 7 stages and four filters 
in the stage the number of arithmetic operations will 
be 280 multiplications and 252 additions per output. 
Considering 2048 levels the total number of multiplica-
tions and additions are 81920 and 73728, respectively. 
The 10-tap filters require 16-bits for representation and 
the arithmetic operations need to carry out using float-
ing point logic. To reduce the computation complexity 
fixed point integer logic is used and the 10-tap filters 
(N-tap) are scaled and rounded to an integer by mul-
tiplying with 64. The integer filter coefficients for the 
first stage and the last stage of DTCWT and IDTCWT are 
shown in Table 1. The filters Is1 and Is2 represent the 
integer filter coefficients for the first stage and all suc-
ceeding stage of DTCWT filters. Ins1 is the filter coef-
ficient for the last stage and Ins2 is the filter coefficient 
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for the 1st stage of IDTCWT.  The DTCWT coefficients 
Is2 is equal to IDTCWT coefficients Ins2 represented by 
{ILa, IHb, ILb, IHb}.  The filter coefficients Is1 and Ins1 
are related as h (n) = -h (N-1), n = 0, 1, 2, 3….9. The filter 
outputs generated by {ILa, IHb, ILb, IHb} are represented 

by {
0 1 2 3
0 0 0 0,  ,  ,  y y y y } and mathematically expressed as 

in Eq. (1), where a0 to a9 are the filter coefficients.

 (1)

The filter coefficients of Ins2 {±7, ± 38, ±49} are approxi-
mated to {±6, ±44, ±44} to bring symmetry in the filter 
coefficients with an error of {±1, ±6, ±5} respectively. 

Figure 1: Seven stage IDCWT OFDM modulation for 16 symbols.

Table 1: Low pass and high pass filter coefficients.

DTCWT IDTCWT

n
Is1 Is2 Ins1 Ins2

ILa IHa ILb IHb ILa IHa ILb IHb IILa IIHa IILb IILa IILa IIHa IILb IILa

0 0 0 1 0 2 0 0 -2 0 0 0 -1 2 0 0 -2
1 -6 -1 1 0 0 0 0 0 1 -6 0 1 0 0 0 0
2 6 1 -6 -6 -6 -6 -6 6 1 -6 -6 6 -6 -7(-6) -7(-6) 6
3 45 6 6 -6 15 0 0 15 -6 45 6 6 15 0 0 15
4 45 6 45 45 44 44 44 -44 6 -45 45 -45 49(44) 38(44) 38(44) -49(-44)
5 6 -45 45 -45 44 -44 44 44 45 6 45 45 38(44) -49(-44) 49(44) 38(44)
6 -6 45 6 6 0 15 15 0 45 6 6 -6 0 15 15 0
7 1 -6 -6 6 -6 6 -6 -6 6 1 -6 -6 -7(-6) 6 -6 -7(-6)
8 1 -6 0 1 0 0 0 0 -6 -1 1 0 0 0 0 0
9 0 0 0 -1 0 -2 2 0 0 0 1 0 0 -2 2 0

Approximated filter coefficients are indicated in brack-
ets in Table 1. Grouping the terms considering com-
mon terms and rearranging Eq. (1) is reduced to Eq. (2) 

which represents the first filter output 0
0y  with filter 

coefficients ILa. 

 (2)

In Eq. (2), the arithmetic operations required are five 
multiplications and five additions for input terms and 
4 adders for partial product terms. With the rearrange-
ment of common terms, the number of multipliers is 
reduced to 5 from 10 and the number of adders re-
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quired is 9. Considering Eq. (2), the total delay in com-
puting every output sample will be 3 clock cycles (1 
clock for adding input data x, 1 clock for multiplication 
of filter coefficient with input data and 1 clock for add-
ing all the multiplied terms). Similarly, the filter outputs 

1 2 3
0 0 0,  ,  y y y  for the remaining four filters are expressed 

as in Eq. (3). 

 ( ) ( ) ( )1
0 0 0 9 3 1 2 4 3 4y a x x a x x a x x= + + + + + +

 ( ) ( ) ( )2 5 6 1 7 8    3a x x a x x a+ + +
 ( ) ( ) ( )2

0 3 0 9 1 1 2 2 3 4y a x x a x x a x x= + + + + + +
 ( ) ( ) ( )1 5 6 4 7 8     3a x x a x x b+ + +

 ( ) ( ) ( )3
0 0 0 9 1 1 2 2 3 4y a x x a x x a x x= + + + + + +

 ( ) ( ) ( )1 5 6 3 7 8     3a x x a x x c+ + +

 (3)

From Eq. (2), Eq. (3a) and comparing the terms in Eq. 
(3b) and 3(c) the accumulated terms of input data are 
common. Eq. (2) and Eq. (3) are expressed as in Eq. (4), 
the accumulated terms are represented as bj and cj (j= 
0, 1, 2, 3, 4).   

 0
0 0 0 1 1 2 2 1 3 3 4y a b a b a b a b a b= + + + +

 1
0 0 0 3 1 1 2 2 3 1 4y a b a b a b a b a b= + + + +

 2
0 3 0 1 1 1 2 1 3 0 4y a c a c a c a c a c= + + + +

 3
0 0 0 1 1 2 2 1 3 3 4y a c a c a c a c a c= + + + +

  (4)

Considering the expression in Eq. (4) the number of 
arithmetic operations is 20 multiplications and 16 ad-
dition operations per stage, for 2048 stages the num-
bers of operations are 40960 and 32768, respectively. 

The terms b0, b1, b2, b3, b4 and c0, c1, c2, c3, c4 are 
read out into the arithmetic unit twice, once for com-

puting 0
0  y  & 1

0y  and second for 2 
0y & 3

0y . To reduce 
the number of arithmetic operations and memory read 
operation, the OSA algorithm is used to compute the 
filter outputs.

2.1 Optimum systolic array design

To arrive at OSA algorithm, Eq. (4) is expressed as in Eq. 
(5), with each of the expression are computed by PE 
that performs two operations, multiplication of terms 
ai & bi or ai & ci and accumulation of the multiplied out-

puts with the previous data. The filter outputs 0
0  y  & 3

0y  

computation requires the filter coefficients 0
ia  = {a0, 

a1, a2, a1, a3} and the inputs bi and ci is required. The 

filter output 1
0y  is generated by considering the filter 

coefficients 1
ia  = {a0, a3, a4, a2, a1} and input data bi 

is required. Similarly, for generating the term 2 
0y  filter 

coefficients 2
ia  = {a3, a1, a2, a1, a3} and input data ci is 

required. 

 0 0 0
0 1 0 i i iPE y y a b+→ = +

 1 1 1
1 1 0 i i iPE y y a b+→ = +

 2 2 2
2 1 0 i i iPE y y a c+→ = +

 3 3 3
3 1 0 i i iPE y y a c+→ = +

   (5)

Figure 2 presents the OSA structure designed to per-
form the filtering operation and the placement of PEs 
are carried out for optimum utilization of the filter co-

Figure 2: Optimum systolic array structure

G. Nanjareddy et al.; Informacije Midem, Vol. 51, No. 2(2021), 119 – 134
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efficients and the input data. Bold lines represent the 
input, the output is represented by solid lines and dot-
ted lines represent the control input. The input data bi 
is orderly allowed to flow into the PE0 and then into 

PE1. with one clock delay, the filter coefficients 0  ia  and 

1  ia  also allowed to flow into PE0 and PE1 from left to 

right. The filter coefficient 1  ia  is appended with ‘0’ to 
synchronize with the data flow of bi. The ci data input 

is appended with ‘0’ and 2  ia  is appended with [0 0] 
to synchronize with the coefficient data flow into PE3 
and PE2, respectively. The internal structure of the PE is 
presented in Figure 3. The data inputs to the PE are ui-1 
and vi-1 that flows into the PE from left and bottom. The 
outputs of PE are ui, yi and yi-1 that represent the data 
input to the next stage of PE and the output. The con-
trol signal S0 directs the output of the demultiplexer to 
the output pin of PE or into the accumulator logic. The 
Delay Register (DR) is used to store the data ui and yi for 
one clock cycle and transfers to the next PE. The regis-
ter also stores the intermediate data for accumulation 
during the next clock cycle.

Figure 3: Internal structure of PE.

Table 2 presents the data flow and the output genera-
tion of the OSA structure shown in Figure 2 for first 12 

clock cycles. The input coefficients enter from the Left 
(L) and the data input enter from the Bottom (B) of the 
PE. The first output is generated at 5th clock for the first 
filter, the second and third filter generates output at the 
6th clock cycle and the fourth filter generates the output 
at the 7th clock cycle. The latency is 5 clock cycle, and 
the throughput is 4 outputs per clock. The advantage 
of the OSA structure is optimum utilization of and filter 
coefficients for output computation. The OSA structure 
designed is used in the realization of 1 to 2047 stage of 
the IDTCWT and 2 to 2048 stage of DTCWT. For realiz-
ing the 1st stage of DTCWT and 2048th stage of IDTCWT, 
MDA logic is used. Approximating the 2nd stage (Ins2) 
filter coefficients (±38 to ±44, ±49 to ±44and ±7 to ±6) 
the number of arithmetic operations is reduced.

2.2 Modified distributive arithmetic

Figure 4 presents the forward DTCWT and IDTCWT 
structure that performs demodulation and modula-
tion of the OFDM signal. The corresponding filters for 
DTCWT and IDTCWT are represented as Is1 and Ins1 
respectively and it is presented in Table 1. The four 
output that will be generated by the DTCWT filters is 

represented as { 00 01,  i iy y , 20
iy , 21

iy } and expressed 
as in Eq. 6(a),(b),(c),& (d). The filter coefficients that are 
common are grouped together to reduce the number 
of multiplication operation, the corresponding input 
data is added prior to multiplication by the filter co-
efficient. From the expressions in Eq. 6 it is observed 
that the grouping of common terms has reduced the 
num-ber of multiplications to 4. The summed terms ‘Y’ 
is not common with all the four filter expressions and 

the filter coefficients { '
00h , '

00 g } are zero which will fur-
ther reduce the number of multiplication operations. 

Table 2: Data flow activity in the OSA structure.

PEs/Clock 1 2 3 4 5 6 7 8 9 10 11 12

PE0
L a0 a1 a2 a1 a3 a0 a1 a2 a1 a3 a0 a1

B b0 b1 b2 b3 b4 b0 b1 b2 b3 b4 b0 b1

PE1
L 0 a0 a3 a1 a2 a1 0 a0 a3 a1 a2 a1

B 0 b0 b1 b2 b3 b4 0 b0 b1 b2 b3 b4

PE3
L 0 a0 a1 a2 a1 a3 0 a0 a1 a2 a1 a3

B 0 c0 c1 c2 c3 c4 0 c0 c1 c2 c3 c4

PE2
L 0 0 a3 a1 a2 a1 a0 0 0 a3 a1 a2

B 0 0 c0 c1 c2 c3 c4 0 0 c0 c1 c2

PE0(Out) - - - -

PE1(Out) - - - - -

PE3(Out) - - - - -

PE2(Out) - - - - - -

0
1y0

0y
1
0y

0
2y
1
1y

0
3y
1
2y

0
4y
1
3y

0
5y
1
4y

0
6y
1
5y

0
7y
1
6y

3
0y 3

1y 3
2y 3

3y 3
4y 3

5y 3
5y

2
0y 2

1y 2
2y 2

3y 2
4y 2

5y
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array that loads 10 data samples. The two stage adder 
array performs addition operation of the data and the 
summed up data is stored in an intermediate register. 
The three multiplexers allow corresponding data into 
the LUT and controlled by the clock signal. 
 

                (6a)

                (6b)

                (6c)

Figure 4: DTCWT and IDTCWT filters for OFDM.

Figure 5: MDA structure for computing two real filter.

The input data terms are summed up using two stage 
adder structures that are stored in an intermediate reg-
ister. The intermediate register data is used as the ad-
dress (AD) to the Look-Up Table (LUT) that is stored with 
precalculated partial products (PP) based on the MDA 
algorithm. The two stage adder structure is designed 
such that the register contents are used to compute 
two filter outputs simultaneously. Figure 5 presents the 
MDA structure for computing two real filters outputs 

00
iy  and 01 iy . The input data is loaded into the register 

G. Nanjareddy et al.; Informacije Midem, Vol. 51, No. 2(2021), 119 – 134
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                (6d)

In the positive clock, the LUT locations  are accessed to 

compute the first filter output 00
iy  and in the negative 

clock, the PP are accessed to compute the second filter 

output 01 .iy  Figure 6 presents the MDA structure for 

computing two imaginary filter outputs 20
iy  and 21 iy  

The MDA logic is accessed at both positive and negative 
clock to compute the PP from the LUT and compute the 
two filter outputs. The advantage of MDA structure are 
that the LUT size is limited to a depth of 8 locations and  
used twice for computing two filter outputs. The inter-
mediate registers are used to ensure pipelined struc-
ture and improves throughput. The first output of the 
filters is generated after 13 clock cycle and throughput 
is 4 for every clock.

2.3 Comparison of resources

The OSA structure and MDA structure designed are op-
timum in terms of a number of arithmetic operations 

and hence it is suitable for performing 2048 symbol 
OFDM modulation and demodulation. Table 3 com-
pares the hardware resources and performances of the 
designed structure with direct implementation struc-
ture. From the comparisons of a number of multipliers 
and adders, the MDA structure requires 50% of LUT and 
the LUT depth is reduced by 99.21%. The OSA structure 
requires 50% of multipliers and 55% of adders. The la-
tency is reduced by 50% due to reuse of the input data 
and filter coefficients. Considering the DTCWT struc-
ture designed using both OSA and the MDA algorithm, 
it is required to implement OFDM for subcarrier modu-

Figure 6: MDA structure for computing two Imaginary filter.

Table 3: Performance comparison.

Parameters Direct 
Implementation OSA MDA

Filter type - 
DTCWT/Inverse 
DTCWT

Real and 
Imaginary

Real and 
Imaginary

Real and 
Imaginary

Filter order 10-tap 10-tap 10-tap

Multiplications 40 20 Multiplier 
less

Additions 36 16 14
LUTs 4 - 2
LUT depth 1024 - 8
Throughput 
(Output/clock) 1 4 4

Latency (clocks) 10 5 13

G. Nanjareddy et al.; Informacije Midem, Vol. 51, No. 2(2021), 119 – 134
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lation and demodulation. In this work, the design of 
2560 subcarrier OFDM is presented.

3 DCWT OFDM using 2560 subcar-rier

According to generic underwater MODEM standards, 
Table. 4 presented by Kochanska et al. [20] shows the 
basic parameters for OFDM recommended for under-
water acoustic channels for shallow water. OFDM based 
underwater MODEM with rank 8 and 30 kHz carrier fre-
quency for synchronization by considering sampling 
rate of 200 kHz, bandwidth of 5 kHz and subcarrier 
spacing of 312.5 kHz. By considering 5 kHz bandwidth 
and number of subcarriers is 4, the subcarrier spacing 
will be 1250 Hz (5 KHz / 4). Increasing the number of 
subcarriers to 64 will impact the improvement in data 
rate, and the spacing between the subcarriers will be 
limited to 78.13 Hz leading to Inter Symbol Interfer-
ence (ISI). An ideal spacing would be 312.5 Hz with 
number of subcarriers to be 16.Considering the stand-
ard specifications and based on discussions presented 
by Kochanska et al. [20] a 2560 subcarrier OFDM model 
is developed. The number of subcarriers is varied from 
160 to 2560 and the subcarrier spacing is set between 
1250 Hz to 78.13 Hz. As per the recommendations for 
OFDM based acoustic underwater communication, 
it is required to have configurable modulator and de-
modulator that can support 160 to 2560 subcarriers. To 
develop 2560 subcarrier OFDM based on DTCWT, it is 
required to have 2560 levels of IDTCWT for modulation 
and 2560 level DTCWT for demodulation. The DTCWT 
structure for 2560 level is presented in Figure 7. To have 
variation in subcarrier modulation, the structure pre-
sented in Figure 7 is designed with output taps from 
levels 160, 320, 640, 1280 and 2560. The 2560 structure 
can be configured to perform any of this modulation 
by selecting the outputs from intermediate stages. 
Every stage of DTCWT or IDTCWT uses four stages of 
filters that are either designed using OSA or MDA algo-
rithm. By introducing intermediate registers between 
two stages, a pipeline structure can be designed for 
generating 2560 subcar-rier modulation. The 2560 
stage pipelined structure generates 2559 detail filter 

coefficients and 1 approximate filter coefficients. The 
data movement between 2560 stages are controlled 
by control units that can synchronize data movement. 
Each stage requires 16 adders and 20 multipliers (con-
sidering OSA) has a latency of 5 clock cycles. For 2560 
stage OFDM the number of multipliers and adders are 
40960 and 51200. The latency for 2560 stage will be 
12800 clocks. To design an optimum 2560 modulator 
with a trade-off between latency and arithmetic opera-
tion, a folded pipelined modulator is designed. 

3.1 Folded Pipelined OFDM Modulator

In the folded pipelined OFDM modulator structure, 
each stage is reused twice or four times for subcarrier 
modulation and the data flow is controlled by a config-
urable logic. By designing reusable filter bank scheme, 
the number of filter banks required is reduced by 1280    
or by 640 and hence it is called a folded structure. The 
first stage DTCWT comprises of four filters and gen-
erates four outputs. Stage 2 to stage 2560 of DTCWT   
comprises of two filters that are grouped together and 
process the data from preceding stage to generate two 
outputs from every pair or group as shown in Figure 
7. The OSA structure shown in Figure 2 is designed for 
processing data input and to generate four outputs 
(real and imaginary). The reduced optimum OSA struc-
ture is designed to generate two outputs as shown in 
Figure 8 (a) for the real part and (b) for imaginary part 
separately. 

Figure 9 presents the top-level block diagram of pro-
posed folded pipelined unit for computing 2560 sub-
carrier OFDM demodulation using forward DTCWT. The 
first stage is realized using the MDA algorithm and gen-
erates four outputs. One output from each pair of filters 

{ 00
iy , 20 iy } is considered for the next level of process-

ing. The folded pipelined structure consists of N stage 
of processing units (N=1280) and each processing unit 
has two Fold Units (FLU) and two compute unit. The 
compute unit is the OSA shown in Figure 8. The FLU is 
designed to realize either two or four stages of DTCWT 
decomposition. By reusing the processing units twice, 
two-stage decomposition is carried out and by reusing 

Table 4: OFDM parameters for underwater acoustic communication.

No. of Subcarriers 
NS

No. of Subcarriers 
NB in B=5 KHz

Subcarrier 
Spacing BS [Hz]

Symbol 
Duration TOFDM 

[ms]

Symbol 
Duration with 

CP TS [ms]

Symbols Per 
Frame

160 4 1250.0 0.80 1.00 2500
320 8 625.0 1.60 2.00 1250
640 16 312.5 3.21 4.01 625

1280 32 156.3 6.41 8.01 312
2560 64 78.13 12.82 16.03 156
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four times, four stages of DTCWT are achieved. Stage 
0 in Figure 9 is implemented using the proposed MDA 
logic discussed in section 2.2 and stage 1 to stage N is 
realized using the OSA structure discussed in section 
2.1. Figure 10 presents the fold unit design that com-
prises of input register of depth 18 that stores the input 
data from the previous stages denoted as x. The regis-
ter contents of each memory location of input register 
is accessed and denoted as R. The outputs of input reg-
ister are connected to the multiplexer array so that the 
data R0 to R18 are rearranged as shown at the inputs of 
the multiplexer array. Select line S1 and S0 are used to 
configure the fold unit to either fold by two or fold by 
four. If the select signal S0 is alone used then fold by two 
logic is achieved and if both S0 and S1 are used, then 
fold by four logic is achieved. The data enters the OSA 
structure for processing and generates two outputs of 

which one of the outputs 0
1iy +  is de-multiplexed and 

stored in the output register (Q) for next stage pro-

cessing. The other data 1
1iy +  is demodulated subcarier 

forwarded to last stage of OFDM demodulator. The 
demultiplexer logic and input stage multiplexer array 
are synchronized for computing either two levels or 
four levels DTCWT decomposition. The de-multiplexer 
output denoted as {Q0, Q1, Q2, Q3} are stored into a 
corresponding memory location in the output register 
for reuse and for computing the next level decomposi-
tion. The read and write signal are used to read out the 
data into the multiplexer array form the input register 
and write the output of OSA into the output register. 
After every read and write operation is performed the 
input and output registers are shifted to load new data 
inputs for processing. Figure 11 and Figure 12 presents 

PE configured to perform decomposition by two or 
four. In Figure 11, the input stage for fold by two logic 
consists of two data array registers of depth four, repre-
sented as ‘x’ and ‘y’. The input register array ‘x’ is loaded 
with new input data at the register (xi + 4). At every 
clock, the data is shifted up in the data register ‘x’. The 
output of OSA is demultiplexed and shifted as input to 
register ‘y’ and again the cycle repeats. In the first clock 
the data input ‘x’ is processed by OSA to generate two 

outputs 00
iy  and 01

iy  of which 00
iy  is shifted back for a 

second level of processing into the ‘y’ register. 

In the next clock pulse, the data from ‘y’ register is mul-
tiplexed and processed by OSA logic, which generates 
two inputs, of this one of them is de-multiplexed and 
sent to next stage for processing. Similarly, Figure 12 
presents the logic of fold by four that comperes of four 
input array registers represented as {x, y, z, w}, each of 
depth four. The fold by four module is designed to pro-

Figure 7: DTCWT structure for 2560 stages.

Figure 8: Optimum systolic array (a) Real part (b) Imag-
inary part.
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cess subcarrier modulation by reusing DTCWT filter 
pair four times. The control signal S0 and S1 are set to 
perform fold by two or fold by four operations. The data 
flow logic designed for fold by two logic is presented in 
Figure 13. There are two registers at input represented 
as ‘y’ and ‘x’. In the first clock, the four inputs x0, x1, x2 
and x3 are loaded into ‘x’ register array whereas ‘y’ array 
is set to zero. The OSA unit generates y0 at 2nd clock cy-
cle that gets loaded into the fourth register of ‘y’. In eve-
ry clock, the input ‘x’ is processed to generate output 
‘y’ and will be loaded into the ‘y’ array register. Once all 
the contents of ‘y’ register are computed (clock 5), the 
multiplexer at the input of OSA is enabled to process 
‘y’ data. The two-stage fold logic generates output for 
alternate stages i.e stage 1 to stage 3. Similarly, Figure 
14 presents a data flow diagram for fold by four logic. 
In this logic, the input data x0, x1, x2 and x3 are loaded 
in a first clock cycle and the first output of the 1st stage 
is computed at second clock pulse. The 1st output of 
the third stage (z0) is computed at 11th clock and the 
1st output of 4th stage (w0) is computed at 16th clock. 
The fold by four logic processes data from the 1st stage 
to generate data to the 5th stage. The folded pipelined 
architecture is configured to compute N=2560 subcar-
rier OFDM symbols using only N/2 stages in the fold by 
two logic and N/4 stages using fold by four logic. In fold 
by two logic, the latency is 10 clock cycles for every six 
outputs and in the fold by four logic, the latency is 20 

clocks for every ten outputs. The number of multiplier 
and adder operations are reduced by 50% in fold by 
two as compared with direct implementation and re-
duced by 75% in fold by four logic. A trade-off between 
computation complexity and latency is achieved in the 
folded pipelined architecture. This structure can be 
configured to compute 160, 320, 640, 1280 and 2560 
subcarrier modulation by taping the outputs at N/2, 
N/4, N/8 and N/16 stages. The 2560 stage DTCWT de-
composition unit is modelled using Verilog HDL and 
is verified for its functionality. The functionally correct 
HDL code for DTCWT and IDTCWT is implemented on 
FPGA and the logic correctness of OFDM module is 
verified in system generator environment.

4 FPGA Implementation

Figure 15 presents the top-level block diagram of 
IDTCWT-DTCWT validation model. Input signal rep-
resented as in Eq. (7) is generated in the Matlab Sim-
ulink environment. Two frequencies of 40 kHz and 100 
kHz are used that are quantized to 8-bit numbers as a 
composite input signal. The parameters q1 and q2 are 
quantization factors to scale the input to nearest inte-
ger numbers. Each of the samples of composite input 

Figure 9: Folded pipelined OFDM demodulator block diagram.
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data is encoded using 64-QAM modulation scheme in 
the Simulink environment.

Input=q1*round ((10sin (2*pi*f1*t) +10)/q1+q2) 
*round ((10sin (2*pi*f2*t) +10)/q2)           (7)

The QAM data from Simulink environment is read into 
system generator model through gateway in port. The 
symbols from the gateway in port are converted to par-
allel data and are processed by the IDTCWT unit that is 
modelled using Verilog code. The four filter outputs of 

Figure 10: Fold unit logic for computing decomposition by 2 and 4.

IDTCWT module which is a complex data is converted to 
real data and is further processed by the DTCWT model. 
OFDM modulation and demodulation is per-formed by 
the IDTCWT-DTCWT pair. The output of DTCWT is read 
into the Simulink environment through gateway out 
module. From the results obtained in the workspace of 
MATLAB the demodulated data symbols are processed 
by the inverse QAM module to generate the output 
signal. Figure 16 presents the simulation results of the 
system generated module for DTCWT stage 1 demodu-
lator. As the input from Simulink envi-ronment is quan-
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Figure 11: Computing two stage decomposition using 
one stage DTCWT.

Figure 12: Computing four stage decomposition using one stage DTCWT.

tized to positive integers, the sine wave generated is 
used as an input sequence for OFDM modulation. The 
modulated data is processed by the DTCWT module 
and OFDM demodulation is carried out. The input se-
quence and the demodulated output sequence is seen 
and verified for its numerical values. At the output, the 
numerical values obtained are equal to the input sam-
ples but a delay of 3 clocks is seen.

Figure 17 presents the FPGA implementation of OFDM 
modulation and demodulation on the Virtex-5 devel-
opment kit. The input data from Simulink environment 
is used as the source to the system generator model 
and the same input is provided to the FPGA device for 
performing modulation and demodulation process. 
The output of FPGA is read back using chip scope de-
bugging tool for validation of the designed model. The 
OFDM model implemented on FPGA is verified for its 
logic correctness and the hardware implementation 
report generated is analyzed to show area, power, and 
timing parameters. A detailed discussion on FPGA re-
sults is presented in the next section. 
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Clk 1 2 3 4 5 6 7 15
Reg. Y X Y X Y X Y X Y X Y X Y X ---- Y X

i 0 X0 0 X1 0 X2 0 X3 Y0 X4 Y2 X6 Y2 X6 ---- Y10 X14

i+1 0 X1 0 X2 0 X3 Y0 X4 Y1 X5 Y3 X7 Y3 X7 ---- Y11 X15

i+2 0 X2 0 X3 Y0 X4 Y1 X5 Y2 X6 Y4 X8 Y4 X8 ---- Y12 X16

i+3 0 X3 Y0 X4 Y1 X5 Y2 X6 Y3 X7 Y5 X9 Y5 X9 ---- Y13 X17

Figure 13: Data flow in decomposition by two.

Clk 1 2 3 4 5
Reg. W Z Y X W Z Y X W Z Y X W Z Y X W Z Y X

i 0 0 0 X0 0 0 0 X1 0 0 0 X2 0 0 0 X3 0 0 Y0 X4

i+1 0 0 0 X1 0 0 0 X2 0 0 0 X3 0 0 Y0 X4 0 0 Y1 X5

i+2 0 0 0 X2 0 0 0 X3 0 0 Y0 X4 0 0 Y1 X5 0 0 Y2 X6

i+3 0 0 0 X3 0 0 Y0 X4 0 0 Y1 X5 0 0 Y2 X6 0 0 Y3 X7

Clk 9 10

----------------

14 15
Reg. W Z Y X W Z Y X W Z Y X W Z Y X

i 0 Z0 Y4 X8 0 Z1 Y5 X9 W1 Z5 Y9 X13 W2 Z6 Y10 X14

i+1 0 Z1 Y5 X9 0 Z2 Y6 X10 W2 Z6 Y10 X14 W3 Z7 Y11 X15

i+2 0 Z2 Y6 X10 0 Z3 Y7 X11 W3 Z7 Y11 X15 W4 Z8 Y12 X16

i+3 0 Z3 Y7 X11 0 Z4 Y8 X12 W4 Z8 Y12 X16 W5 Z9 Y13 X17

Figure 14: Data flow in decomposition by four.

Figure 15: System generator model for validation of 
IDTCWT-DTCWT model.

Figure 16: Validation of OFDM modulation using 
DTCWT.

5 Results and Discussion

The functional correct HDL model is synthesized tar-
geting Virtex-5 FPGA family and synthesis report is 
obtained. Verilog HDL code is developed to model the 

proposed DTCWT calculation unit. FSM is designed 
to model control logic that synchronizes the forward 
transform operation. The input stage consists of serial 
to parallel converter realized using de-multiplexer and 
multiplexer that is designed to work as a parallel to se-
rial converter at the output stage. The DTCWT module 
is modelled using Xilinx IP (Internet Protocol) cores and 
glue logic. A test bench is developed that uses known 
test vectors (Sinusoidal signal with center frequency 
14 KHz, -3dB bandwidth of 5.6 KHz, effective bit rate 
1222 b/s, with transition from 0 to 2v and each bit rep-
resented by signed integer of 8 bits)  to verify logic cor-
rectness of the developed Verilog HDL model. Input 
data symbols that are represented using 8-bit signed 
representation are stored in test bench and are forced 
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into the HDL model for DTCWT calculation. The DTCWT 
coefficients computed by the HDL model are seen for 
its numerical values and compared with theoretical 
values. From the comparison of practical and theoreti-
cal values, the logic correctness of HDL code is verified. 
In addition to processing modulation symbols, the filter 
is verified for its impulse response and the output of the 
filter is seen to produce filter coefficients. The first stage 
four filter bank structure results are verified for impulse 
response and the output is seen to be the filter coeffi-
cients proving logic correctness of Verilog HDL and ar-
chitecture design. The functionally verified HDL code is 
synthesized and RTL schematic is obtained for one filter 
and four filter structure. Figure 18 presents the simula-
tion results of OFDM modulator and demodulator cap-
tured in Modelsim environment for an input sine wave. 
The input sine wave is modulated using OFDM modula-
tor and the results seen at one of the four filters are pre-
sented. At the receiver, the DTCWT module demodulates 
the OFDM signal and the data is recovered at the output. 
From the simulation results, the input and output wave 
are matching as per the requirement. Figure 19 presents 
the timing report of OFDM modulator, from the timing 
report it is seen that  for the clock period of 10ns with 
50% duty cycle there is no errors found after analyzing 
350359 timing paths with 392 endpoints. There is no 
setup and hold time violations as well and the minimum 
time is seen to be 7.16 ns which gives a maximum oper-
ating frequency of 139 MHz. Figure 20 presents the hard-
ware results captured using chip scope debugging tool 
at the output of IDTCWT module. The peaks are seen at 
regular intervals and the pattern is seen to be like the 
results seen in Modelsim environment.

Figure 19: Timing report of OFDM module

Figure 20: Chip scope debugging results of OFDM 
modulator

Table 5 summarizes the FPGA implementation report 
of the DTCWT filter alone. Each of the four filters is im-
plemented on FPGA independently and area, timing 
and power report is generated. Finally, DTCWT struc-
ture  for 2560 stage is implemented on FPGA. The 2560 
stage DTCWT filter runs at a maximum frequency of 
248 MHz consuming power dissipation of less than 
1.33W occupying 9982 LUTs and 32 DSP arithmetic re-
sources. The results presented in this paper are the first 
set of information of implementing DTCWT on FPGA 
for OFDM applications. Table 6 compares the FPGA 
implementation results of 1D – DTCWT level structure. 
The proposed single-stage structure operates at a max-
imum frequency of 302.87 MHz with power dissipation 
of less than 0.82 W consuming less than 376 slices. The 
first stage is designed using MDA logic and hence the 
number of LUTs is very less as compared with all other 
implementations.

Table 5: Summary of Synthesis Report.

Parameter One 
filter

Two 
filter

Four 
filter

2560 
stage

Number of Slice 
Registers 87 168 376 9982

Number of Slice 
LUTs 88 170 373 9982

Number of fully 
used LUT FF pairs 81 156 353 9982

Number of bonded 
IOBs 24 37 68 436

Number of BUFG/
BUFGCTRLs 1 1 1 32

Number of 
DSP48A1s 1 2 4 32

Maximum 
Frequency (MHz) 489.89 374.5 302.87 248.23

Total Supply Power 
(W) 0.37 0.37 0.82 1.33

Figure 18: Simulation results of OFDM module.
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Table 6: Comparison of hardware requirements.

Ref [17] DTCWT 
[16] Ref [15] This 

work
Number 
of Slice 
Registers

1836 2056 3741 376

Number of 
Slice LUTs 1586 2045 3612 373

Total power 
(W) 0.7851 0.85 1.001 0.82

Maximum 
Frequency 
(MHz)

291.12 278.89 246.76 302.87

6 Conclusion

The configurable DTCWT based OFDM modulator-de-
modulator is designed and is implemented on FPGA. 
The 2560 stage DTCWT OFDM structure is configurable 
to perform 160, 320, 640, 1280 and 2560 level subcar-
rier modulation. Optimum systolic array (OSA) unit is 
designed with PE computing 4 outputs at every clock 
with latency of 5 clocks. The Modified Distributive 
Arithmetic (MDA) unit computes two filter outputs with 
throughput of four and latency of 13 clocks optimizing 
LUT size to 99.21%. Folded pipelined OFDM modulator 
is designed using fold unit logic to either perform two 
stage decomposition or four stage decomposition. The 
2560 stage OFDM modulator is realized using folded 
pipelined structure operating at maximum frequency 
of 248 MHz consuming power less than 1.33 W. With 
low power and high processing speed, the OFDM 
structure is suitable for underwater communications 
that requires adaptive modulation scheme.
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Abstract: The oscillator phase noise is one of the key limitations in several fields of electronics. An electronic oscillator phase noise 
is usually described by the Leeson’s equation. Since the latter is frequently misinterpreted and misused, a complete derivation of the 
Leeson’s equation in modern form is given first. Second, effects of flicker noise and active-device bias are accounted for. Next the 
complete spectrum of an electronic oscillator is derived extending the result of the Leeson’s equation into a Lorentzian spectral line. 
Finally the spectrum of more complex oscillators including delay lines is calculated, like opto-electronic oscillators.

Keywords: phase noise; Leeson’s equation; oscillator bias; Lorentzian line; opto-electronic oscillator

Razširitev Leesonove Enačbe
Izvleček: Fazni šum oscilatorja je ena ključnih omejitev v številnih področjih elektronike. Fazni šum elektronskega oscilatorja običajno 
opisuje Leesonova enačba. Ker je slednja pogosto slabo razumljena in napačno uporabljena, bo najprej opisana celotna izpeljava 
Leesonove enačbe. V drugem koraku je nujna obravnava učinkov šuma 1/f  in nastavitve delovne točke aktivnega gradnika. Sledi 
celovita izpeljava spektra elektronskega oscilatorja, ki rezultat Leesonove enačbe razširi v Lorentzovo spektralno črto. Končno se izpelje 
spekter bolj kompliciranih oscilatorjev, kot so to opto-elektronski oscilatorji.
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1 Introduction

Towards the end of the 19th century, the Hertz experi-
ments connected two areas of physics, namely elec-
tricity and optics. While radio communications started 
with filtered noise from spark gaps, the latter were 
quickly replaced by much more efficient vacuum-tube 
electronic oscillators, invented independently by Arm-
strong and Meissner around 1912.

Electronic oscillators were so successful that their spec-
trum was considered an infinitely narrow spectral line 
at relatively low radio frequencies f<30MHz in the first 
half of the 20th century. Their spectral line was only 
broadened by external causes like unfiltered supply, 
load pull, temperature drift and/or vacuum-tube aging.

On the other hand, in optics it was quickly discovered 
that spectral lines of different light sources were not in-
finitely narrow. The optical line width ∆λo or ∆f could be 
measured with (relatively simple) interferometers and 
expressed as longitudinal coherence length d in free 
space c0:

 2
0 0

0

λ
Δ Δλ
cd
f

≈ ≈     (1)

Unfortunately the amplitude dynamic range of simple 
optical instruments was quite limited.

In the second half of the 20th century, both the fre-
quency resolution of radio measurements as well as 
the amplitude dynamic range of optical measurements 
improved by several orders of magnitude. Both keep 
improving as the user requests keep increasing. Last 
but not least, the spectrum gap between radio and 
optics is shrinking as radio frequencies are increasing 
towards the terahertz region and optical wavelengths 
are increasing towards the far-infrared region.

One of the most important contributions is the deriva-
tion of the oscillator noise spectrum by David Leeson in 
1966 [1]. The same derivation is applicable to (relatively 
low) radio-frequency electronic oscillators as well as to 
lasers. In electronics, high-performance oscillators are 
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followed by buffer stages that may add their own noise. 
Electronic limiters may reduce the amplitude noise but 
they have no effect on the phase noise.

The design of a performing radio-frequency oscillator 
is complex. Besides basic radio-frequency design the 
knowledge of different noise contributions is required 
as well as the knowledge of feedback theory. Due to 
this complexity the Leeson’s equation is frequently mis-
understood, misused and even degraded to an “empiri-
cal” equation by some sources. The term phase noise 
only starts appearing in equipment specifications as 
well as in text books in the 21st century as it is becoming 
the limiting parameter for increasingly complex modu-
lation schemes at ever increasing carrier frequencies.

2 Electronic oscillator

An electronic oscillator includes an amplifier with a 
voltage gain A and a feedback network with a voltage 
transfer function H(ω). The feedback network is usually 
a frequency-selective resonator to define the output 
spectrum of the oscillator:

Figure 1: Electronic oscillator.

For the circuit to oscillate, the Barkhausen criterion ap-
plies:

 ( )0 1A H ω⋅ =      (2)

The Barkhausen criterion is an equation with complex 
numbers defining both the phase and the magnitude 
of the feedback. The circuit can only oscillate at the 
frequency ω0 where the feedback phase is zero or an 
integer multiple of 2π. The amplifier should provide 
enough gainto start the oscillation. During steady os-
cillation, saturation will eventually decrease the ampli-
fier gain A to satisfy the Barkhausen criterion.

Some feedback networks may generate complex re-
sults. A laser may oscillate at many different modes at 
the same time. Some electronic circuits may satisfy the 
Barkhausen criterion at zero frequency. Such circuits do 

not oscillate but act as bi-stables. A flip-flop intention-
ally driven into a meta-stable state will quickly settle 
into one of its two stable states.

Some form of noise is always present in all circuits. In 
electronic circuits operating in the radio-frequency 
range, the main contribution is thermal noise. No mat-
ter how small, noise will always significantly affect the 
output spectrum of an oscillator as shown later in the 
derivation of the Leeson’s equation.

In the case of a class A amplifier, noise actually starts 
the oscillation:

Figure 2: Oscillator start.

With some excess gain, the oscillation amplitude will 
initially grow exponentially out of noise. As the oscil-
lation amplitude increases, the amplifier will be driven 
into saturation. The excess gain shrinks and finally 
reaches the Barkhausen criterion during steady oscil-
lation.

Some oscillators use a class C amplifier. Such oscilla-
tors can not start out of noise, but need a start pulse. 
Unfortunately, after reaching steady oscillation, class C 
amplifiers add even more noise than class A amplifiers. 
The gain in class C is lower, there is much less control 
over the device bias and due to the heavily non-linear 
operation, class C amplifiers efficiently up-convert low-
frequency noise to the desired oscillator frequency.

3 Leeson’s equation

The Leeson’s equation [1] describes how noise propa-
gates through the circuit of an oscillator. The derivation 
below refers to Fig 1:

 ( )Nout Nin NoutU U A H Uω= + ⋅ ⋅    (3)
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can be rearranged to:

 

( )1
Nin

Nout
UU
A H ω

=
− ⋅

    (4)

A simple resonator with a lumped capacitor C and a 
lumped inductor L with losses R' provides the follow-
ing transfer function of the feedback:

 ( ) 1'
in

in out

RH
R j L R R

j C

ω
ω

ω

=
+ + + +   (5)

During steady oscillation the Barkhausen criterion 
simplifies the transfer function for small signal s 
UNout≪U0(ω0) compared to the carrier to:

 ( ) 1
RA H

R j L
j C

ω
ω

ω

∑⋅ =
∑ + +   (6)

where the sum of resistors denotes:

 'in outR R R R∑ = + +     (7)

The transfer function can be further simplified by intro-
ducing the loaded quality QL of the resonator:

 0
L

LQ
R

ω
=

∑
     (8)

and the frequency offset from the carrier ω0:

 
0

1
LC

ω ω ω ω∆ = − = −    (9)

into:

 ( )
0

1

1 2 L

A H
j Q

ω ω
ω

⋅ ≈ ∆+                 (10)

resulting in:

 

0

11
1 2

Nin
Nout

L

UU

j Q ω
ω

≈ →
− ∆+

 
01

2Nout Nin
L

U U
j Q

ω
ω

 
→ ≈ ⋅ + ∆ 

               (11)

Dealing with noise is easier with average signal powers 
Pj=α |Uj|

2 rather than voltages. The resulting propaga-
tion of noise power is:

 2
01

2Nout Nin
L

P P
Q
ω

ω

  
 ≈ ⋅ +  ∆   

                 (12)

In engineering it is also preferred to replace angular 
frequencies ωj = 2πfj with ordinary frequencies:

 2
01

2Nout Nin
L

fP P
Q f

  
 ≈ ⋅ +  ∆   

                 (13)

All derivations in this paper are made considering just 
one side-band of the symmetrical noise spectrum on 
both sides of the carrier U0(ω0) or U0(f0). If a single side-
band is observed, there is no distinction between am-
plitude noise and phase noise.

When both upper and lower side-bands are summed, 
the resulting noise signal has both an in-phase com-
ponent and a quadrature component with respect to 
the carrier. Due to the random nature of noise, both the 
in-phase component and the quadrature component 
are of equal magnitude. The in-phase component adds 
a random amplitude modulation to the carrier, also 
called amplitude noise. The quadrature component 
adds a random phase modulation to the carrier, also 
called phase noise.

The original Leeson’s derivation [1] as well as many oth-
er theoretical papers include both noise side-bands, 
frequently denoted as S(ω) or S(f ). On the other hand, 
single side-band noise is required in many practical cal-
culations. Care should be taken since both side bands 
have twice the power of a single side band.

The oscillator noise includes both amplitude noise and 
phase noise. Both have equal power:

 2
01

2 2 2
Nout Nin

NA N
L

P P fP P
Q fφ

  
 = = ≈ ⋅ +  ∆   

      (14)

Since the amplitude noise PNA can be removed easily 
with an electronic limiter, only the phase-noise power 
PNф is interesting.

In electronics, noise is usually referred to the input of 
an amplifier although it can only be measured on its 
output. Therefore for compatibility all quantities onare 
referred to the amplifier input. The thermal-noise spec-
tral density dPNin/df at the amplifier input is equal to the 
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sum of the temperatures of all noise sources multiplied 
by the Boltzmann constant kB ≈ 1.38  10-23 J/K:

 ( )Nin
B j B R A

dP k T k T T
df

= ⋅∑ = ⋅ +                 (15)

The resonator temperature TR ≫ T0 = 290 K may be 
much higher than the reference temperature in the 
case of resonators using active circuits. The noise tem-
perature of a passive resonator is usually close to the 
reference (room) temperature TR ≈ T0 = 290 K. In this 
case the thermal-noise spectral density can be rewrit-
ten using the amplifier noise figure F (in linear units!):

 
0

Nin
B

dP k T F
df

≈ ⋅ ⋅                   (16)

Note that the amplifier noise figure F will be higher in 
saturation (steady oscillation) than in linear operation!

The phase-noise spectral density of an oscillator be-
comes:

 2
0

0
1 1
2 2

N
B

L

dP f k T F
df Q f

φ
  
 = ⋅ + ⋅ ∆   

                (17)

Since the oscillator output is amplified, limited and/or 
attenuated, the important quantity is the phase-noise 
spectral density relative to the oscillator output power 
P0:

 
( )

0

1 NdP
L f

P df
φ∆ = ⋅                   (18)

The relative phase-noise spectral density is denoted by 
the symbol L(Δf ) and has units [Hz-1] in the Leeson’s 
equation:

 
( )

2
0 0

0

Δ 1
2 Δ 2

B

L

f k T FL f
Q f P

  
 = + ⋅    

                (19)

Due to the extremely wide dynamic range of L(Δf ) it 
is common to use logarithmic units, namely decibels 
relative to the carrier per unit bandwidth or [dBc/Hz]:

 ( )[ ] ( )10dBc/Hz
10log 1HzL f L f ∆ = ∆ ⋅                  (20)

Unfortunately many popular sources like [2] forget to 
multiply L(Δf ) in linear units with the unit bandwidth  
1 Hz, degrading the Leeson’s equation to an empirical 
equation.

As an example, the spectrum of a typical oscillator is 
computed on Fig. 3 using the Leeson’s equation. The 
carrier power is selected as P0 = 0.1 mW typical at the 
input of a small-signal RF transistor. The noise figure 
degradation is comparable to the gain compression 
due to saturation, therefore F = 10 dB is a reasonable 
choice. The most important parameter of an oscillator, 
the loaded quality of the resonator is selected QL = 10 
corresponding to a varactor-tuned microstrip resona-
tor at f0 = 3 GHz:

Figure 3: Oscillator spectrum.

The propagation of noise through an oscillator in-
creases the phase noise close to the desired carrier 
well above the thermal noise. Since the two noise side-
bands are symmetric, it makes sense to observe a sin-
gle side band in detail using a logarithmic scale for the 
frequency offset ∆f  from the carrier as shown on Fig. 4:

Figure 4: SSB phase-noise spectrum.

At frequency offsets |∆f | > f0/(2QL) larger than the Lee-
son’s frequency, the oscillator has little effect on the 
noise spectral density. Other circuits like buffer ampli-
fiers, limiters and/or attenuators add their own thermal 
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noise. If required, this thermal noise can easily be fil-
tered away using resonators with a similar QL as used 
in the oscillator itself.

At frequency offsets |∆f |< f0 /(2QL) smaller than the 
Leeson’s frequency, the predominant noise is the oscil-
lator phase noise. Other circuits like amplifiers, limiters 
and/or attenuators have little effect on the phase-noise 
spectral density. The oscillator phase noise can NOT be 
filtered away using resonators with a similar QL as used 
in the oscillator itself.

Since the oscillator phase-noise is the interesting quan-
tity, a simplified Leeson’s equation neglecting thermal 
noise is frequently used:

 
( )

2
0 0

08
B

L

f k T FL f
Q f P

 
∆ ≈ ⋅ ∆ 

                 (21)

The result of the simplified Leeson’s equation is shown 
as a dotted extension on Fig. 4. There is a significant 
difference from the full equation only at large offsets 
|∆f |> f0 /(2QL )≈150 MHz in the example shown on Fig. 
3 and Fig. 4.

The Leeson’s equation was derived assuming that the 
noise amplitude UNout ≪ U0 (ω0) is much smaller than 
the desired-carrier amplitude. This assumption no 
longer holds at small offsets ∆f. The Leeson’s equation 
only holds when the relative phase-noise spectral den-
sity is much smaller than the L(∆f )≪∆f -1 limit shown 
with a dotted line on Fif. 4. In practice, the result on Fig. 
4 is only valid at offsets above |∆f |>1 kHz.

The relative phase-noise density at very small offsets ∆f 
is usually not very important in practical electronic os-
cillators. It is much more important in laser oscillators. 
A corrected derivation of the Leeson’s equation for very 
small offsets ∆f will be presented later.

4 Effects of phase noise

Phase noise was first noted as residual frequency mod-
ulation in analog radio links. The unwanted random 
frequency deviation (root-mean-square value) can be 
calculated as:

 
( )22

MAX

MIN

f

f
f

f L f d fσ = ∆ ∆ ∆∫                 (22)

The frequency limits fMIN and fMAX of the integral are the 
band limits of the analog base-band modulation signal.

In QAM radio links, phase noise randomly rotates the 
constellation of the modulation. The unwanted ran-
dom angle of rotation (root-mean-square value) can be 
calculated as:

 
( )σ 2 Δ Δ

modulation

carrier recovery

B

B

L f d fφ
−

= ∫                 (23)

Any phase noise above ∆f > Bmodulation is filtered away by 
the channel filter in the receiver. Further it is assumed 
that the carrier-recovery circuit of the receiver is able 
to track slow frequency and/or phase changes below 
∆f < Bcarier - recovery.

In digital communications, phase noise manifests itself 
as clock jitter. The unwanted clock jitter (root-mean-
square value) can be calculated as:

 
( )

0 0

1 2
2

MAX

clock recovery

f

t
B

L f d f
f

φσ
σ

ω π
−

= = ∆ ∆∫             (24)

Limiting the bandwidth of the clock, the upper limit 
fMAX < f0 is less than the clock frequency. Further it is 
assumed that the clock-recovery circuit of the receiver 
is able to track slow frequency and/or phase changes 
below ∆f < Bclock - recovery.

Finally in all radio communications, phase noise causes 
interference to neighbor channels. The interference 
power can be calculated as:

 
( )

2

1

0

f

i
f

P P L f d f
∆

∆

= ⋅ ∆ ∆∫                   (25)

The frequency limits ∆f1 and ∆f2 of the integral are the 
frequency offsets of the interfered channel from the in-
terfering carrier P0(f0 ).

Note that all of the above-mentioned integrals start 
from an offset ∆f > 0 larger than zero. Radio equipment 
is usually designed to work with relatively clean sources 
where the phase-noise power PNф ≪ P0 is much smaller 
than the carrier power and the Leeson’s equation is 
valid thanks to L(∆f ) ≪ ∆f -1 in the region of interest.

5 Active-device noise

Besides thermal noise, active devices also add flicker 
noise to the amplified signal. Flicker noise is usually 
described as an increase of the radio-frequency noise 
figure F into a frequency-dependent noise figure F'(f ):
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( )' 1 CfF f F

f
 

= ⋅ +  
                  (26)

The parameter describing flicker noise is the corner fre-
quency fC. The latter depends on the device technol-
ogy [3]. In general, surface devices have higher current 
densities and more structure defects than bulk devices. 
Surface semiconductor devices like a silicon MOSFET, a 
GaAs MESFET or a GaAlAs HEMT may have the corner 
frequency in the range fC≈1…10 MHz. Bulk semicon-
ductor devices like a silicon BJT or a silicon JFET may 
have the corner frequency in the range fC ≈ 1…10 kHz.

Although a HEMT may produce slightly less noise at 
radio frequencies than a BJT, a HEMT is significantly 
noisier at low frequencies than a BJT as shown on Fig. 5:

Figure 5: Active device noise figure.

In an oscillator, the active device operates in saturation 
while producing steady oscillations. The nonlinear ef-
fects associated with saturation up-convert the low-
frequency flicker noise into noise side bands very close 
to the carrier radio frequency. High-performance radio-
frequency (microwave) oscillators therefore use silicon 
bipolar transistors due to their lower flicker noise.

The additional up-converted flicker noise can be built 
into the Leeson’s equation describing the increase the 
oscillator phase noise at small offsets |∆f |<fC:

 
( )

2
0 0

0

1 1
2 2

B C

L

f k T F fL f
Q f P f

    
 ∆ = + ⋅ ⋅ +  ∆ ∆    

    (27)

The phase noise of the same oscillator example as 
shown earlier including flicker noise is shown on Fig 6:

Calculations including flicker noise may not be simple. 
Calculating the flicker-noise power PN from equation (26):

 
1

MAX

MIN

f
C

N B
f

fP k F df
f

 
= ⋅ ⋅ +  ∫                  (28)

may give an infinite result:

 

0
lim 1

MAX

MIN
MIN

f
C

Bf
f

fk F df
f→

 
⋅ ⋅ + → ∞  ∫                 (29)

suggesting that further limitations apply to (26) at very 
low frequencies.

Further it is necessary to understand that the flicker-
noise corner frequency fC in equation (26) is different 
from the fC in equation (27)! Between the two quanti-
ties there is a frequency conversion that may be more 
or less efficient depending on parameters that are NOT 
described by the Leeson’s equation!

The phase noise of an oscillator depends heavily on the 
bias and DC decoupling circuits. Since the impedance 
parameters [Zij] of a bipolar transistor depend mainly 
on the DC currents through the device, the currents 
through the RF amplifier transistor have to be regulat-
ed as constant as possible with a bias circuit like that on 
Fig. 7 [4]. Keeping the impedance parameters [Zij] con-
stant attenuates the up-conversion of low-frequency 
flicker noise to the RF carrier frequency:
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Figure 6: Phase noise including flicker noise.
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Flicker noise is not the only concern while designing the 
bias network of an oscillator. Reactive components like RF 
chokes (inductors) may introduce additional unwanted 
modes of the resonator H(ω). Therefore resistors R5 and 
R6 are usually used to apply the DC bias in oscillators.

Besides the RF feedback there is yet another feedback 
circuit built into every electronic oscillator. Gain reduc-
tion at saturation during steady oscillation is governed 
by this additional feedback (bottom graph on Fig. 2). 
A poorly-designed bias network will make this low-
frequency feedback unstable causing self quenching 
of the oscillator. While self quenching may simplify a 
super-regenerative receiver compared to the original 
Armstrong design [9], it has a catastrophic effect on the 
oscillator spectrum.

The gain-reduction feedback already has one pole due 
to the RF energy stored in the resonator H(ω), rectified 
by the nonlinear effects of the saturation of the active 
device and added to the DC bias of the latter. Addition-
al poles are added by the RF bypass capacitors C1 and 
C2 and by the DC-bias decoupling capacitors C3 and 
C4. Unless the component values on Fig. 7 are selected 
carefully, the oscillator will be self-quenching. Even if 
the oscillator is not self-quenching, a poor phase mar-
gin of the bias feedback may cause a significant in-
crease of the oscillator phase noise.

If varactors are used to tune the oscillator (VCO) [6], the 
phase noise is degraded further. First, varactors decrease 
the QL of the resonator due to their series resistance. Sec-
ond, the tuning voltage may introduce additional noise. 
Even the noise voltage introduced by the resistors acting 
as RF chokes to tune the varactors is not insignificant.

6 Spectral-line width

The Leeson’s equation (19) is unable to describe the fre-
quency spectrum of an oscillator very close to its central 
frequency ω0 or f0 when the condition L(∆f ) ≪ ∆f -1 is 
no longer fulfilled. Although there are several compre-
hensive papers on this topic like [5], [6], a simplified 
derivation is given here.

Analyzing Fig. 1, the feedback gain has to be slightly 
less than unity during steady oscillation, since some 
noise is being added all of the time. Accordingly, the 
original Barkhausen criterion (2) has to be modified to:

 ( )0 1A H ω⋅ = −ε                   (30)

where the gain decrease is described by the very small, 
but non-zero quantity 0<ϵ≪1. The feedback transfer 
function (10) is modified to:

 ( )
0

1

1 2 L

A H
j Q

ω ω
ω

−⋅ = ∆+

ε
                 (31)

resulting in equation (11) extended to:
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11 1
1 2

Nin Nin
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L

U UU
A H

j Q

ω
ω

ω

= ≈ →−− ⋅ − ∆+

ε

 

0

0

1 2

2

L

Nout Nin

L

j Q
U U

j Q

ω
ω

ω
ω

∆+
→ ≈ ⋅ ∆ −ε

   (32)

At frequency offsets |∆f |>f0/(2QL) larger than the Lee-
son’s frequency, the oscillator has little effect on the 
noise while other circuits add their own noise. It therefore 
makes sense to evaluate (32) at small offsets |∆f |<f0/(2QL) 
only. Considering |j2QL∆ω0/ω0|≪1, equation (32) sim-
plifies to:

 

0
2

Nin
Nout

L

UU
j Q ω

ω

≈ ∆ −ε
                  (33)

Replacing noise voltages with average powers, replac-
ing angular frequencies with ordinary frequencies and 
considering the phase noise only:
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Figure 7: Oscillator bias circuit.
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2

2

0

/ 2
2

2

Nout Nin
N

L

P PP
fQ

f

φ = ≈
 ∆ +  

ε
                (34)

Introducing the thermal-noise spectral density (15) or 
(16) and the spectral-line half width:

 
0

2HW
L

ff
Q

=
ε

                   (35)

the simplified Leeson’s equation (21) evolves into a Lor-
entzian spectral line:

 
( )

2
0 0

2 2
0

1
8
B

L HW

f k T FL f
Q f f P

 
∆ = ⋅ ⋅  ∆ + 

               (36)

The missing quantities fHW or ϵ can be calculated by 
summing the whole relative spectrum power consider-
ing ∆f = f – f0:

 
( )

0

1
f

L f d f
∞

−

∆ ∆ =∫                   (37)

In all practical cases the integral start may be replaced 
by – ∞, the error being smaller than neglecting far-
away thermal noise:

 2
0 0

2 2
0

1
8
B

L HW

f k T F d f
Q f f P

∞

−∞

 
⋅ ⋅ ∆ =  ∆ + ∫
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   ∆= ⋅ ⋅ =     
 2

0 0

0

1
8
B

L HW

f k T F
Q P f

π 
= ⋅ ⋅ ≈  

  (38)

The spectral-line half width is obtained as:

 2
0 0

0

π
8
B

HW
L

f k T Ff
Q P

 
≈ ⋅ ⋅  

                  (39)

The small correction of the Barkhausen criterion is:

 
0 0

04
B

L

f k T F
Q P

π
≈ε                   (40)

Analyzing the same oscillator example with f0 = 3 GHz, 
QL = 10, P0 = 0.1 mW and F = 10 dB as on Fig. 3 and 

Fig. 4, a spectral-line half width of fHW≈14Hz is obtained. 
The corresponding correction of the Barkhausen crite-
rion is small indeed ϵ≈10-7.

One side band of the calculated spectrum L(∆f) (solid 
line) is compared to the original Leeson’s equation 
(dotted extensions) on Fig. 8 in logarithmic scale:

Figure 8: Lorentzian spectral line.
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The result of the original Leeson’s equation is plotted 
with a dotted line on the same graph as well as the ∆f -1 
limit. Note that at small offsets the spectrum L(∆f ) flat-
tens thus avoiding the ∆f -1 limit.

Besides thermal noise, additional noise like flicker noise 
further broadens the spectral line. The calculation is 
more difficult since the low-frequency flicker-noise 
spectrum is not up-converted by a single carrier fre-
quency but by the oscillator signal itself with non-zero 
spectral width.

In most cases the spectral-line half width remains much 
narrower fHW ≪ Brecovery than the carrier or clock recovery 
circuits in radio equipment. In all these frequent cases 
the result of the original Leeson’s equation is sufficient.

7 Delay-line oscillators

The most important parameter in the Leeson’s equation 
is the loaded quality QL of the resonator. Unfortunately 
electrical resonators in the radio-frequency range do 
not achieve very high values of QL. Mechanical reso-
nators like quartz crystals are frequently used in high-
performance radio oscillators. Electrical resonators may 
achieve very high values of QL in the optical-frequency 
range. Lasers may produce relatively very narrow spec-
tral lines. Unfortunately dividing optical frequencies 
down to radio frequencies is not practical yet.

Delay lines may act as resonators in oscillator circuits. 
Their equivalent QLD is directly proportional to the de-
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lay τD and increases linearly with frequency:

 0LD DQ fπ τ=                    (41)

Unfortunately delay lines may fulfill the Barkhausen 
criterion (2) at many different frequencies causing a 
laser to oscillate on many different modes. Lasers may 
use frequency-selective mirrors or gain medium to de-
crease the number of modes.

A similar approach may be used to design radio-fre-
quency oscillators using either acoustic (BAW or SAW) 
delay lines or opto-electronic delay lines [7]. The latter 
look promising due to the low loss and wide bandwidth 
of optical fibers. The basic design of an opto-electronic 
oscillator is shown on Fig. 9. The desired mode of oscil-
lation is selected by an additional electric (microwave) 
resonator:

Figure 9: Opto-electronic oscillator.

The Barkhausen criterion (2) can be rewritten for the 
circuit on Fig. 9 as:

 ( ) ( )1 0 2 0 1R DA H A Hω ω⋅ ⋅ ⋅ =                  (42)

If the electric resonator is tuned precisely to the desired 
mode of the delay line, the voltage transfer function of 
the latter can be written as:

 ( ) e Dj
DH a ωτω − ∆= ⋅                   (43)

For small signals and small offsets:

 
( ) ( )1 2

0

e

1 2

Dj

R D

LR

A H A H
j Q

ωτ

ω ω ω
ω

− ∆

⋅ ⋅ ⋅ = ∆+          (44)

The noise-voltage transfer function becomes:
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e1
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Nout j

LR

UU

j Q

ωτ

ω
ω

− ∆≈
− ∆+

                 (45)

The corresponding phase-noise average power is:

                (46)

Finally the extended Leeson’s equation for the opto-
electronic oscillator shown on Fig. 9 becomes:

                (47)

The largest contribution to ΣTj comes from the opto-
electronic delay line that may include flicker noise:

 
1 C

j D
fT T
f

 
∑ ≈ ⋅ + ∆ 

                  (48)

In an opto-electronic oscillator as on Fig. 9 the most 
vulnerable point in the circuit is the photo-diode out-
put. Here the signal power P0 is the lowest and the rela-
tive phase-noise spectral density L(∆f ) is calculated. 
Saturation will likely be achieved in A2 since optical 
modulators require substantial amounts of RF drive 
power. The output L(∆f )out is taken after all amplifica-
tion and filtering:

 
( ) ( )

2

0
1 2

out

LR

L f
L f

fQ
f

∆
∆ ≈

 ∆+   

                 (49)

The analytical result for L(∆f )out is fitted to the well-
documented experimental data from [8]. The latter 
describes a microwave f0 = 3 GHz opto-electronic oscil-
lator with the delay line made from l≈15km of optical 
fiber resulting in a delay of τD≈75μs corresponding to a 
QLD≈7∙105. Mode selection is performed by an addition-
al microwave dielectric resonator with the QLR≈8300.

The opto-electronic delay line noise temperature may be 
rather high due to several reasons: relative intensity noise 
(RIN) of the laser, optical reflections including Rayleigh 
scattering converting optical phase noise into amplitude 
noise and inefficient broadband impedance matching of 
the photodiode. The opto-electronic delay line noise tem-
perature is found as expected around TD≈2∙105 K. What 
really matters is the ratio TD/P0 and the latter can be meas-
ured conveniently at the output of a PIN-FET module.

Flicker noise comes at least in part from the built-in 
HEMT amplifiers. Due to the required relatively high 
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electronic gain, several amplifier stages are connected 
in series. If broadband amplifiers are used, flicker noise 
may originate in the first stage, it is amplified by the 
intermediate stage and it is up-converted by the last 
stage. Due to the high noise contribution from the op-
to-electronic delay line, the overall flicker-noise corner 
frequency is found around fC≈5 kHz.

The fitted analytical result for L(∆f )out on Fig. 10 shows 
the unwanted side modes at the correct frequen-
cies. However, the peak magnitudes of the unwanted 
modes are about 15 dB stronger than the measured 
values. This may be due to an insufficient resolution of 
the phase-noise test setup:

Figure 10: Simulated OEO phase noise.

The well-documented experimental data from [8] addi-
tionally includes results with a Q-multiplier circuit. The 
latter increases the loaded quality of the microwave 
mode-selection filter to about QLR≈75000 thus improv-
ing the rejection of unwanted modes. Since a Q mul-
tiplier is an active filter, the system noise temperature 
increases to about TD≈5∙105 K.

The fitted analytical result for L(∆f )out including the Q 
multiplier is shown on Fig. 11. The unwanted-mode 
magnitudes are reduced and their line widths are 
broader. Both frequencies and magnitudes are very 
close to the measured values in [8]:

Figure 11: Simulated OEO with Q multiplier.

Finally, a parabolic approximation of the close-in re-
sponse of a single microwave resonator suggests that 
the unwanted mode rejection is proportional to (QLR)4. 
For a Q-multiplication factor m≈8 as described in [8], 
the unwanted-mode rejection improvement is expect-
ed as 10log10 m4 ≈36 dB. The difference between Fig. 
10 and Fig. 11, corrected for the change in TD, comes 
much closer to this value than the measured data pub-
lished in [8], again suggesting an insufficient resolution 
of the phase-noise test setup.

8 Avoiding UV & DC catastrophes

When natural laws are extended from a few laboratory 
measurements up to the whole frequency spectrum, 
problems usually arise at both extremes: when the 
frequency approaches infinity f→∞ and when the fre-
quency approaches zero f→0. One of the most famous 
problems in physics was the ultraviolet catastrophe 
predicted from the Rayleigh-Jeans law for black-body 
thermal radiation [10], suggesting infinite radiated 
power. The more accurate Planck’s law solved the prob-
lem a few years later.

The same problem also applies to phase noise. What 
happens with the relative phase noise density at both 
extremes L(∆f→∞) (UV catastrophe) and L(∆f→0) (DC 
catastrophe)? The answer is not simple since L(∆f ) 
may achieve very differing shapes and magnitudes. To 
the best of my knowledge, the limitations of different 
equations for phase noise that may produce non-phys-
ical results are identified by introducing the ∆f -1 limit 
for the first time in this article.

The Leeson’s equation for electronic oscillators is usu-
ally derived from the Johnson noise. In electronics, the 
Johnson-noise spectral density is usually considered 
frequency-independent as shown in equation (15), 
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since it is derived form the Rayleigh-Jeans law. At room 
temperatures, the Rayleigh-Jeans law becomes inaccu-
rate at infrared frequencies. At cryogenic temperatures, 
the Rayleigh-Jeans law becomes inaccurate already at 
microwave-radio frequencies.

If equation (15) is rewritten to include the complete 
Planck’s law, the resulting thermal-noise spectral density 
also depends on the Planck constant h≈6.626∙10-34  Js:

 W
Hz

e 1B

N
hf

k T

dP hf
df

  =  
−

                  (50)

The Johnson noise is just an approximation for low fre-
quencies:

 

( )
0

lim

e 1B

N
B Bhff

k T

dP hfhf k T k T
df →

 
 ≈ =
  −

�            (51)

The complete equation should be considered at fre-
quencies above f≈kBT/h≈6 THz at a room temperature 
T≈290 K. The electronic noise decays even sooner 
since the gain bandwidth of electronic devices is about 
three orders of magnitude smaller. Therefore there are 
at least two valid and independent reasons to avoid the 
UV catastrophe.

Flicker noise is usually modeled as 1/f noise in equation 
(26). The latter suggests an infinite amount of power 
(DC catastrophe) even in a simple amplifier without 
feedback (29). If the spectral noise density at very low 
frequencies or the total noise power is required, a bet-
ter model than 1/f should be used for flicker noise. In 
order to separate different effects, flicker noise will not 
be considered in the following discussion.

Another DC catastrophe may originate in the simple 
derivation of the Leeson’s equation for an oscillator 
(19) or (21). At small offsets ∆f→0, the noise power is 
no longer small compared to the carrier power. A com-
plete derivation of the spectral line (36) avoids this DC 
catastrophe.

In order to explain different effects, the same result from 
Fig. 8 is plotted on much broader scales on Fig. 12. On 
the latter, the frequency spans from bi-weekly 10-6 Hz 
up to soft X rays 1018 Hz. The amplitude range spans an 
incredible 350 dB:

Figure 12: Catastrophes explained.

The ∆f -1 limit corresponds to an infinite amount of 
power over the whole spectrum. Considering both 
side-bands of a single octave f<∆f<2 f, the ∆f -1 limit 
produces a finite amount, just slightly too much rela-
tive noise power:

 2

1

0

2 2ln2 1.386

f
N

f

P f d f
P

−= ∆ ∆ = ≈∫                (52)

In order to comply with equation (37), the relative 
phase-noise spectral density L(∆f ) may approach the 
∆f -1 limit over less than an octave and drop to zero else-
where else. 

A Lorentzian spectral line approaches the ∆f -1 limit to 
-8 dB at a frequency offset ∆f = fHW(≈14 Hz) (39). At 
smaller offsets ∆f≪fHW the Lorentzian spectral line is flat 
with frequency L(∆f ) ≈ α. At larger offsets ∆f≫fHW the 
Lorentzian spectral line decays as L(∆f ) ≈α∙∆f -2 with 
increasing offset. At both smaller and larger offsets ∆f, 
the Lorentzian spectral line diverges far below the ∆f -1 
limit thus avoiding both UV and DC catastrophes.

The result of the Leeson’s equation (dotted line) matches 
the Lorentzian spectral line (solid line) over the usually-
interesting offset range and stays well below the ∆f -1 
limit. At very small offsets ∆f→0, the Leeson’s result 
grows as L(∆f ) ≈α∙∆f -2 with decreasing offset, eventu-
ally exceeding the ∆f -1 limit and causing a DC catastro-
phe. At very large offsets ∆f→∞, the Leeson’s result is 
flat with frequency L(∆f) ≈ α, eventually exceeding the 
∆f -1 limit and causing an UV catastrophe.

As long as the relative phase-noise spectral density L(∆f ) 
is a monotonically decreasing function, it should avoid 
the ∆f -1 limit in a similar way to the Lorentzian spectral 
line. More complex spectra L(∆f ) like that shown on Fig. 
10 may even exceed the ∆f -1 limit over very narrow off-
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set ranges (much less than an octave) without causing 
catastrophes analyzing a likely useless oscillator.

In any case, comparing the magnitude and slope of 
L(∆f ) to the ∆f -1 limit quickly tells whether a certain 
equation for L(∆f ) with certain parameters provides 
useful results or not over the desired offset range. The 
ratio L(∆f )/∆f -1= ∆f ∙ L(∆f ) tells whether the phase 
noise at the specified offset ∆f is much smaller or com-
parable to the whole signal power.

9 Conclusions

The Leeson’s equation for relative phase-noise spec-
tral density is frequently misunderstood and misused 
even in commercial simulation software. Therefore a 
complete derivation is made first to understand the 
limitations of the different forms of the same equation. 
While derivations produce results in linear units [Hz -1], 
logarithmic units [dBc/Hz] (20) are used elsewhere in-
cluding the graphs in this article.

The complete Leeson’s equation (19) is frequently sim-
plified to (21), since wide-band thermal noise origi-
nates elsewhere and not just in the oscillator.

Flicker noise is usually built in the Leeson’s equation 
like (27), but its exact magnitude actually depends on 
factors not included in the Leeson’s equation, like the 
design of active-device bias networks. Last but not 
least, the simple 1/f approximation of flicker noise may 
produce non-physical, infinite results in some cases.

The original Leeson’s derivation is valid for small noise 
signals only. The result is only valid in the offset range 
when L(∆f )≪∆f -1. When L(∆f ) approaches or even 
exceeds the ∆f -1 limit, non-physical results are usually 
obtained. In the latter case a complete derivation of the 
oscillator spectrum has to be performed including the 
shape of the main spectral line of non-zero width. Flat 
thermal noise produces a Lorentzian spectrum (36).

Finally, the Leeson’s equation is extended to delay-line 
oscillators and in particular to opto-electronic oscilla-
tors. The extended equation (47) is fitted to experimen-
tal data showing potential problems of the latter.

As a conclusion of all of the above findings, an electron-
ic oscillator is just a Q multiplier amplifying and filtering 
its own noise. The Q-multiplication factor is very large 
m ≈ ϵ -1 resulting in a very small, but non-zero spectral-
line half width fHW > 0. Besides bandwidth differences 
of many orders of magnitude, an electronic oscillator 
produces a similar signal to the spark radio transmitter 
or filtered white light in optics.
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