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Editors' Introduction to the Special Issue on  

‟The Sixth International Symposium on Information and 

Communication Technology – SoICT 2015”

Editors' Introduction to the Special Issue on the Sixth 

International Symposium on Information and 

Communication Technology (SoICT 2015, Hue City, 

Vietnam) 

This Special consists of a selection of the best papers 

from the 6th International Symposium on Information and 

Communication Technology - SoICT 2015. Since 2010, 

SoICT has been organised annually. The symposium 

provided an academic forum for researchers to share their 

latest research findings and to identify future challenges in 

computer science. In 2015, SoICT was held in Hue Royal 

city, Vietnam, during December 3-4th, 2015.  SoICT 2015 

was an international symposium that covered four major 

areas of research including Artificial Intelligence and Big 

Data, Network and Security, Human-Computer 

Interaction, Software Engineering and Applied 

Computing. 

In 122 submissions from 18 countries, 49 papers were 

accepted for presentation at SoICT’2015. Among them, 4 

papers were carefully selected, after further extension and 

additional review, for inclusion in this Special Issue. 

The first paper by N.H.T. Dang, S. Dvoenko and S. 

Dinh “A Mixed Noise Removal Method Based on Total 

Variation” is about removing noise from biomedical 

images. The paper proposes a novel method to remove 

mixed noise using the idea of the total variation of an 

image intensity (brightness) function. 

The second paper by Q.V. Bui, K. Sayadi, M. Bui “A 

Multi-Criteria Document Clustering Method Based on 

Topic Modeling and Pseudoclosure Function” addresses 

the problem of document clustering. The paper proposes a 

novel unsupervised clustering method based on the 

structural analysis of the latent semantic space.  The 

authors perform a structural analysis on the latent 

semantic space using the Pretopology theory that allows 

them to investigate the role of the number of clusters and 

the chosen centroids, in the similarity between the 

computed clusters. Their method has been applied to and 

evaluated on Twitter data. 

The third paper by K.V. Nguyen, P.L. Nguyen, H. 

Phan is entitled “A Distributed Algorithm For Monitoring 

An Expanding Hole In Wireless Sensor Networks”. Holes 

in sensor networks are regions that have no operating 

nodes and may occur due to several reasons, including 

cases caused by natural obstacles or disaster suffered 

areas. Determining the location and shape of holes can 

help to make smart, early routing decisions for 

circumventing a hole. Many hole determination 

algorithms have proposed in the literature, however, they 

consider mainly networks with static holes i.e. with stable 

boundary nodes. Moreover, most of these are designed in 

a centralized manner, which is not suitable to the unstable 

situation of networks with an expanding hole. This paper 

proposes an algorithmic scheme not only for determining 

the initial shape but also for monitoring and quickly 

reporting about the area of a hole gradually expanding. 

The last paper by D.L.Truong, E. Ouro and T.C. 

Nguyen “Protected Elastic-tree topology for Survivable 

and Energy-efficient Data Center” starts from the 

observation that data centers currently consume too much 

energy.  

They propose to reduce energy consumption by 

turning off certain switches in data centers, and study the 

effect on the connectivity of the network and data center. 

They then propose to tailor the topology using a path 

protection method to ensure that all connections in the data 

center retain survivability upon any single failure.  
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Due to the technology limits, digital images always include some defects, such as noise. Noise reduces 

image quality and affects the result of image processing. While in most cases, noise has Gaussian distri-

bution, in biomedical images, noise is usually a combination of Poisson and Gaussian noises. This com-

bination is naturally considered as a superposition of Gaussian noise over Poisson noise. In this paper, 

we propose a method to remove such a type of mixed noise based on a novel approach: we consider the 

superposition of noises like a linear combination. We use the idea of the total variation of an image in-

tensity (brightness) function to remove this combination of noises. 

Povzetek: Članek predlaga izvirno kombinacijo Gaussovega in Poissonovega filtra za filtriranje šuma v 

slikah.

1 Introduction 
Image denoising has attracted a lot of attention in recent 

years. In order to suppress noise effectively, we need to 

know its type. There are many types of noises, for exam-

ple, Gaussian (digital images), Poisson (X-Ray images), 

Speckle (ultra sonograms) noises and so on. 

One of the most famous effective methods is the to-

tal variation model [2-4, 10, 12, 17, 18, 22, 26]. The first 

person who suggested it to solve the denoising problem 

is Rudin [17]. He used the total variation as a universal 

tool in image processing. His denoising model is well-

known as the ROF model [3, 17]. The ROF model is tar-

geted to efficiently remove Gaussian noise only.  

This model is often used to remove not only Gaussi-

an noise, but also other types of noise. For example, the 

ROF model suppresses Poisson noise not so effectively. 

Le T. [9] proposed another model, well-known as the 

modified ROF model to remove Poisson noise only.  

Gaussian and Poisson noises both are widespread in 

real situations, but their combination is important too, for 

example, in electronic microscopy images [7, 8]. In these 

images, both types of noises are combined as a superpo-

sition. In physical process, Poisson noise usually is added 

first, before Gaussian noise. Luisier F. with co-authors 

proposed the theoretically strong PURE-LET method 

[11] (Poisson-Gaussian unbiased risk estimate – linear 

expansion of thresholds) to remove this type of combina-

tion of noises.  

However, such kind of noises usually can be consid-

ered as dependent on the image acquisition systems. At 

the same time, in many papers devoted to the image de-

noising problem the idea of Poisson-Gaussian noise 

combination  is considered, even though such is not the 

case.   

From other side, many noise reduction approaches 

have been developed, particularly, wavelet-based trans-

forms, etc. It needs to draw attention, noise reduction 

approaches that have been developed based on wavelet 

transform are only for Gaussian or Poisson noise. 

In order to remove mixed noise, let us assume that 

the superposition of noises can be equivalent to some 

unknown linear combination of them. 

We can combine ROF and modified ROF models to 

suppress the linear combination of noises. The obtained 

model is supposed to remove the mixed noise better than 

ROF or modified ROF models separately. Additionally, 

it is simpler than PURE-LET, because we try to find only 

the proportion between Poisson and Gaussian noises in 

the mixed noise. 

In experiments, we use images and add noise into 

them. The image quality is compared with some other 

denoising methods such as ROF, modified ROF models, 

and PURE-LET method to remove the superposition of 

noises. In our paper [19], we proposed to remove the 

linear combination of Poisson and Gaussian noises and 
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compared results with Wiener [1] and median [23] filters, 

and with Beltrami method [29]. Our method gives better 

results for Gaussian and Poisson noises separately, and 

for the combination of noises too. Hence, in this paper, 

we do not compare our approach with these methods.  

In order to compare image quality after restoration, 

we use criteria PSNR (Peak Signal-to-Noise Ratio), MSE 

(Mean Square Error), SSIM (Structure SIMilarity) [24, 

25]. The PSNR criterion is the most important, because it 

is always used to evaluate images and signals quality. 

In this paper, we try to represent and discuss only the 

case limited by the greyscale artificial and real images 

with artificial noise. According to it, we can use only 

criteria above based on the full-reference image quality 

evaluation approach.  

In the case of greyscale real images with unknown 

noises, we need to use the no-reference approach to eval-

uate the quality of denoising. In general, it is complicated 

theoretical problem to develop a criterion for it.  

Our investigation based on BRISQUE criterion [13] 

(Blind/Referenceless Image Spatial QUality Evaluator) 

in this case was discussed in paper [20].  

2 Combined denoising model  

Let in 2R  space a bounded domain 2R  be given. 

Let functions ( , ) Ru x y   and ( , ) R,v x y   respectively, 

be ideal (without noise) and observed (noisy) imag-

es, ( , )x y  .  For smooth function u , its total variation 

can be defined by [ ] | |TV u u dxdy


  , where 

( , )x yu u u   is a gradient, /xu u x   , /yu u y   , 

2 2| | x yu u u   . In this paper, we consider that the func-

tion u  always has limited total variation [ ]TV u   . 

According to [2, 3, 17, 18], an image smoothness is 

characterized by the total variation of an image intensity 

function. The total variation of the noisy image is always 

greater than the total variation of the corresponding 

smooth image. In order to solve the problem 

[ ] minTV u  , we need to use the following condition 

2( )v u dxdy const


  . 

Hence, we obtain the ROF model to remove Gaussi-

an noise in the image [17, 18]: 

2argmin | | ( )
2u

u u dxdy v u dxdy

 

 
    

 
 


, 

where 0  is Lagrange multiplier. This is a solution of 

the unconstrained optimization problem. 

In order to remove Poisson noise, Le T. built another 

model based on ROF model [9] as the optimization prob-

lem [ ] minTV u   with the following constraint 

ln( ( | )) ( ln( ))p v u dxdy u v u dxdy const
 

    . 

This model resulted in the following unconstrained 

optimization problem 

* argmin | | ( ln( ))
u

u u dxdy u v u dxdy
 

 
    

 
  , 

where 0  is a coefficient of regularization. This is the 

known modified ROF model to remove Poisson noise. 

In order to build a model for removing the mixed 

Poisson-Gaussian noise, we also solve the same optimi-

zation problem [ ] minTV u  , but with a different con-

straint as follows. 

This constraint is very similar to constraints above. 

We consider, the noise variance is unchangeable (Pois-

son noise is not changed and Gaussian noise only de-

pends on noise variance): 

      ln( ( | ))p v u dxdy const


 ,   (1) 

where ( | )p v u  is a conditional probability of the real 

image v  with the ideal image u  given. 

The probability density function of Gaussian noise is 
2

1 2

( )
( | ) exp / ( 2 )

2

v u
p v u

 
  

 
 


, 

and the probability distribution of Poisson noise is 

2 ( | ) exp( ) / !vp v u u u v  . 

We have to notice that intensity functions of images 

u  and v  are integer (for example, for 8-bits greyscale 

image the range of intensity is from 0 to 255). 

In order to combine Gaussian and Poisson noises, we 

consider the following linear combination 

1 1 2 2ln( ( | )) ln( ( | )) ln( ( | ))p v u p v u p v u   , 

1 0 , 2 0 , 1 2 1   . 

According to (1), we obtain the denoising problem as 

a constrained optimization problem 

*

21
22

arg min | |

( ) ( ln( )) ,
2

u

u u dxdy

v u u v u dxdy





  



      

  






 


 

where   is a constant value. We transform this problem 

into unconstrained optimization problem by using La-

grange functional 

21

2
( , ) | | ( )

2
L u u dxdy v u dxdy

 


    


 


 



2 ( ln( ))u v u dxdy



  


   

to find the solution as 

 
* *

,

( , ) arg min ( , )
u

u L u


   (2) 

where 0  is Lagrange multiplier. 

If 1 0  and 2   , we obtain the modified ROF 

model to remove Poisson noise. If 2 0  and 
2

1 /    , we obtain the ROF model to remove 

Gaussian noise. If 1 20, 0   , we obtain our model to 

remove mixed Poisson-Gaussian noise. 
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3 Discrete denoising model  
The problem (2) can be solved by using Lagrange multi-

pliers method [5, 16, 28].  

We use Euler-Lagrange equation [28]. Let a function 

( , )f x y  be defined in a limited domain  2R  and be 

second-order continuously differentiated by x  and y , 

where ( , )x y  . Let ( , , , , )x yF x y f f f  be a convex 

functional, where /xf f x   , /yf f y   . Then the 

solution of the following optimization problem 

( , , , , ) minx yF x y f f f dxdy


  

satisfies the following Euler-Lagrange equation  

( , , , , ) ( , , , , )
xf x y f x yF x y f f f F x y f f f

x


 


 

( , , , , ) 0
yf x yF x y f f f

y





, 

where /fF F f   , /
xf xF F f   , /

yf yF F f   . 

We use the above result to solve the obtained model. 

Then the solution of the problem (2) satisfies the follow-

ing Euler-Lagrange equation 

1
22

( ) (1 )
v

v u
u

    





 

2 2 2 2
0,

yx

x y x y

uu

x yu u u u

   
     
     
   

   

(3) 

where 1/  . We rewrite (3) in the form 

1
22

( ) (1 )
v

v u
u

   




2 2

2 2 3/2

2
0

( )

xx y x y xy x yy

x y

u u u u u u u

u u

 





, 

  (4) 

2

2xx

u
u

x





, 

2

2yy

u
u

y





, 

xy yx

u u
u u

x y y x

     
     
      . 

In order to obtain the discrete form of the model (4), we 

add an artificial time parameter and consider the function 

( , , )u u x y t  in the following diffusion equation 

1

22
( ) (1 )t

u v
u v u

t u


     






 

2 2

2 2 3/2

2

( )

xx y x y xy x yy

x y

u u u u u u u

u u

 


 . 

(5) 

Then the discrete form of the equation (5) is 

11

2
( )k k k

i j i j i j i ju u v u


   







2 (1 )
i j k

i jk

i j

v

u


  




  , 

(6) 

2

2 2 3/2

( )( ( ))

(( ( )) ( ( )) )

k k

xx ij y ijk

i j k k

x ij y ij

u u

u u

 
 

  
  

2

2 2 3/2

2 ( ) ( ) ( ) ( ( )) ( )

(( ( )) ( ( )) )

k k k k k

x ij y ij xy ij x ij yy ij

k k

x ij y ij

u u u u u

u u

      

  
, 

1, 1,
( )

2

k k

i j i jk

x ij

u u
u

x

 
 


, 

, 1 , 1
( )

2

k k

i j i jk

y ij

u u
u

y

 
 


,

1, 1,

2

2
( )

( )

k k k

i j ij i jk

xx ij

u u u
u

x

  
 


, 

, 1 , 1

2

2
( )

( )

k k k

i j ij i jk

yy ij

u u u
u

y

  
 


,

1, 1 1, 1 1, 1 1, 1
( )

4

k k k k

i j i j i j i jk

xy ij

u u u u
u

x y

         
 

 
, 

1 1 2 20 1 1, , 0 1 , 1 ,; ; ; ;k k k k k k k k

j j N j N j i i i N i Nu u u u u u u u      

1 21,..., ; 1,..., ;i N j N 

0,1,..., ; 1; 0 1k K x y       , 

where K  is enough great number, 500K  . 

4 Optimal model parameters 

In practice, parameters 1 2, , ,     in procedure (6) are 

usually unknown. We have to change 1 2, ,    into 

1 2, ,k k k    to evaluate them on every iteration step k .  

4.1 Optimal parameters λ1 and λ2 

Let ( , )u   be a solution of problem (2). Then we obtain 

the following condition ( , ) / 0L u u   . This condition 

give us optimal 1  and 2 : 

1

2

(1 )

1
( ) (1 )

v
dxdy

u

v
v u dxdy dxdy

u



 





  



 




, 2 11   . 

The discrete form for 0,1,...,k K  is 

1 2

1 2

1 1

1

2
1 1

(1 )

( 1 )

N N
ij

k
i j ijk

kN N
ij ij ij

k
i j ij

v

u

v u v

u

 

 






 









, 2 11k k   . 

4.2 Optimal parameter μ 

In order to find the optimal  , we multiply (3) by 

( )v u  and integrate by parts over domain  . Finally, 

we obtain the formula to find the optimal 
2

21
22

2 2

2 2

( )
( ( ) )

( )
x x y y

x y

x y

v u
v u dxdy

u

u v u v
u u dxdy

u u






  
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1 21,..., ; 1,..., ;i N j N  0,1,..., ; 1k K x y     . 

4.3 Optimal parameter σ 

The parameter   is calculated at the first step of the 

iteration process. We use the method of Immerker [6]: 
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0iju  , if 0i  , or 0j  , or 1 1i N  , or 2 1j N  . 

4.4 Initial solution 

In the iteration procedure (6), the result depends on ini-

tial parameters 0 0 0

1 2, ,   . If 0 0 0

1 2, ,    are given first, 

then its unsuitable values define not so good solution iju  

and later, not so good evaluation of a probability distri-

bution parameters. If 
0 0 0

1 2, ,    are randomized, the re-

sult is unacceptable too, because of the additional noise 

added in the image. 

Of course, initial values of 
0 0 0

1 2, ,    need to be 

closed to required values. We evaluate
0 0 0

1 2, ,    as av-

erage values of neighbour pixels of the image, for exam-

ple, by the method of Immerker. 

5 Image quality evaluation 
In order to evaluate the image quality after denoising, we 

use criteria PSNR, MSE and SSIM [24, 25]: 
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For example, 6

1 2 10K K   , L  is an image intensi-

ty with 255L   for 8-bits greyscale image. 

The greater the value of 
PSNRQ , the better the image 

quality. If the value of 
PSNRQ  belongs to the interval 

from 20 to 25, then the image quality is acceptable, for 

example, for wireless transmission [21]. 

The MSEQ  is a mean squared error and is used to 

evaluate the difference between two images. The lower 

the value of MSEQ , the better the result of restoration. 

The value of MSEQ  directly related to the value of PSNRQ . 

The value of SSIMQ  is used to evaluate an image 

quality by comparing the similarity of two images. This 

value is between -1 and 1. The greater the value of 

SSIMQ , the better the image quality. 

6 Experiments and discussion 
In this paper, we consider cases as in [19] and additional-

ly the superposition of noises. The image size is changed 

from 300x300 pixels to 256x256 pixels specified in 

PURE-LET method [11]. We process the artificial image 

with artificial noise and the real image with artificial 

noise. The artificial image is noise-free and we need to 

add noise with high intensity (the image to be very noisy) 

to reduce its quality. Therefore, we specify 0.6 for pro-

portion of Gaussian noisy image and 0.4 for proportion 

of Poisson noisy image. The real image (captured by a 

digital device) already includes some noise. We specify 

0.5 for proportion of Gaussian noisy image and 0.5 for 

proportion of Poisson noisy image too.  

We need to point the attention in the case of Gaussi-

an noise our method sometimes can be better than ROF, 

because the method to evaluate the variance of Gaussian 

noise can be better than one included in the original ROF 

model in many cases. In the case of superposition of 

noises, our method sometimes can be better than PURE-

LET, because parameters of our method are usually more 

optimal than in original model too. 

6.1 Artificial image with artificial noise 

We use artificial image with artificial mixed noise for the 

first test. The image includes eight bars (Fig. 1a). Other 

images (Fig. 1b-j) show noisy and denoised images and 

zoomed out part of them. 

Artificial noise is generated by linear combination, 

and by superposition of Poisson and Gaussian noises.  

For both cases, we consider Poisson noise first. Its 

probability density is 2 ( | )p v u , and variance is
2 i ju  
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at every pixel ( , )i j , 11,...,i N , 21,...,j N . Poisson 

noise variance is an average value 2 11.7939 . If the 

grey value of a pixel after adding of Poisson noise is out 

of the interval from 0 to 255, it needs to be reset to 
(2)

i j i jv u . For this image, there are no pixels out of this 

interval. Next, we consider the variance of Gaussian 

noise is four times greater than the variance of Poisson 

noise 21 4 47.1757  . 

For the linear combination of noises, we denote the 

intensity function of Gaussian noisy image as (1)v . As 

above, values of (1)v  need to be between 0 and 255. If the 

grey value of a pixel after adding of Gaussian noise is out 

of the interval from 0 to 255, it needs to be reset to 
(1)

i j i jv u . In this case, there are 1075 pixels out of this 

  
a) b) 

  
c) d) 

  
e) f) 

  
g) h) 

  
i) j) 

Figure 1: Denoising of the artificial image: a)-b) 

original image, c)-d) noisy image with linear combi-

nation of noises, e)-f) denoised image (c), g)-h) noisy 

image with superposition of noises, i)-j) denoised 

image (g). 

  
a) b) 

  
c) d) 

  
e) f) 

  
g) h) 

  
i) j) 

Figure 2: Denoising of the real image: a)-b) original 

image, c)-d) noisy image with linear combination of 

noises, e)-f) denoised image (c), g)-h) noisy image 

with superposition of noises, i)-j) denoised image (g). 
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interval (1.64%).  

The final noisy image (linear combination of noises 

in Fig. 1c) is created with proportion 0.6 for Gaussian 

noisy image (1)v  and proportion 0.4 for Poisson noisy 

image (2)v : (1) (2)0.6 0.4v v v  .  

Then we define proportion for linear combination as 

   1 2/ 0.6 47.1757 / 0.4 11.7939 6 /1     . Coeffi-

cients of linear combination are defined as 

1 = 6/7 = 0.8571, 2 = 1/7 = 0.1429.  

Values of QPSNR, QMSE, and QSSIM of the noisy im-

age (linear combination of noises) are, respectively, 

19.4291, 741.5963, and 0.1073. 

In the case of the image with superposition of noises, 

we add Gaussian noise over Poisson noisy image. The 

intensity function of this Gaussian noisy image is (1)v  

too. As above, the grey values of (1)v  need to be between 

0 and 255. If the grey value of a pixel after adding of 

Gaussian noise is out of the interval from 0 to 255, it 

needs to be reset to 
(1) (2)

i j i jv v .  

There are 1220 pixels out of this interval (1.86%). 

The noisy image (superposition of noises, Fig. 1g) is also 

Gaussian noisy image (1)v v . In this case, we don’t 

know 1 and 2, therefore we use the algorithm with au-

tomatically defined parameters. 

Values of QPSNR, QMSE, and QSSIM of the noisy im-

age are, respectively, 14.9211, 2093.9827, and 0.0439. 

Tables 1 – 4 show results for linear combination of 

noises, Gaussian noise, Poisson noise, and superposition 

of noises for the artificial image. 

6.2 Real image with artificial noise 

The artificial noise is generated by linear combination 

and superposition of Poisson and Gaussian noises. 

For both cases, we consider Poisson noise first. Pois-

son noise variance is an average value 2 9.0882 . If 

the grey value of a pixel after adding of Poisson noise is 

out of the interval from 0 to 255, it needs to be reset to 

 QPSNR QSSIM QMSE 

Noisy 19.4291 0.1073 741.5963 

ROF 34.1236 0.8978 25.1606 

Modified ROF 32.4315 0.8703 37.8791 

PURE-LET  33.0309 0.9277 32.3587 

Proposed method  

1=0.8571, 

2=0.1429, 

 = 0.5003, 

 = 47.1757 

41.1209 0.9841 4.9905 

Proposed method 

with automatically 

defined parameters 

1=0.8414, 

2=0.1586, 

 = 0.5112, 

 = 41.0314 

41.0998 0.9840 5.0478 

Table 1: Quality of noise removing for the artificial 

image with linear combination of noises. 

 QPSNR QSSIM QMSE 

Noisy 15.1406 0.0457 1990.8 

ROF 31.4797 0.8364 21.2502 

Modified ROF 28.4591 0.7871 27.5694 

PURE-LET  28.9451 0.7986 25.9883 

Proposed method  

1=1, 2=0, 

 = 0.3033, 

 = 47.1757 

35.8011 0.9598 16.8122 

Proposed method 

with automatically 

defined parameters 

1=0.9715, 

2=0.0285, 

 = 0.3021, 

 = 46.0314 

35.7589 0.9596 17.2658 

Table 2: Quality of noise removing for the artificial 

image with Gaussian noise. 

 QPSNR QSSIM QMSE 

Noisy 26.6776 0.3640 139.7396 

ROF 36.4958 0.9381 14.5715 

Modified ROF 44.6347 0.9897 2.2001 

PURE-LET  37.4485 0.9404 10.5692 

Proposed method  

1=0,  

2=1, 

 = 0.8012, 

 = 0.0001 

44.6343 0.9897 2.2014 

Proposed method 

with automatically 

defined parameters 

1=0.0524, 

2=0.9476, 

 = 0.7923, 

 = 2.0544 

44.6156 0.9896 2.2466 

Table 3: Quality of noise removing for the artificial 

image with Poisson noise. 

 QPSNR QSSIM QMSE 

Noisy 14.9211 0.0439 2093.983 

ROF 31.2913 0.8346 48.3008 

Modified ROF 30.5471 0.8232 56.5601 

PURE-LET  33.9889 0.9298 25.9534 

Proposed method 

with automatically 

defined parameters 

1=0.8014, 

2=0.1986, 

 = 0.4812, 

 = 40.0314 

37.3366 0.9677 12.0066 

Table 4: Quality of noise removing for the artificial 

image with superposition of noises. 
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(2)

i j i jv u . Here there are no pixels out of this interval.  

For Gaussian noise, we consider the variance of 

Gaussian noise is four times greater than the variance of 

Poisson noise 21 4 36.3529  . The real image is a 

human skull [14] (Fig. 2a). Others (Fig. 2b-j) show noisy 

and denoised images and zoomed out part of them.  

For the case of linear combination of noises, we de-

note the intensity function of Gaussian noisy image as 
(1)v . As above, the grey values of intensity function (1)v  

also need to be between 0 and 255. If the grey value of a 

pixel after adding of Gaussian noise is out of the interval 

from 0 to 255, it needs to be reset to 
(1)

i j i jv u . In this 

case, there are 5355 pixels out of this interval (8.17%). 

The final image (linear combination of noises, Fig. 2c) is 

created with proportion 0.5 for Gaussian noisy image (1)v  

and proportion 0.5 for Poisson noisy image (2)v : 
(1) (2)0.5 0.5v v v  . The proportion for linear combina-

tion is: 1 2 (0.5 36.3529) / (0.5 9.0882 4 1/ ) /     . 

Hence, coefficients of linear combination are defined 

as 1 = 4/5 =0.8, 2 = 1/5 = 0.2. Values of QPSNR, QMSE, 

and QSSIM of final noisy image are, respectively, 23.6878, 

278.1619, and 0.5390. 

For superposition of noises, we add Gaussian noise 

over Poisson noisy image. We denote the intensity func-

tion of Gaussian noisy image as (1)v . As above, grey val-

ues of (1)v  need to be between 0 and 255. If the grey val-

ue after adding of Gaussian noise is out of the interval 

from 0 to 255, it needs to be reset to 
(1) (2)

i j i jv v . In this 

case, there are 5621 pixels out of this interval (8.58%). 

The final noisy image (superposition of noises, Fig. 2g) 

is also the Gaussian noisy image (1)v v .  

In this case, we don’t know 1 and 2, therefore we 

use the algorithm to find them. Values of QPSNR, QMSE, 

and QSSIM of the final noisy image (superposition) are, 

respectively, 17.8071, 1077.3831, and 0.3242. 

Tables 5 – 8 show results for linear combination of 

noises, Gaussian noise, Poisson noise, and superposition 

of noises for the real image. 

 QPSNR QSSIM QMSE 

Noisy 23.6878 0.5390 278.1619 

ROF 27.3974 0.8295 118.3975 

Modified ROF 25.5644 0.7513 197.5403 

PURE-LET  25.7781 0.8105 191.0341 

Proposed method  

1=0.8, 2=0.2, 

 = 0.0524, 

 = 36.3529 

27.6641 0.8331 110.9451 

Proposed method 

with automatically 

defined parameters 

1=0.7804, 

2=0.2196, 

 = 0.0512, 

 = 34.2311 

27.6039 0.8325 112.8984 

Table 5: Quality of noise removing for the real im-

age with linear combination of noises. 

 QPSNR QSSIM QMSE 

Noisy 18.0693 0.3337 1014.3 

ROF 24.0246 0.7299 257.4095 

Modified ROF 23.2511 0.7019 311.8742 

PURE-LET  23.8712 0.7989 265.6153 

Proposed method  

1=1, 2=0, 

 = 0.0956, 

 = 36.3529 

24.2011 0.8029 242.5101 

Proposed method 

with automatically 

defined parameters 

1=0.9538, 

2=0.0462, 

 = 0.0902, 

 = 35.0633 

24.1882 0.8028 247.8894 

Table 6: Quality of noise removing for the real im-

age with Gaussian noise. 

 QPSNR QSSIM QMSE 

Noisy 28.4991 0.7625 91.8683 

ROF 31.0567 0.9457 50.9818 

Modified ROF 31.1992 0.9022 48.9375 

PURE-LET  30.8955 0.8678 53.1066 

Proposed method  

1=0, 2=1, 

 = 0.0541, 

 = 0.0001 

31.1334 0.8986 49.7922 

Proposed method 

with automatically 

defined parameters 

1=0.0491, 

2=0.9509, 

 = 0.0567, 

 = 4.2012 

31.1316 0.8986 50.1094 

Table 7: Quality of noise removing for the real image 

with Poisson noise. 

 QPSNR QSSIM QMSE 

Noisy 17.8077 0.3242 1077.383 

ROF 23.1936 0.7062 311.6856 

Modified ROF 23.0413 0.7033 319.3831 

PURE-LET  23.6278 0.7072 282.0349 

Proposed method 

with automatically 

defined parameters 

1=0.7704, 

2=0.2296, 

 = 0.1102, 

 = 36.3412 

23.7292 0.7094 275.5229 

Table 8: Quality of noise removing for the real image 

with superposition of noises. 
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6.3 About of initial solution 

In order to create the initial image, we use the convolu-

tion operator. The table 9 shows the dependency of re-

stored result for the initial image, where:  

(a) Initial parameters 0 0

1 20, 1, 1     ;  

(b) Initial parameters 0 0

1 2 0.5, 1     ;    

(c) Initial solution 0u  is given as a randomized matrix; 

(d) Initial solution 0u v   is given as an average val-

ue of neighbour pixels by the convolution operator 

with the mask  1/ 9   of the size 3x3. 

Table 9 shows the best result of denoising is (d) by 

criteria PSNR and MSE.  

The result (c) by SSIM looks different in contract to 

ones in Tables 1-8. It illustrates incorrectness of a ran-

domized initial solution (accidental and not stable, if a 

probability distribution is unknown).  

Next, we have to notice that the non-optimal result 

(a) has been used in experiments for Table 5. It appears 

to be enough for the good result with automatically de-

fined model parameters. 

 (a) (b) (c) (d) 

1 0.7804 0.8094 0.8733 0.8032 

2 0.2196 0.1906 0.1267 0.1968 

 0.0512 0.0573 0.0653 0.0565 

 34.2311 

QPSNR 27.6039 27.2214 26.5611 27.6523 

QMSE 112.8984 120.4355 132.0264 107.5431 

QSSIM 0.8325 0.8317 0.8395 0.8392 

Table 9: Dependency of denoising on initial solution. 

At last, the variant (b) initially looks better than (a) 

for kind of better assumption of 
0 0

1 2 0.5    to process 

the real image. Nevertheless, our assumption about 1  

is very far from the good one, and evidently the limit of 

the number of steps 500K   is insufficient in this case.  

As a result, the variant (d) is the best idea for initial 

solution. 

7 Conclusion 
In this paper, we proposed a novel method that can effec-

tively remove the mixed Poisson-Gaussian noise. Fur-

thermore, our proposed method can be also used to re-

move Gaussian or Poisson noise separately. This method 

is based on the variational approach. 

The denoising result strongly depends on values of 

coefficients of linear combination 1  and 2 . These val-

ues can be set manually or can be defined automatically. 

When processing real images, we can use the proposed 

method with automatically defined parameters. 

Although our method concentrates on removing the 

linear combination of noise, but it also efficiently re-

moves the superposition of noises. In this case, we con-

sider the superposition of noises is equivalent to some 

linear combination of them with coefficients found in 

iteration process. 

In this paper we show that our simple model “feels” 

well the wide range of proportion of two types of noises. 

As a result, it appears to be the good basis for removing 

superposition of such noises.   

It is evident, the iteration process (6) used here is in-

sufficiently effective in comparing with other possible 

computational schemes. In this paper, we try to compare 

our approach to image denoising with PURE-LET meth-

od only in possible reduction of our model complexity, 

not in others.  

We would like to express our great thanks to devel-

opers of PURE-LET method for kindly granted us the 

original executable module of it.  
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We address in this work the problem of document clustering. Our contribution proposes a novel unsuper-
vised clustering method based on the structural analysis of the latent semantic space. Each document in the
space is a vector of probabilities that represents a distribution of topics. The document membership to a
cluster is computed taking into account two criteria: the major topic in the document (qualitative criterion)
and the distance measure between the vectors of probabilities (quantitative criterion). We perform a struc-
tural analysis on the latent semantic space using the Pretopology theory that allows us to investigate the
role of the number of clusters and the chosen centroids, in the similarity between the computed clusters.
We have applied our method to Twitter data and showed the accuracy of our results compared to a random
choice number of clusters.

Povzetek: Predstavljena metoda grupira dokumente glede na semantični prostor. Eksperimenti so narejeni
na podatkih s Twitterja.

1 Introduction
Classifying a set of documents is a standard problem ad-
dressed in machine learning and statistical natural language
processing [13]. Text-based classification (also known
as text categorization) examines the computer-readable
ASCII text and investigates linguistic properties to cate-
gorize the text. When considered as a machine learning
problem, it is also called statistical Natural Language Pro-
cessing (NLP) [13]. In this task, a text is assigned to one
or more predefined class labels (i.e category) through a
specific process in which a classifier is built, trained on a
set of features and then applied to label future incoming
texts. Given the labels, the task is performed within the
supervised learning framework. Several Machine Learn-
ing algorithms have been applied to text classification (see
[1] for a survey): Rocchio’s Algorithm, N-Nearest Neigh-
bors, Naive Bayes, Decision tree, Support Vector Machine
(SVM).

Text-based features are typically extracted from the so-
called word space model that uses distributional statistics to

generate high-dimensional vector spaces. Each document
is represented as a vector of word occurrences. The set
of documents is represented by a high-dimensional sparse
matrix. In the absence of predefined labels, the task is re-
ferred as a clustering task and is performed within the un-
supervised learning framework. Given a set of keywords,
one can use the angle between the vectors as a measure of
similarity between the documents. Depending on the al-
gorithm, different measures are used. Nevertheless, this
approach suffers from the curse of dimensionality because
of the sparse matrix that represents the textual data. One of
the possible solutions is to represent the text as a set of top-
ics and use the topics as an input for a clustering algorithm.

To group the documents based on their semantic content,
the topics need to be extracted. This can be done using one
of the following three methods. (i) LSA [10] (Latent Se-
mantic Analysis) uses the Singular Value Decomposition
methods to decompose high-dimensional sparse matrix to
three matrices: one matrix that relates words to topics, an-
other one that relates topics to documents and a diagonal
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matrix of singular value. (ii) Probabilistic LSA [8] is a
probabilistic model that treats the data as a set of obser-
vations coming from a generative model. The generative
model includes hidden variables representing the probabil-
ity distribution of the words in the topics and the proba-
bility distribution of the topics in the words. (iii) Latent
Dirichlet Allocation [4] (LDA) is a Bayesian extension of
probabilistic LSA. It defines a complete generative model
with a uniform prior and full Bayesian estimator.

LDA gives us three latent variables after computing the
posterior distribution of the model; the topic assignment,
the distribution of words in each topic and the distribution
of the topics in each document. Having the distribution of
topics in documents, we can use it as the input for cluster-
ing algorithms such as k-means, hierarchical clustering.

K-means uses a distance measure to group a set of
data points within a predefined random number of clus-
ters. Thus, to perform a fine-grained analysis of the clus-
tering process we need to control the number of clusters
and the distance measure. The Pretopology theory [3] of-
fers a framework to work with categorical data, to estab-
lish a multi-criteria distance for measuring the similarity
between the documents and to build a process to structure
the space [11] and infer the number of clusters for k-means.
We can then tackle the problem of clustering a set of doc-
uments by defining a family of binary relationships on the
topic-based contents of the documents. The documents are
not only grouped together using a measure of similarity but
also using the pseudoclosure function built from a family of
binary relationships between the different hidden semantic
contents (i.e topics).

The idea of using Pretopology theory for k-means clus-
tering has been proposed by [16]. In this paper, the au-
thors proposed the method to find automatically a num-
ber k of clusters and k centroids for k-means clustering
by results from structural analysis of minimal closed sub-
sets algorithm [11] and also proposed to use pseudoclosure
distance constructed from the relationships family to exam-
ine the similarity measure for both numeric and categorical
data. The authors illustrated the method with a toy exam-
ple about the toxic diffusion between 16 geographical areas
using only one relationship.

For the problem of classification, the authors of this
work [2] built a vector space with Latent Semantic Anal-
ysis (LSA) and used the pseudoclosure function from Pre-
topological theory to compare all the cosine values between
the studied documents represented by vectors and the doc-
uments in the labeled categories. A document is added to a
labeled categories if it has a maximum cosine value.

Our work differs from the work of [2] and extends the
method proposed in [16] with two directions: first, we
exploited this idea in document clustering and integrated
structural information from LDA using the pretopological
concepts of pseudoclosure and minimal closed subsets in-
troduced in [11]. Second, we showed that Pretopology the-
ory can apply to multi-criteria clustering by defining the
pseudo distance built from multi-relationships. In our pa-

per, we clustered documents by using two criteria: one
based on the major topic of document (qualitative crite-
rion) and the other based on Hellinger distance (quantita-
tive criterion). The clustering is based on these two crite-
ria but not on multicriteria optimization [5] for clustering
algorithms.Our application on Twitter data also proposed
a method to construct a network from the multi-relations
network by choosing the set of relations and then applying
strong or weak Pretopology.

We present our approach in a method that we named the
Method of Clustering Documents using Pretopology and
Topic Modeling (MCPTM). MCPTM organizes a set of un-
structured entities in a number of clusters based on multi-
ple relationships between each two entities. Our method
discovers the topics expressed by the documents, tracks
changes step by step over time, expresses similarity based
on multiple criteria and provides both quantitative and
qualitative measures for the analysis of the document.

1.1 Contributions

The contributions of this paper are as follows.

1. We propose a new method to cluster text documents
using Pretopology and Topic Modeling.

2. We investigate the role of the number of clusters in-
ferred by our analysis of the documents and the role of
the centroids in the similarity between the computed
clusters.

3. We conducted experiments with different distances
measures and show that the distance measure that we
introduced is competitive.

1.2 Outline

The article is organized as follows: Section 2, 3 present
some basic concepts such as Latent Dirichlet Allocation
(Section 2) and the Pretopology theory (Section 3), Sec-
tion 4 explains our approach by describing at a high level
the different parts of our algorithm. In Section 5, we ap-
ply our algorithm to a corpus consisting of microblogging
posts from Twitter.com. We conclude our work in Section
6 by presenting the obtained results.

2 Topic modeling

Topic Modeling is a method for analyzing large quantities
of unlabeled data. For our purposes, a topic is a proba-
bility distribution over a collection of words and a topic
model is a formal statistical relationship between a group
of observed and latent (unknown) random variables that
specifies a probabilistic procedure to generate the topics
[4, 8, 6, 15]. In many cases, there exists a semantic relation-
ship between terms that have high probability within the
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same topic – a phenomenon that is rooted in the word co-
occurrence patterns in the text and that can be used for in-
formation retrieval and knowledge discovery in databases.

2.1 Latent Dirichlet allocation

wd,n

z

θθθd

φφφk

α

β

word n

document d

topic k

Figure 1: Bayesian Network (BN) of Latent Dirichlet Al-
location.

Latent Dirichlet Allocation (LDA) by Blei et al. [4] is
a generative probabilistic model for collections of grouped
discrete data. Each group is described as a random mixture
over a set of latent topics where each topic is a discrete dis-
tribution over the vocabulary collection. LDA is applicable
to any corpus of grouped discrete data. In our work we re-
fer to the standard Natural Language Processing (NLP) use
case where a corpus is a collection of documents, and the
discrete data are represented by the occurrence of words.

LDA is a probabilistic model for unsupervised learning,
it can be seen as a Bayesian extension of the probabilis-
tic Latent Semantic Analysis (pLSA) [8]. More precisely,
LDA defines a complete generative model which is a full
Bayesian estimator with a uniform prior while pLSA pro-
vides a Maximum Likelihood (ML) or Maximum a Poste-
rior (MAP) estimator. For more technical details we refer
to the work of Gregor Heinrich [7]. The generative model
of LDA is described with the probabilistic graphical model
[9] in Fig. 1.

In this LDA model, different documents d have different
topic proportions θd. In each position in the document, a
topic z is then selected from the topic proportion θd. Fi-
nally, a word is picked from all vocabularies based on their
probabilities φk in that topic z. θd and φk are two Dirichlet
distributions with α and β as hyperparameters. We assume
symmetric Dirichlet priors with α and β having a single
value.

The hyperparameters specify the nature of the priors on
θd and φk. The hyperparameter α can be interpreted as a
prior observation count of the number of times a topic z
is sampled in document d [15]. The hyper hyperparameter
β can be interpreted as a prior observation count on the
number of times words w are sampled from a topic z [15].

The advantage of the LDA model is that interpreting at
the topic level instead of the word level allows us to gain
more insights into the meaningful structure of documents
since noise can be suppressed by the clustering process of
words into topics. Consequently, we can use the topic pro-
portion in order to organize, search, and classify a collec-
tion of documents more effectively.

2.2 Inference with Gibbs sampling
In this subsection, we specify a topic model procedure
based on the Latent Dirichlet Allocation (LDA) and Gibbs
Sampling.

The key problem in Topic Modeling is posterior infer-
ence. This refers to reversing the defined generative pro-
cess and learning the posterior distributions of the latent
variables in the model given the observed data. In LDA,
this amounts solving the following equation:

p(θ, φ, z|w,α, β) = p(θ, φ, z, w|α, β)
p(w|α, β)

(1)

Unfortunately, this distribution is intractable to compute
[7]. The normalization factor in particular, p(w|α, β), can-
not be computed exactly. However, there are a number of
approximate inference techniques available that we can ap-
ply to the problem including variational inference (as used
in the original LDA paper [4]) and Gibbs Sampling that we
shall use.

For LDA, we are interested in the proportions of the
topic in a document represented by the latent variable θd,
the topic-word distributions φ(z), and the topic index as-
signments for each word zi. While conditional distribu-
tions - and therefore an LDA Gibbs Sampling algorithm -
can be derived for each of these latent variables, we note
that both θd and φ(z) can be calculated using just the topic
index assignments zi (i.e. z is a sufficient statistic for both
these distributions). Therefore, a simpler algorithm can be
used if we integrate out the multinomial parameters and
simply sample zi. This is called a collapsed Gibbs sampler
[6, 15].

The collapsed Gibbs sampler for LDA needs to compute
the probability of a topic z being assigned to a word wi,
given all other topic assignments to all other words. Some-
what more formally, we are interested in computing the fol-
lowing posterior up to a constant:

p(zi | z−i, α, β, w) (2)

where z−i means all topic allocations except for zi.
Equation 3 shows how to compute the posterior distribu-

tion for topic assignment.

P (zi = j|z−i, w) ∝
nwi
−i,j + β

n
(·)
−i,j + V β

ndi−i,j + α

ndi−i,· +Kα
(3)

where nwi
−i,j is the number of times word wi was related

to topic j. n
(·)
−i,j is the number of times all other words
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Algorithm 1 The LDA Gibbs sampling algorithm.
Require: words w ∈ corpusD = (d1, d2, . . . , dM )
1: procedure LDA-GIBBS(w, α, β, T )
2: randomly initialize z and increment counters
3: loop for each iteration
4: loop for each word w in corpusD
5: Begin
6: word← w[i]
7: tp← z[i]
8: nd,tp− = 1;nword,tp− = 1;ntp− = 1
9: loop for each topic j ∈ {0, . . . , K − 1}

10: compute P (zi = j|z−i, w)
11: tp← sample from p(z|.)
12: z[i]← tp
13: nd,tp+ = 1;nword,tp+ = 1;ntp+ = 1
14: End
15: Compute φ(z)

16: Compute θd
17: return z, φ(z)

, θD . Output
18: end procedure

were related with topic j. ndi−i,j is the number of times
topic j was related with document di. The number of times
all other topics were related with document di is annotated
with ndi−i,·. Those notations were taken from the work of
Thomas Griffiths and Mark Steyvers [6].

φ̂
(w)
j =

n
(w)
j + β

n
(·)
j + V β

(4)

θ̂
(d)
j =

n
(d)
j + α

n
(d)
· +Kα

(5)

Equation 4 is the Bayesian estimation of the distribution of
the words in a topic. Equation 5 is the estimation of the
distribution of topics in a document.

3 Pretopology theory
The Pretopology is a mathematical modeling tool for the
concept of proximity. It was first developed in the field of
social sciences for analyzing discrete spaces [3]. The Pre-
topology establishes powerful tools for conceiving a pro-
cess to structure the space and infer the number of clusters
for example. This is made possible by ensuring a follow-up
of the process development of dilation, alliance, adherence,
closed subset and acceptability [16, 12].

3.1 Pseudoclosure
Let consider a nonempty set E and P(E) which designates
all the subsets of E.

Definition 1. A pseudoclosure a(.) is a mapping from
P(E) to P(E), which satisfies following two conditions:

a(∅) = ∅;∀A ⊂ E,A ⊂ a(A) (6)

A pretopological space (E, a) is a set E endowed with a
pseudoclosure function a.().

Subset a(A) is called the pseudoclosure of A. As
a(a(A)) is not necessarily equal to a(A), a sequential ap-
pliance of pseudoclosure on A can be used to model expan-
sions: A ⊂ a(A) ⊂ a(a(A)) = a2(A) ⊂ . . . ⊂ ak(A)

Figure 2: Iterated application of the pseudoclosure map
leading to the closure.

Definition 2. Let (E, a) a pretopological space, ∀A,A ⊂
E. A is a closed subset if and only if a(A) = A.

Definition 3. Given a pretopological space (E, a), call the
closure of A, when it exists, the smallest closed subset of (E,
a) which contains A. The closure of A is denoted by F (A).

Remark:

– F (A) is the intersection of all closed subsets which
contain A. In the case where (X, a) is a “general” pre-
topological space, the closure may not exist.

– Closure is very important because of the information it
gives about the “influence” or “reachability” of a set,
meaning, for example, that a set A can influence or
reach elements into F (A), but not further (see Figure
2).

Hence, it is necessary to build a pretopological spaces
in which the closure always exists. V -type pretopological
spaces are the most interesting cases.

Definition 4. A Pretopology space (E, a) is called V-type
space if and only if

∀A ⊂ E,∀B ⊂ E, (A ⊂ B)⇒ (a(A) ⊂ a(B)) (7)

Proposition 1. In any pretopological space of type V ,
given a subset A of E, the closure of A always exists.

The other reason why we use the spaces of type V is
that we can build them from a family of reflexive binary
relations on the finite set E. That thus makes it possible
to take various points of view (various relations) expressed
in a qualitative way to determine the pretopological struc-
ture placed on E. So, it can be applied on multi-criteria
clustering or multi-relations networks.

3.2 Pretopology and binary relationships
Suppose we have a family (Ri)i=1,...,n of binary reflex-
ive relationships on a finite set E. Let us consider ∀i =
1, 2, . . . , n, ∀x ∈ E, Vi(x) defined by:

Vi(x) = {y ∈ E|xRi y} (8)

Then, the pseudoclosure as(.) is defined by:

as(A) = {x ∈ E|∀i = 1, 2, . . . , n, Vi(x) ∩A 6= ∅} (9)
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Pretopology defined on E by as(.) using the intersection
operator is called the strong Pretopology induced by the
family (Ri)i=1,...,n.

Similarly, we can define weak Pretopology from aw(.)
by using the union operator:

aw(A) = {x ∈ E|∃i = 1, 2, . . . , n, Vi(x) ∩A 6= ∅} (10)

Proposition 2. as(.) and aw(.) determine on E a pretopo-
logical structure and the spaces (E, as), (E, aw) are of V -
type.

3.3 Minimal closed subsets

We denote Fe as the family of elementary closed subsets,
the set of closures of each singleton {x} of P (E). So in a
V -type pretopological space, we get:

- ∀x ∈ E,∃Fx : closure of {x}.

- Fe = {Fx|x ∈ E}

Definition 5. Fmin is called a minimal closed subset if and
only if Fmin is a minimal element for inclusion in Fe.

We denote Fm = {Fmj
, j = 1, 2, . . . , k}, the family of

minimal closed subsets, the set of minimal closed subsets
in Fe.

4 Our approach
In our approach, we build The Method of Clustering Doc-
uments using Pretopology and Topic Modeling (MCPTM)
which clusters documents via Topic Modeling and pseudo-
closure. MCPTM can be built by:

1. Defining the topic-distribution of each document di in
corpus D by document structure analysis using LDA.

2. Defining two binary relationships: RMTP based on
major topic and RdH based on Hellinger distance.

3. Building the pseudoclosure function from two binary
relationships RMTP , RdH .

4. Building the pseudoclosure distance from pseudoclo-
sure function.

5. Determining initial parameters for the k-means algo-
rithm from results of minimal closed subsets.

6. Using the k-means algorithm to cluster sets of docu-
ments with initial parameters from the result of min-
imal closed subsets, the pseudoclosure distance to
compute the distance between two objects and the
inter-pseudoclosure distance to re-compute the new
centroids.

4.1 Document structure analysis by LDA
A term-document matrix is given as an input to LDA and it
outputs two matrices:

– The document-topic distribution matrix θ.

– The topic-term distribution matrix φ.

The topic-term distribution matrix φ ∈ RK×V consists of
K rows, where the i-th row φi ∈ RV is the word distribu-
tion of topic i. The terms with high φij values indicate that
they are the representative terms of topic i. Therefore, by
looking at such terms one can grasp the meaning of each
topic without looking at the individual documents in the
cluster.

In a similar way, the document-topics distributions ma-
trix θ ∈ RM×K consists of M rows, where the i-th row
θi ∈ RK is the topic distribution for document i. A high
probability value of θij indicates that document i is closely
related to topic j. In addition, documents with low θij val-
ues over all the topics are noisy documents that belong to
none of the topics. Therefore, by looking at the θij values,
one can understand how closely the document is related to
the topic.

4.2 Defining binary relationships
By using LDA, each document may be characterized by its
topic distribution and also be labeled by the topic with the
highest probability. In this subsection, we use this informa-
tion to define the relations between two documents based
on the way we consider the "similarity" between them.

4.2.1 Based on major topic

Firstly, based on the label information, we can consider
connecting the documents if they have the same label.
However, in some cases such as noisy documents, the prob-
ability of label topic is very small and it is not really good if
we use this label to represent a document. Hence, we just
use the label information if its probability is higher than
threshold p0. We define the major topic of each document
as:

Definition 6. MTP (di) is the major topic of document
di if MTP (di) is the topic with highest probability in the
topic distribution of document di and this probability is
greater than threshold p0, p0 ≥ 1/K, K is the number
of topic.
MTP (di) = {k|θik = maxjθij and θik ≥ p0}.

Considering two documents dm,dn with their major
topic MTP (dm), MTP (dn), we see that document dm
is close to document dn if they have the same major topic.
So, we proposed a definition of binary relationship RMTP

of two documents based on their major topic as:

Definition 7. Document dm has binary relationship
RMTP with document dn if dm and dn have the same ma-
jor topic.
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4.2.2 Based on Hellinger distance

Secondly, we can use the topic distributions of documents
to define the relation based the similarity between two real
number vectors or two probability distributions. If we con-
sider a probability distribution as a vector, we can choose
some distances or similarity measures related to the vector
distance such as Euclidean distance, Cosine Similarity, Jac-
card Coefficient, Pearson Correlation Coefficient, etc. But,
it is better if we choose distances or similarity measures
related to the probability distribution such as Kullback-
Leibler Divergence, Bhattacharyya distance, Hellinger dis-
tance, etc. We choose the Hellinger distance because it is a
metric for measuring the deviation between two probabil-
ity distributions, easily to compute and especially limited
in [0, 1].

Definition 8. For two discrete probability distributions
P = (p1, . . . , pk) and Q = (q1, . . . , qk), their Hellinger
distance is defined as

dH(P,Q) =
1√
2

√√√√ k∑
i=1

(
√
pi −

√
qi)2, (11)

The Hellinger distance is directly related to the Eu-
clidean norm of the difference of the square root vectors,
i.e.

dH(P,Q) =
1√
2

∥∥√P −√Q∥∥
2
.

The Hellinger distance satisfies the inequality of 0 ≤
dH ≤ 1. This distance is a metric for measuring the de-
viation between two probability distributions. The distance
is 0 when P = Q. Disjoint P and Q shows the maximum
distance of 1.

The lower the value of the Hellinger distance, the smaller
the deviation between two probability distributions. So, we
can use the Hellinger distance to measure the similarity be-
tween two documents dm,dn. We then define the binary
relationship RdH between two documents as:

Definition 9. Document dm has binary relationship RdH
with document dn if dH(dm, dn) ≤ d0, 0 ≤ d0 ≤ 1, d0 is
the accepted threshold.

4.3 Building pseudoclosure function
Based on two binary relationshipsRMTP andRdH , we can
build the neighborhood basis (see. Algorithm 2) and then
build the pseudoclosures (see Algorithm 3) for strong (with
intersection operator) and weak (with union operator) Pre-
topology.

4.4 Building pseudoclosure distance
In standard k-means, the centroid of a cluster is the average
point in the multidimensional space. Its coordinates are the
arithmetic mean for each dimension separately over all the

Algorithm 2 Neighborhood Basis Using Topic Modeling.
Require: document-topic distribution matrix θ, corpusD
Require: RMTP , RdH

: family of relations.
1: procedure NEIGHBORHOOD-TM(D, θ, RMTP , RdH

)
2: loop for each relationRi ∈ {RMTP , RdH

}
3: loop for each document dm ∈ D
4: loop for each document dn ∈ D
5: IfRi(dm, dn) then
6: Bi[dm].append(dn)
7: returnB = [B1, B2] . Output
8: end procedure

Algorithm 3 Pseudoclosure using Topic Modeling.
Require: B = (B1, B2),D = {d1, . . . , dM}
1: procedure PSEUDOCLOSURE(A,B,D)
2: aA=A
3: loop for each document dn ∈ D
4: If (A ∩ B1[dn] 6= ∅ or A ∩ B2[dn] 6= ∅) then
5: aA.append(dn)
6: return aA . Ouput
7: end procedure

points in the cluster which are not effective with categor-
ical data analysis. On the other hand, the pseudoclosure
distance is used to examine the similarity using both nu-
meric and categorical data. Therefore, it can contribute to
improving the classification with k-means.

Definition 10. We define δ(A,B) pseudoclosure distance
between two subsets A and B of a finite set E:

k0 = min(min{k|A ⊂ ak(B)},∞)

k1 = min(min{k|B ⊂ ak(A)},∞)

δ(A,B) = min(k0, k1)

where ak(.) = ak−1(a(.))

Definition 11. We call DA(x) interior-pseudo-distance of
a point x in a set A:

DA(x) =
1

|A|
∑
y∈A

δ(x, y).

In case where A and B are reduced to one element x
and y, we get the distance δ(x, y). For clustering docu-
ments with k-means algorithm, we use the pseudoclosure
distance δ(x, y) to compute distance between two docu-
ments (each document represented by its topic distribution
is a point x ∈ E) and the interior-pseudo-distance DA(x)
to compute centroid of A (x0 is chosen as centroid of A if
DA(x0) = minx∈ADA(x)).

4.5 Structure analysis with minimal closed
subsets

The two limits of the standard k-means algorithm are the
number of clusters which must be predetermined and the
randomness in the choice of the initial centroids of the clus-
ters. Pretopology theory gives a good solution to omit these
limits by using the result from minimal closed subsets. The
algorithm to compute minimal closed subset is presented in
algorithm 4.
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Algorithm 4 Minimal closed subsets algorithm.
Require: corpusD, pseudoclosure aA()
1: procedure MINIMAL-CLOSED-SUBSETS(D, aA())
2: compute family of elementary closed subsets Fe

3: Fm = ∅
4: loop until Fe = ∅
5: Begin
6: Choose F ⊂ Fe

7: Fe = Fe − F
8: minimal = True
9: F = Fe

10: loop until F = ∅ and not minimal
11: Begin
12: ChooseG ∈ F
13: IfG ⊂ F then
14: minimal=False
15: Else
16: If F ⊂ G then
17: Fe = Fe − {G}
18: F = F −G
19: End
20: End
21: If minimal =True &&F /∈ Fm then
22: Fm = Fm ∪ F
23: return Fm . Ouput
24: end procedure

By performing the minimal closed subset algorithm, we
get the family of minimal closed subsets. This family, by
definition, characterizes the structure underlying the data
set E. So, the number of minimal closed subsets is a
quite important parameter: it gives us the number of clus-
ters to use in the k-means algorithm. Moreover, the ini-
tial centroids for starting the k-means process can be deter-
mined by using the interior-pseudo-distance for each mini-
mal closed subset Fmj ∈ Fm (x0 is chosen as centroid of
Fmj if DFmj

(x0) = minx∈Fmj
DFmj

(x)).

4.6 MCPTM algorithm

In this subsection, we present The Method of Cluster-
ing Documents using Pretopology and Topic Modeling
(MCPTM) which clusters documents via the Topic Mod-
eling and pseudoclosure. At first, an LDA Topic Modeling
is learned on the documents to achieve topic-document dis-
tributions. The major topic and Hellinger probability dis-
tance are used to define relations between documents and
these relations are used to define a pretopological space
which can be employed to get preliminarily clusters of a
corpus and determine the number of clusters. After that,
k-means clustering algorithm is used to cluster the docu-
ments data with pseudodistance and inter-pseudodistance.
The MCPTM algorithm is presented in algorithm 5.

4.7 Implementation in python of the library
AMEUR

In this part, we briefly present our AMEUR library writ-
ten in python. AMEUR is a project connecting the tools
that come from the framework of Pretopology, Topic Mod-
eling, multi-relations networks analysis and semantic rela-
tionship. The library is composed of the following mod-
ules: Pretopology, topicmodeling and nlp.

Algorithm 5 The MCPTM algorithm: clustering docu-
ments using Pretopology and Topic Modeling.
Require: D: corpus from set of documents
1: procedure MCPTM(D)
2: θD ← LDA-GIBBS(D, α, β, T )
3: B ← NEIGHBORHOOD-TM(D, θD ,RMTP ,RdH

)
4: aA← pseudoCLOSURE(B)
5: Fm ←MIMINAL-CLOSED-SUBSETS(D, aA())
6: k = |Fm|: number of clusters
7: M = {mi},i=1,...,k ,mi = Centroid(Fmi

)

8: while clusters centroids changed do
9: for each x ∈ E −M do

10: compute δ(x,mi), i = 1, . . . , k
11: findm0 with δ(x,m0) = minδ(x,mi)i=1,...,k

12: Fm0
= Fm0

∪ {x}
13: end for
14: Recompute clusters centroids M.
15: end while
16: return Clusters = {F1, F2, . . . , Fk} . Output
17: end procedure

The Pretopology module implements the functions de-
scribed in section III. The implementation of the Pre-
topology in the AMEUR library allows us to ensures the
follow-up of step-by-step processes like dilatation, al-
liance, pseudoclosure, closure, family of minimal closed
subsets, MCPTM and acceptability in multi-relations net-
works.

The topicmodeling module implements generative mod-
els like the Latent Dirichlet Allocation, LDA Gibbs Sam-
pling that allows us to capture the relationships between
discrete data. This module is used within the AMEUR li-
brary for querying purposes e.g to retrieve a set of docu-
ments that are relevant to a query document or to cluster a
set of documents given a latent topic query. These compu-
tations of these queries are ensured by the connection be-
tween the topicmodeling module and the Pretopology mod-
ule.

The nlp (natural language processing) module imple-
ments the necessary functions for getting unstructured text
data of different sources from web pages or social medias
and preparing them as proper inputs for the algorithms im-
plemented in other modules of the library.

5 Application and Evaluation

The microblogging service Twitter has become one of the
major micro-blogging websites, where people can create
and exchange content with a large audience. In this sec-
tion, we apply the MCPTM algorithm for clustering a set of
users around their interests. We have targeted 133 users and
gathered their tweets in 133 documents. We have cleaned
them and run the LDA Gibbs Sampling algorithm to define
the topics distribution of each document and words distri-
bution of each topic. We have used then, the MCPTM al-
gorithm to automatically detect the different communities
for clustering users. We present in the following, the latter
steps in more details.
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Table 1: Words - Topic distribution φ and the related users from the θ distribution

Topic 3
Words Prob. Users ID Prob.
paris 0.008 GStephanopoulos 42 0.697
charliehebdo 0.006 camanpour 23 0.694
interview 0.006 AriMelber 12 0.504
charlie 0.005 andersoncooper 7 0.457
attack 0.005 brianstelter 20 0.397
warisover 0.004 yokoono 131 0.362
french 0.004 piersmorgan 96 0.348
today 0.004 maddow 72 0.314
news 0.004 BuzzFeedBen 21 0.249
police 0.003 MichaelSteele 81 0.244

Topic 10
Words Prob. Users ID Prob.
ces 0.010 bxchen 22 0.505
people 0.007 randizuckerberg 102 0.477
news 0.006 NextTechBlog 88 0.402
media 0.006 lheron 71 0.355
tech 0.006 LanceUlanoff 68 0.339
apple 0.006 MarcusWohlsen 74 0.339
facebook 0.005 marissamayer 76 0.334
yahoo 0.005 harrymccracken 43 0.264
app 0.005 dens 33 0.209
google 0.004 nickbilton 89 0.204

Table 2: Topics - document distribution θ

User ID 02
Topic Prob.
10 0.090
16 0.072
12 0.065
18 0.064
0 0.058

User ID 12
Topic Prob.
3 0.504
19 0.039
10 0.036
15 0.035
13 0.032

User ID 22
Topic Prob.
10 0.506
3 0.036
19 0.034
14 0.031
4 0.03

User ID 53
Topic Prob.
17 0.733
1 0.017
18 0.016
13 0.016
11 0.015

User ID 75
Topic Prob.
19 0.526
2 0.029
3 0.029
5 0.028
105 0.028

User ID 83
Topic Prob.
8 0.249
0 0.084
11 0.06
7 0.045
12 0.043

5.1 Data collection

Twitter is a micro-blogging social media website that pro-
vides a platform for the users to post or exchange text mes-
sages of 140 characters. Twitter provides an API that al-
lows easy access to anyone to retrieve at most a 1% sample
of all the data by providing some parameters. In spite of
the 1% restriction, we are able to collect large data sets
that contain enough text information for Topic Modeling
as shown in [14].

The data set contains tweets from the 133 most famous
and most followed public accounts. We have chosen these
accounts because they are characterized by the heterogene-
ity of the tweets they posts. The followers that they aim
to reach comes from different interest areas (i.e. politics,
technology, sports, art, etc..). We used the API provided by
Twitter to collect the messages of 140 characters between
January and February 2015. We gathered all the tweets
from a user into a document.

5.2 Data pre-processing

Social media data and mainly Twitter data is highly un-
structured: typos, bad grammar, the presence of unwanted
content, for example, humans expressions (happy, sad, ex-
cited, ...), URLs, stop words (the, a, there, ...). To get good
insights and to build better algorithms it is essential to play
with clean data. The pre-processing step gets the textual
data clean and ready as input for the MCPTM algorithm.

5.3 Topic modeling results

After collecting and pre-processing data, we obtained data
with 133 documents, 158,578 words in the corpus which
averages 1,192 words per document and 29,104 different
words in the vocabulary. We run LDA Gibbs Sampling
from algorithm 1 and received the output with two matri-
ces: the document-topic distribution matrix θ and the dis-

Table 3: Classifying documents based on their major topic

Major Topic prob ≥ 0.3 0.15 < prob < 0.3
Topic 0 112,85,104 -
Topic 1 44,129,114 61
Topic 2 101,108,91 90
Topic 3 42,23,12,7,20, 21,81,93,10

131,96,72
Topic 4 125,36,123,0 -
Topic 5 82,126 62
Topic 6 127,37,26 92
Topic 7 118,106,32 70,4
Topic 8 113 83,55,59
Topic 9 67,122 111,100
Topic 10 22,102,88,71,74, 43,89,33,65

68,76
Topic 11 54,51,121 29,94
Topic 12 50 12
Topic 13 16,35 38
Topic 14 31,98 -
Topic 15 66,73,34, 48
Topic 16 99 -
Topic 17 53,30 -
Topic 18 47,128,1,124,5 78,115
Topic 19 14,80,39,75,18,103 -
None remaining users (probability< 0.15)

tribution of terms in topics represented by the matrix φ. We
present in Table 1 two topics from the list of 20 topics that
we have computed with our LDA implementation. A topic
is presented with a distribution of words. For each topic,
we have a list of users. Each user is identified with an ID
from 0 to 132 and is associated with a topic by an order of
probabilities. The two lists of probabilities in topic 3, 10
are extracted respectively from θ and φ distributions. The
topic 3 and topic 10 are of particular interest due to the im-
portant number of users that are related to them. Topic 3 is
about the terrorist attack that happened in Paris and topic
10 is about the international Consumer Electronics Show
(CES). Both events happened at the same time that we col-
lected our data from Twitter. We note that we have more
users for these topics than from other ones. We can con-
clude that these topics can be considered as hot topics at
this moment.

Due to the lack of space, we could not present in details
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all the topics with their distribution of words and all topic
distributions of documents. Therefore, we presented six
topic distributions θi (sorted by probability) of six users in
the table 2. A high probability value of θij indicates that
document i is closely related to topic j. Hence, user ID 12
is closely related to topic 3, user ID 22 closely related to
topic 10, etc. In addition, documents with low θij values
over all the topics are noisy documents that belong to none
of the topics. So, there is no major topic in user ID 02 (the
max probability < 0.15).

We show in Table 3 clusters of documents based on their
major topics in two levels with their probabilities. The doc-
uments with the highest probability less than 0.15 are con-
sidered noisy documents and clustered in the same cluster.

5.4 Results from the k-means algorithm
using Hellinger distance

After receiving the document-topic distribution matrix θ
from LDA Gibbs Sampling, we used the k-means algo-
rithm with Hellinger distance to cluster users. The table
4 presents the result from the k-means algorithm using
Hellinger distance with a number of clusters k=13 and ran-
dom centroids. Based on the mean value of each cluster, we
defined the major topic related to the clusters and attached
these values in the table. We notice that different choices of
initial seed sets can result in very different final partitions.

Table 4: Result from k-means algorithm using Hellinger
distance

Cluster Users Major Topic
1 67, 111, 122 TP 9 (0.423)
2 34, 48, 66, 73 TP 15 (0.315)
3 10, 22, 33, 43, 65, 68, TP 10 (0.305)

71, 74, 76, 88, 89, 98,
102

4 26, 92 TP 6 (0.268)
5 16, 35, 44, 90, 91, 101, TP 2 (0.238)

108, 114, 129
6 4, 32, 70, 106, 118 TP 7 (0.345)
7 37, 127 TP 6 (0.580)
8 14, 18, 39, 75, 80, 103 TP 19 (0.531)
9 1, 5, 47, 78, 124, 128 TP 18 (0.453)
10 30, 53 TP 17 (0.711)
11 7, 12, 20, 21, 23, 42, 72, TP 3 (0.409)

81, 93, 96, 131
12 0, 31, 36, 82, 123, 125 TP 4 (0.310)
13 remaining users None

5.5 Results from the MCPTM algorithm
After getting the results (e.g table 2) from our LDA im-
plementation, we defined two relations between two do-
cements, the first based on their major topic RMTP and
the second based their Hellinger distance RdH . We then
built the weak pseudoclosure with these relations and ap-
plied it to compute pseudoclosure distance and the mini-
mal closed subsets. With this pseudoclosure distance, we
can use the MCPTM algorithm to cluster sets of users with
multi-relationships.

Figure 4 shows the number of elements of minimal
closed subsets with different thresholds p0 for RMTP and

Figure 3: Network for 133 users with two relationships
based on Hellinger distance (distance ≤ 0.15) and Ma-
jor topic (probability ≥ 0.15).

Figure 4: Number of elements of Minimal closed subsets
with difference thresholds p0 for RMTP and d0 for RdH .

d0 for RdH . We used this information to choose the num-
ber of clusters. For this example, we chose p0 = 0.15 and
d0 = 0.15 i.e user i connects with user j if they have the
same major topic (with probability≥ 0.15) or the Hellinger
distance dH(θi, θj) ≤ 0.15. From the network (figure
3) for 133 users built from the weak pseudoclosure, we
chose the number of clusters k = 13 since the network
has 13 connected components (each component represents
an element of the minimal closed subset). We used inter-
pseudoslosure distance to compute initial centroids and re-
ceived the result:

{0, 52, 4, 14, 26, 29, 30, 31, 34, 44, 85, 90, 99}

Table 5 presents the results of the MCPTM algorithm
and the k-means algorithm using Hellinger distance. We
notice that there is almost no difference between the results
from two methods when using the number of clusters k and
initial centroids above.

We saw that the largest connected component in the
users network (fig. 3) has many nodes with weak ties. This
component represents the cluster 13 with 89 elements. It
contains the 8 remaining topics that were nonsignificant
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Table 5: Result from k-means algorithm using Hellinger distance and MCPTM

K-means & Hellinger MCPTM Algorithm
Cluster Users Topic Users Topic
1 0,36,123,125 TP 4 (0.457) 0,36,123,125 TP 4
2 4,32,70,10,118 TP 7 (0.345) 4,32,70,10,118 TP 7
3 14,18,39,75,80,103 TP 19 (0.531) 14,18,39,75,80,103 TP 19
4 26,37,92,127 TP 6 (0.424) 26,37,92,127 TP 6
5 29,51,54,94,121 TP 11 (0.345) 29,51,54,94,121 TP 11
6 30,53 TP 17 (0.711) 30,53 TP 17
7 31 TP 14 (0.726) 31,98 TP 14
8 34,48,66,73 TP 15 (0.315) 34,48,66,73 TP 15
9 44,61,114,129 TP 1 (0.413) 44,61,114,129 TP 1
10 85,104,112 TP 0 (0.436) 85,104,112 TP 0
11 67,90,91,101,108 TP 2 (0.407) 90,91,101,108 TP 2
12 99 TP 16 (0.647) 99 TP 16
13 remaining users None remaining users None

or contains noisy documents without major topics. Hence,
we used the k-means algorithm with Hellinger distance for
clustering this group with number of clusters k = 9, cen-
troids:

{23, 82, 113, 67, 22, 50, 16, 47, 2}

and showed the result in the table 6.

Table 6: Result from k-means algorithm using Hellinger
distance for cluster 13 (89 users)

Cluster Users Major Topic
13.1 7, 12, 20, 21, 23, 42, 72, TP 3 ( 0.409)

81, 93, 96, 131
13.2 62, 77, 82, 126 TP 5 (0.339)
13.3 27, 55, 59, 83, 113 TP 8 (0.218)
13.4 67, 111, 122 TP 9 (0.422)
13.5 22, 33, 43, 65, 68, 71, 74, 76, TP 10 (0.330)

88, 89, 102
13.6 50 TP 12 (0.499)
13.7 16, 35 TP 13 (0.576)
13.8 1, 5, 47, 78, 124, 128 TP 18 (0.453)
13.9 remaining users None

5.6 Evaluation
In this part of the article, we conducted an evaluation of
our algorithm by comparing similarity measure of MCPTM
(using the pseudocloseure distance with information from
results of minimal closed subsets) and k-means with ran-
dom choice. The evaluation is performed as follows: we
firstly discovered the similarity measure of k-means us-
ing three distances: Euclidean distance, Hellinger distance
and pseudoclosure distance; we then compared similarity
measures among three distances and the similarity measure
when we use the number of clusters and the initial centroids
from the result of minimal closed subsets. We used the sim-
ilarity measure proposed by [17] to calculate the similarity
between two clusterings of the same dataset produced by
two different algorithms, or even the same K-means algo-
rithm. This measure allows us to compare different sets
of clusters without reference to external knowledge and is
called internal quality measure.

5.6.1 Similarity measure

To identify a suitable tool and algorithm for clustering that
produces the best clustering solutions, it becomes neces-

sary to have a method for comparing the different results in
the produced clusters. To this matter, we used in this article
the method proposed by [17].

To measure the "similarity" of two sets of clusters, we
define a simple formula here: Let C = {C1, C2, . . . , Cm}
and D = {D1, D2, . . . , Dn} be the results of two clus-
tering algorithms on the same data set. Assume C and D
are "hard" or exclusive clustering algorithms where clusters
produced are pair-wise disjoint, i.e., each pattern from the
dataset belongs to exactly one cluster. Then the similarity
matrix for C and D is an m× n matrix SC,D.

SC,D =


S11 S12 S13 . . . S1n

S21 S22 S23 . . . S2n

. . . . . . . . . . . . . . .
Sm1 Sm2 Sm3 . . . Smn

 (12)

where Sij =
p

q
, which is Jaccard’s Similarity Coefficient

with p being the size of the intersection and q being the size
of the union of cluster sets Ci and Dj . The similarity of
clustering C and clustering D is then defined as

Sim(C,D) =

∑
1≤i≤m,1≤i≤m Sij

max(m,n)
(13)

5.6.2 Discussion

Figure 5: Illustration of the similarity measure where we
have the same initial centroids. The appreviation E stands
for Euclidean distance, H for Hellinger distance an P for
the pseudoclosure distance.
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Table 7: The results of the clustering similarity for K-means with different distance measures. The abbreviation E stands
for Euclidean distance, H for Hellinger distance (see definition 8) and P for the pseudoclosure distance (see definition 10
and 11).

Same algorithm Same centroids Different centroids Inter-pseudo centroids
k E H P E vs H E vs P H vs P E vs H E vs P H vs P E vs H E vs P H vs P
5 0.423 0.454 0.381 0.838 0.623 0.631 0.434 0.373 0.383 - - -
9 0.487 0.544 0.423 0.831 0.665 0.684 0.495 0.383 0.447 - - -
13 0.567 0.598 0.405 0.855 0.615 0.633 0.546 0.445 0.469 0.949 0.922 0.946
17 0.645 0.658 0.419 0.861 0.630 0.641 0.641 0.493 0.518 - - -
21 0.676 0.707 0.445 0.880 0.581 0.604 0.687 0.478 0.491 - - -
25 0.736 0.720 0.452 0.856 0.583 0.613 0.715 0.519 0.540 - - -
29 0.723 0.714 0.442 0.864 0.578 0.600 0.684 0.4885 0.511 - - -
mean 0.608 0.628 0.423 0.855 0.611 0.629 0.600 0.454 0.480 0.949 0.922 0.946

We have compared the similarity measure between three
k-means algorithms with different initializations of the cen-
troids and different numbers of clusters k. We plotted the
similarity measure between the clusters computed with the
three k-means algorithms with the same initial centroid in
Figure 5 and the three k-means algorithms with different
initial centroids in Figure 6.

Figure 6: Illustration of the similarity measure where we
have diffirent initial centroids. The appreviation E stands
for Euclidean distance, H for Hellinger distance an P for
the pseudoclosure distance.

We notice that in the both figures, the Euclidean Distance
and the Hellinger distance have higher similarity measure.
This is due to the fact that both distances are similar. In Fig-
ure 5, we see a big gap between the clusters of Euclidean
distance, Hellinger distance and the clusters from Pseuo-
closure distance. This gap is closing in Figure 6 and starts
opening again from k = 17. With a different initial cen-
troids the pseudoclosure distance closed the gap between
the k-means algorithms using Euclidean and Hellinger dis-
tance. But, when k > 13, the number of closed subsets,
the gap between the pseudoclosure and the other distances
starts opening again. In table 7 where we applied the same
algorithm twice, the similarity measure between two clus-
ters results from k-means is low for all three distances: Eu-
clidean, Hellinger, pseudoclosure distance. The different
choices of initial centroids can result in very different final
partitions.

For k-means, choosing the initial centroids is very im-
portant. Our algorithm MCPTM offers a way to com-
pute the centroids based on the analysis of the space of
data (in this case text). When we use the centroids com-

puted from the results of minimal closed subsets that we
present in Table 5, we have the higher similarity: 0,949
for Euclidean vs Hellinger; 0,922 for Euclidean vs pseu-
docloure and 0,946 for Hellinger vs pseudoclosure. It
means that the results from k-means using the centroids
{0, 52, 4, 14, 26, 29, 30, 31, 34, 44, 85, 90, 99} is very sim-
ilar with all three distances Euclidean, Hellinger, pseudo-
closure. We can conclude that the result that we obtained
from our MCPTM algorithm is a good result for clustering
with this Twitter dataset.

6 Conclusion

The major finding in this article is that the number of clus-
ters and the chosen criterias for grouping the document is
closely tied to the accuracy of the clustering results. The
method presented here can be considered as a pipeline
where we associate Latent Dirichlet Allocation (LDA) and
pseudoclosure function. LDA is used to estimate the topic-
distribution of each document in corpus and the pseudo-
closure function to connect documents with multi-relations
built from their major topics or Hellinger distance. With
this method both quantitative data and categorical data are
used, allowing us to have multi-criteria clustering. We have
presented our contribution by applying it on microblogging
posts and have obtained good results. In future works, we
want to test these results on large scale and more conven-
tional benchmark datasets. And we intend also to paral-
lelize the developed algorithms.
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Appendix

List of Notations:

Notation Meaning
K number of topics
V number of words in the vocabulary
M number of documents
M number of documents
D corpus
φj=1,...,K distribution of words in topic j
θd=1,...,M distribution of topics in document d
a(A) pseudoclosure of A
F (A) closure of A
Fe family of elementary closed subset
Fm family of minimal closed subset
δ(A,B) pseudodistance between A,B
DA(x) interior-pseudodistance of x in A
MTP (d) major topic of document d
dH(P,Q) Hellinger distance between P,Q
RMTP relationships based on major topic
RdH relationships based on Hellinger distance
k number of clusters
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Holes in sensor networks are regions that have no operating nodes and that may occur due to several
reasons, including cases caused by natural obstacles or disaster suffered areas. Determining the location
and shape of holes can help to monitor these disasters (such as volcano, tsunami, etc.) or help to make
smart, early routing decisions for circumventing a hole. There are many hole determination algorithms
proposed in the literature, however, these only consider the networks with static holes i.e. with stable
boundary nodes. Moreover, most of these are designed in a centralized manner which is not suitable to the
unstable situation of networks with an expanding hole. In this paper, we propose an algorithmic scheme not
only for determining the initial shape but also for monitoring and quickly reporting about the area of a hole
gradually expanding. Our algorithms are designed in a distributed manner and our initial simulation results
show that our protocol is lightweight and feasible with monitoring sensor networks with an expanding
hole.

Povzetek: Razvita je nova metoda za obravnavo lukenj v brezžičnih omrežjih.

1 Introduction

Let start by considering an example scenario of a forest
wherein fire rather frequently occurs in summer. Since it
is very large and difficult to access and monitor by human,
one thinks of using helicopters to disseminate thousands of
wireless sensor nodes through out this forest area for de-
ploying a fire monitor system. Due to the cost limitation,
these pieces are equipped with just a temperature and hu-
midity sensing device, a very simple processing unit and
a small radio communication module that allows them to
communicate with the others in their communication range.
The mission of these sensor nodes is to monitor the envi-
ronment, detect the fire and report to a central host via some
special sink nodes (with more powerful resource). Para-
doxically possibly when the fire occurs, the sensor nodes
in the area of an on-going fire can be destroyed and thus
cannot perform their monitor task and fail to report about
the fire. To solve this problem, a common approach is let-
ting the alive nodes surrounding the fire areas detect the

boundary of the fire area fast enough and report to the cen-
tral host. This scenario belongs to a well-known problem
in sensor network which is called hole detection and deter-
mination.

The hole detection-determination (HDD) problem is not
only used to detect the events that are being monitored as
described above but also is, and in fact known more as,
an important technical issue in geographic routing. Geo-
graphic routing [1][2] which exploits the local geograph-
ical information at the sensors is popular for its simplic-
ity and efficiency. The traditional geographic routing strat-
egy works well and can achieve the near-optimal routing
path length in networks without holes, however with the
occurrence of network holes, the path length can grow as
much as θ(c2) where c is the optimal path length [3]. In
order to solve the problem of path enlargement, a com-
mon approach is to determine the hole boundary, describe
it by a simpler shape whose information is disseminated to
the surrounding area. This information will help to estab-
lish a hole awareness and mechanism to find short detour
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routes [4][5][6][7][8].
There are many HDD algorithms proposed however,

these just consider the problem of detecting a typically
static hole (hole whose boundary never changes). More-
over, almost of these algorithms are conducted in the cen-
tralization manner and is time ineffective. A very common
approach is based on the possibility of having a monitor
packet to travel a full route around the hole, which could
be unlikely possible in our problem scenario – the network
hole can be expanding fast enough that could destroy any
attempt to send a packet around in one simple loop.

In this paper, we propose a novel approach to detect and
regularly report about the hole boundary, that to the best of
our knowledge is the first one that targets expanding holes
(whose boundary change continually). Especially, we aim
at scenarios where holes can occur and grow rapidly; i.e.,
we aim to design fast algorithms for detecting and monitor-
ing hole boundaries. Our main idea is actually to distribute
this task of capturing the dynamic hole perimeter into the
hands of several boundary nodes and network cells that are
carefully selected to take this joint responsibility.

In our protocol, the network is divided into small grid
squares by a given grid. The squares (cells) are to be di-
vided into three groups: black, gray and white. A black
square is one which already belongs to or is heavily af-
fected by a hole, a gray square is not yet touched by any
hole but is detected being close enough and getting soon
affected by an expanding hole, and a white is a currently
safe one. A white square can later get turned into a gray
and then a black square when facing an expanding hole,
which can be seen as a set of the black squares. Each
square in the black and the gray group is monitored by a
local node, called a pivot, which is elected from the sen-
sors in that square. These pivots monitor the status of the
sensors and the squares and help to manage the square sta-
tus changes.

The contribution of this paper are threefold:

– We propose a distributed hole detection algorithm
which can determine a hole boundary efficiently with
respect to time and energy saving.

– We propose a distributed hole updating algorithm
which monitors the expansion of the hole boundary
and reports regularly to the central host.

– We conduct initial experiments by simulation to ana-
lyze our protocol and evaluate its feasibility and ad-
vantages.

The remainder of the paper is organized as follows. Our
hole detecting and updating protocols are proposed in sec-
tion 2. Section 3 evaluates the performance of our protocol
using simulation experiments. We also discuss further on
related work in section 4 and finally conclude the paper in
section 5 with further concerns about open issues.

A preliminary version of this paper appears in [12]. Be-
sides a significant revision effort for improving the clarity,

formality and preciseness we also add new substantial el-
ements to this full version. That is we reshape and adjust
some important parts in our proposed algorithm and thus
make it more efficient; as a result, we redo the evaluation
task but in a larger scale for obtaining a more insightful
about the performance of our algorithm. Below we briefly
mention the most important adjustments. In section 2.1,
for the task of detecting a hole boundary we justify our
decision to choose the approach used in [10] over the one
in [26]. In section 2.2 we optimize the way we define and
use Bitmap Presentation for reducing incurred communi-
cation overhead and delay. In 2.3 we tune the process of
forwarding the hole boundary info towards the sink(s): the
pivots fully involve in this process that increases the effi-
ciency of the whole mechanism.

Compared to the previous version, moreover, we also ex-
tend our evaluation work to a significant deeper level where
we redesign a new, significant larger set of simulation sce-
narios, inspired by new observations and thus obtain new
findings. Most notably, our 3 main simulation settings (for
studying the effects of 3 system parameters: Dead Node
Threshold, Notification Threshold & Report Threshold) are
all extended by our new deployment where we use two sep-
arate scripts to simulate an expanding hole: the Fast Expan-
sion and the Slow Expansion scripts. We focus more on the
Fast Expansion scenario (a hole expands fast for simulating
a forest fire) and we identify some value region of the Dead
Node Threshold that could optimize our algorithm. We also
extend our study on these main parameters with some ini-
tial consideration of the relationship with another variable
that is the grid cell size. In spite of this rather extensive
evaluation analysis there still remain many unknowns that
can be challenging enough for good results in future work.

2 Our hole monitor scheme

2.1 Scheme overview
Our goal is to detect and update the hole as fast as possi-
ble so that our hole monitor scheme can beat the expanding
speed of a hole. Therefore, we aim to determine the ap-
proximate shape of the hole boundary rather than its exact
shape. The approximate shape of the hole boundary is de-
termined via a set of the unit squares of a given grid (with
certain predefined unit length) which are affected by the
hole, i.e. ether intersecting the hole boundary or staying
inside the hole.

Our hole monitor scheme consists of two protocols: the
hole boundary detection protocol, denoted by the HBD pro-
tocol, and the hole boundary update protocol, denoted by
the HBU protocol. Let us discuss the basics of the HBD
protocol first. The main idea is to have some nodes on the
hole boundary detect that they are on a hole’s boundary.
This initial awareness helps to start the process of learning
about the whole hole shape by arranging a special monitor
packet to travel around the hole: this packet is being for-
warded from one boundary node to another as a neighbor.
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Technically, we know of two main approaches in detect-
ing a hole boundary, one from the research works on ge-
ographic routing in WSNs e.g. in [10], and one from the
research work on coverage hole e.g. [26]. We have done
certain probing experiments and found out that the former
approach appears more efficient (we show our experimen-
tal evaluation on this in section 3) and thus, we choose to
use this approach for designing our HBD protocol where
we aim at approximating the hole shape in a distributed
manner.

Based on the above mentioned approach, our HBD pro-
tocol is conducted by using the stuck nodes introduced
in [10]: by definition, a node u is considered a stuck node
if there exists a position w outside u’s transmission range
such that u is closer to w than all the neighbor nodes of
u 1. Note that a stuck node always stays on a hole bound-
ary but not all the boundary nodes are stuck node. Each
stuck node can detect its status as being stuck (using the
TENT rule [10]) and then creates a hole-monitor packet,
which contains a HBA message (denoted for Hole Bound-
ary Approximation), and forwards it to the next neighbor,
boundary node (determined by the right hand rule [10]).
The mission of this HBA message is to record the approxi-
mate shape of the path it has gone through: at each bound-
ary node, the HBA gets updated about the new, just traveled
edge. Upon reaching the next stuck node, a HBA message
has fulfilled its mission by capturing the approximate shape
of the boundary segment between this pair of successive
stuck nodes, which will be forwarded to the nearest sink
node (via a cell pivot node that we will introduce later).
Note that each boundary segment (a chunk between two
successive stuck nodes) is determined and approximated
by using a separate HBA message. The sink node com-
bines information received from all these stuck nodes (via
the pivot nodes) and sends the whole info to the central
node.

We now discuss the HBU protocol. Because the holes
can enlarge quickly we want to have each update ac-
tion performed as fast as possible to reflect well with the
changes. Therefore, instead of determining the changes af-
ter happening we predict and update the changes of the hole
boundary based on the prediction. Specifically, we monitor
the status of the nodes (i.e. of being alive or dead) in the
unit grid squares (also called cells) around the hole bound-
ary. When the amount of the dead nodes of a given cell
exceeds a predefined threshold, this cell is predicted to be-
long the hole soon and thus the hole area gets updated by
adding that cell. To make the mechanism distributed, the
task of monitoring within each unit square is performed by
a so-called pivot node of this cell. The cell pivot is a sensor
node (by default, the one closest to the center of the square)
that is elected from all the nodes locating inside the cell.

During the HBD protocol, when a HBA message is about
to fulfill its mission (and then stop being forwarded), the
receiving stuck node can initiate the election of the pivot

1Thus, a task of forwarding to destination w would gets ‘stuck’ at node
u if greedy routing is being used

node of its cell if not selected yet, then forward the HBA
info to this pivot.

2.2 Bitmap representation

The main idea of our approximation mechanism is to de-
scribe the status of the cells (unit grid squares) in the net-
work area by a bitmap representation where each bit would
reflect if a corresponding cell belongs to a hole or not.
More specifically, let m&n denote the width and length of
the network; we use a grid with the edge length (of the unit
squares) a that divides the network into ([ma ]+1)×([na+1])
cells. We use a two dimension array bmp[.][.] to repre-
sent the status of the cells, where bmp[i][j] corresponds
to the unit grid square whose center has the coordinates
(1/2 + i)a; (1/2 + j)a and bmp[i][j] = 1 if the corre-
sponding cell belongs to a hole (i.e. this cell stays inside
this hole or intersects its boundary) or else, bmp[i][j] = 0.

During the execution of the HBD protocol, the chunks
of a hole’s boundary (boundary segments between two suc-
cessive stuck nodes) are approximated and these approxi-
mation info pieces are recorded into the HBA messages,
which then are later forwarded to the sink(s) for being com-
bined. To facilitate this computing mechanism, below we
formally define bitmap representations as data structures to
keep data at the HBA messages as well as at the pivots and
the sink(s).

Definition 1 (Bitmap representation). For a line segment
l on the plane, the bitmap representation of l is defined as
a two dimension array bmpl[.][.], where bmpl[i][j] = 1 if
and only if l intersects the unit grid square whose center’s
coordinates are ((1/2 + i)a, (1/2 + j)a); bmpl[i][j] = 0,
otherwise.

We call the bitmap representation of the whole network
a two dimension array bmp, where bmp[i][j] = 1 if and
only if the unit grid square whose center’s coordinates
((1/2+ i)a, (1/2+ j)a) belongs to a hole and bmp[i][j] =
0, otherwise.

Figure 1: Illustration of bitmap representation

Fig. 1 illustrates a network with a big hole. The
unit grid squares which intersect the hole are colored
black. The bitmap representation of line segment N1N2 is
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0 0 0 0
1 1 0 0
0 1 0 0

 and the bitmap representation of the net-

work is

1 1 1 0
1 1 1 0
0 1 0 0

.

In the HBD algorithm, the bitmap representations of the
boundary segments are determined by using HBA mes-
sages and sent to the local cell pivots, which forward these
info pieces to the sinks. During the HBU algorithm, the
pivots of the newly alarmed cells (who have been alarmed
about the expanding hole after the HBD’s execution) keep
monitoring the hole and reports its status to the sinks as
a black cell (belonging to the hole) when the number
of the dead nodes inside exceeds a predefined threshold.
The sinks maintain their bitmap representations (as about
the network from their viewpoints) and periodically report
them to the central node, which can combine these pieces
into the bitmap representation of the whole network by
simple bitmap XOR operations.

2.2.1 Forwarding mechanism with compact hole info

The main goal of our scheme is to monitor the hole(s)
and update the sink(s) with any new status of the network
shape. Our algorithm scheme is fully distributed where
several nodes independently and concurrently capture info
about pieces of a hole’s boundary and forward towards the
sink(s) via the cell pivots – the intermediate hubs. The
bitmap presentations of the network are only formed at
the sink(s), however “pieces" of that being formed and for-
warded at node- and pivot- levels, at which sending a hole
bitmap would be too much a luxury to afford (by a piece
we mean a chunk of adjacent nodes on the hole boundary).
In fact, the bitmap presentation of a line segment, or even
a full hole’s boundary (a collection of segments) can be
compactly described, i.e. specifically, stored into memory
as follows. Starting with an end vertex of the line segment
(or any of the hole boundary polygon) we store the full co-
ordinates (indexes) of its cell and then continually check
the adjacent vertices for newly separate cells, per each of
which store just two bits for describing its relative position
to the preceding cell 2. By this mechanism, even a complex
full hole boundary can be compactly described (as for re-
flecting the bitmap presentation of the network) by just the
coordinates of a cell plus a rather short binary string (just a
few bytes) as illustrated in 2.

2.3 Hole boundary detection algorithm
This section discusses further details of our HBD algo-
rithm.

At the initial, all the network nodes detect if each is
a stuck node by using the TENT rule described in [10].
Each stuck node then creates its HBA message and sends

2It only needs two bits to describe 4 possible directions that may in-
volves left, right, up and down

Figure 2: Compact Hole Info
This hole can be reflected by the coordinate of cell S plus a string of 24
bits to locate the remaining 12 cells at the hole boundary.

it to the left boundary neighbor node (using the right hand
rule [10]) which then forwards it towards the next stuck
node. Here we use the forwarding mechanism as suggested
in [10] but the HBA message is customized to reflect bmps
– the bitmap representation of the boundary segment be-
tween the two successive stuck nodes. When a node N on
the hole boundary receives the HBA message, it determines
the cells intersecting the line segment connectingN and the
previous boundary node by the algorithm suggested in [11]
and updates bmps and the HBA message accordingly. The
details are described in algorithm 1.

In the deployment of our HBD algorithm, to reduce
size of data transferred between nodes, we do not store in
the HBD packet this full bitmap representation but instead
use the compact form as discussed in section 2.2.1, which
would take just a few bytes in a HBA packet.

Figure 3: Illustration of hole boundary detecting algorithm

To prepare for the hole boundary update (HBU) phase,
the HBD algorithm not only detects the hole boundary but
also determines the pivots of the cells intersecting the hole
boundary. Such a pivot is determined by the following
algorithm. Each node u receiving a HBA message deter-
mines the cell(s) which intersect the line segment connect-
ing u and the previous boundary node v but does not con-
tain v; there may exist none, one, or more such cell; for
each such a cell if exists, u sends a pivot election message
towards this cell’s center. Note that, such a message then
stops at the node w where none of its neighbors is nearer to
the cell center than w, i.e w can see it as elected as the cell
pivot. Each pivot then broadcasts a pivot announcement
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Algorithm 1 Algorithm to update compression form of
bitmap representation bmpcomp

Require: P: HBA packet; Nc(xC , yC): current node and
its coordinate; NP (xP , yP ): previous node and its co-
ordinate

Ensure: updated bmpcomp
1: bmpcomp ← the compression form from packet P
2: tmp← transfering bmpcomp into bitmap
3: U ← set of the unit grid squares which intersect
NCNP

4: for all the unit grid square Ui(xi, yi) in U do
5: tmp[

⌊
xi

a

⌋
][
⌊
yi
a

⌋
]← 1

6: if
(⌊
xi

a

⌋
6=
⌊
xP

a

⌋)
and

(⌊
yi
a

⌋
6=
⌊
yP
a

⌋)
then

7: Send a election packet to Ui(xi, yi).
8: end if
9: end for

10: bmpcomp ← transfer tmp into compression form
11: update P with new bmpcomp

message to all the nodes in the cell.
Fig. 3 illustrates the algorithm. In the figure, the yel-

low nodes S1, S2, . . . , S5 found themselves as stuck nodes
using the TENT rule. They initiate and forward the HBA
messages along the boundary (using the right hand rule to
determine the next boundary neighbor) until each arriving
at the next stuck node. So, the HBA message initiated by
Si is forwarded until arriving at Si+1 wherein this mes-
sage captures the bitmap representation of the line segment
of the boundary between Si and Si+1. For example, the
bitmap representation of the segment between S1 and S2

is

0 0 0 0
1 1 0 0
0 1 0 0

. After the HBD algorithm finishes, the

approximate shape of the hole as well as the pivots of the
cells surrounding the hole are determined. In Fig. 3, the ap-
proximate shape of the hole is colored black and the pivots
are colored red.

2.4 Hole boundary update algorithm
We discuss further details on the HBU protocol. As men-
tioned above, se call an unit grid square, i.e. a network
cell, belonging to a hole (i.e. staying inside the hole or in-
tersecting its boundary) a black one. After the HBD phase
finishes, each black cell has a pivot elected. All nodes in
these black cells notify their status (i.e. whether alive or
not) to its cell’s pivot periodically.

When the ratio of the number of the dead nodes (over
the total) of this cell exceeds a predefined threshold, which
we call Notification Threshold(NTT), the situation with this
expanding hole is seen serious. Thus, the cell’s pivot sends
an alert message to each of the four neighbor cells which
share an edge with it to notify about the high possibility that
they would soon get affected by the hole, i.e. these four are
considered gray (becoming black). Note that some of these
neighbors may have already been black cells wherein this

alert simply gets ignored. Also, the destination of such an
alert is set to be the center of the targeted gray cell and
thus, the last node receiving the alert is elected as the pivot
of this gray cell.

When the ratio of the number of dead nodes in a black
cell exceeds a predefined threshold, which we call Report
Threshold (RPT), the cell is considered severely damaged
by the hole and thus, this dangerous state gets reported to
the nearest sink by the cell pivot.

Similarly to the pivot of a black cell, the pivot of a gray
cell also monitors the status of all the nodes within the
cell. When the ratio of the number of the dead nodes of
this cell exceeds the NTT, the cell situation gets serious
and thus, it turns into a black one. At this same time the
cell’s pivot sends an alert to its four neighbor cells (noti-
fication) to make any white remainder of them to become
gray. The details of these algorithmic operations executed
at the white, gray, and black cells are described in algo-
rithms 2a, 2b and 2c, respectively.

Fig. 4 illustrates an example. In this figure, the network
is divided into 4× 3 unit grid squares. The black nodes are
dead and others are alive. After conducting the HBD al-
gorithm, the hole boundary has been detected and the cells
that belong the hole are colored black as shown in Fig. 4(a).
The red nodes P1, P2, . . . , P6 represent the pivots of the
black cells. Suppose that, the hole is expanding to the right,
then after sometime some nodes in square (6) die, which
is enough to make pivot P6 send an alert to the neighbor
squares as shown in Fig. 4(b). Among these neighbors, (0)
and (5) are already black which ignore the alert; the oth-
ers i.e. squares (7) or (8) are still white, so become gray.
The cell center nodes P7 and P8 then become the pivots
of (7) and (8), respectively – Fig. 4(a). When the ratio of
the number of dead nodes in (7) exceeds NTT, it is consid-
ered black and P7’s pivot sends alerts to the neighbor cells
– Fig. 4(d).
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(a) (b) (c) (d)

Figure 4: An example of hole boundary updating process
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Figure 5: Algorithm to determine hole boundary from bitmap representation

Algorithm 2a HBU process at nodes in a white cell
(state = WHITE) when receives a message

Require: P : received message, C: the current node
Ensure:

1: if P is an alert message then
2: state← GRAY
3: if C is the closest node of center then
4: C takes responsibility of the cell pivot
5: Broadcast a notification to all nodes in the cell
6: else
7: if C has not received a pivot notification then
8: Forward P to the center of cell (Vote the closest

node of center as the pivot node)
9: end if

10: end if
11: else if P is a notification message then
12: Be informed that the source of message as the

elected pivot
13: else
14: Send HELLO packet
15: end if

Algorithm 2b HBU work at nodes in a gray cell (state =
GRAY )

Require: C: current node
Ensure:

1: loop periodically
2: if C is a pivot then
3: d← the number of dead nodes in the cell
4: if d > NTT then
5: state← BLACK
6: Send alert packet to 4 neighbor cells
7: end if
8: else
9: Send HELLO packet to update node’s state

10: end if
11: end loop

Algorithm 2c HBU work at nodes in a black cell (state =
BLACK)

Require: C: current node
Ensure:

1: loop periodically
2: if C is a pivot then
3: d← the number of dead nodes in the cell
4: if d > RPT then
5: Report to the nearest sink
6: end if
7: else
8: Send HELLO packet to update node’s state
9: end if

10: end loop
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2.5 Hole information combination

At the central node, we obtain the bitmap representation
of the whole network. Although this bitmap gives us a
view of location of the holes, in some applications (e.g.
in geographic routing) geometric expressions (i.e. polygo-
nal shapes) of the holes are required. We now describe an
algorithm to determine the boundary of a hole approximate
shape as a polygon, called an A-polygon, which satisfies
the following condition:

– This A-polygon vertices are the vertices of the grid
squares which intersect the hole

– All the centers of the unit grid squares belonging to
the hole stay inside this A-polygon

We will compute the (coordinates of) the vertices of this A-
polygon in the clockwise order. The following fact helps to
show the process during each step for obtaining the next
vertex; this fact is quite simple so we omit the proof.

In fact 1, we consider the scenario where we have just
determined that Gi and Gi+1 are two consecutive vertices
of the A-polygon (in the clockwise order), and we need
to determine the next vertex. Let (1), (2), (3), (4) denote
the unit squares that has Gi+1 as a vertex and let M,N
and P denote the adjacent vertices of Gi+1 in (2), (3) and
(4), respectively as shown in Fig. 5. Let (xi, yi) be the
coordinates of the center of square (i) and α(i) be the cor-
responding bit value of square (i) in the network bitmap,
then:

Fact 1. Having Gi and Gi+1 just determined as the ver-
tices of an A-polygon from the given network bitmap, the
next vertex of this A-polygon (in the clockwise order) can
be determined as follows:

– M if and only if α(2) = 1 (Fig. 5(a)).

– N if and only if α(2) = 0 and α(3) = 1 (Fig. 5(b)).

– P if and only if α(2) = 0 and α(3) = 0 (Fig. 5(c)).

Using fact 1, we come up with algorithm 3 below to de-
termine an A-polygon of a hole from the network bitmap.
It is easy to observe that for a given hole the vertex of the
unit square (intersecting it) with the lowest y-coordinate
must be a vertex of the A-polygon.

Algorithm 3 Determining A-polygon from array bmp

Require: bitmap bmp; (xA, yA): coordinates of boundary
node A that has lowest y − coordinate

Ensure: G: the set of vertices of the A-polygon
1: Denote r as the edge length of the unit square
2: G← G

⋃(⌊xA

r

⌋
r + r,

⌊
yA
r

⌋
r
)

3: G← G
⋃(⌊xA

r

⌋
r,
⌊
yA
r

⌋
r + r

)
4: while the top element of G 6=

(⌊
xA

r

⌋
r + r,

⌊
yA
r

⌋
r
)

do
5: U ← the top element of G
6: (xu, yu) is the coordinate of U
7: V is the previous element of U
8: (xv, yv) is the coordinate of V

//the following code is for the case when yu = yv ,
the other case (xu = xv) is similar

9: i← bxv

r c; j ← b
yv
r c − 1

10: if bmp[i− 1][j] = 1 then
11: G← G

⋃
(xv, yv − r)

12: else
13: if bmp[i− 1][j + 1] = 1 then
14: G← G

⋃
(xv − r, yv)

15: G← G \ (xv, yv)
16: else
17: G← G

⋃
(xv, yv + r)

18: end if
19: end if
20: end while

3 Performance evaluation

3.1 Comparison between the approaches in
detecting hole boundary

As we mentioned above in section 2.1, we now compare by
simulation experiments between the two HBD mentioned
approaches, i.e. the Boundhole approach from [10] and the
BCP approach from [26] to find out which suits better to
our main goal: we need our HBD algorithm to be as fast as
possible and to consume energy as less as possible (to help
with monitoring expanding holes). 3 In this evaluation, we
run the experiments with 2 network models: 1800 nodes
and 2500 nodes. Table 1 summarizes the parameters which
are suggested by [13]:

The results of experiments are evaluated by these met-
rics: average consumed energy and running time (the lower
is better). We can see in Fig 6, the Boundhole approach
gives better result with slightly less consumed energy and
running time. It appears that the Boundhole uses simpler
operations while the BCP uses a bit too many floating-point
operations (especially, when computing circle-circle inter-
sections).

3Note that here we do not compare the original algorithms from the
two mentioned papers, instead we compare two versions of our HBD al-
gorithm each of which is based on each of these two approaches.
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Figure 6: Comparison between the BoundHole and the BCP approaches

Variables Values
Communication range 40m
Voltage 3V
Receiving current 15mA
Transmitting current 29.5mA
Idle current 3.2mA
Number of nodes 29.5mA
Period of HELLO packet 30s
Simulation time 1050s

Table 1: Simulation parameters for comparing the Bound-
Hole and BCP approaches

3.2 Experiment deployment and settings
We have proposed our very first algorithmic solution to deal
with a possibly new and challenging problem of hole ex-
pansion in WSN. Bellow we show our initial results in eval-
uating our algorithm through experiments by simulation.
Here we propose to use the following metrics to evaluate
our algorithm performance:

– The Approximation Ratio (AR) is the ratio between
the area that our algorithm approximately describes
of a hole and the true area of this hole.

– The Death Report Error (DRE) reflects how well
we monitor the dead nodes, which is calculated as
|RN−TN |

TN where RN is the number of nodes reported
as dead by our algorithm and TN is the true number
of the dead nodes.

– The Consumed Energy (CE) of network which is com-
puted as the average energy consumed by any node in

the network.

More specifically, we study the effect of choosing the
following parameters, crucial in our algorithm, in achieving
good performance by the above mentioned metrics.

– Dead Node Threshold (DNT): All the alive nodes pe-
riodically sends the HELLO packets to their neighbor
nodes, hence in our algorithm after waiting for a time
period called DNT if a node does not receive the next
HELLO from a certain neighbor, this node can decide
that this neighbor is dead.

– Notification Threshold (NTT): As described in sec-
tion 2, the pivot of a black/gray square decides to send
a NOTIFY packet to each of its 4 neighbor squares
(to notify about the hole expansion) when the ratio of
the number of dead nodes (per the total) in its square
exceeds a NTT.

– Report Threshold (RPT): The pivot of a black square
decides to send a REPORT packet to the nearest sink
when the ratio of the number of dead nodes in this
square exceeds a RPT.

We run the experiments on the ns-2 simulator (802.11
as MAC protocol). Table 2 summarizes the parameters
which are suggested by [13]. In our simulation, about
2500 sensor nodes are deployed randomly in an area of
1400m× 1400m.

We conduct three different simulation settings to evalu-
ate the effect of these parameters on three metrics described
above. Also in our simulation settings, we deploy two
different scripts of a large hole expanding: one is called
Fast Expansion (EF), where we focus on, and the other
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Variables Values
Communication range 40m
Voltage 3V
Receiving current 15mA
Transmitting current 29.5mA
Idle current 3.2mA
Network size 1400m× 1400m
Number of nodes 2500
Period of HELLO packet 30s
Simulation time 1050s for FE

2500s for SE

Table 2: Simulation parameters for our protocol experi-
ments

Slow Expansion (SE). In each script we program so that
the hole gradually expands from a chosen center point to-
ward a fixed given shape, which is a random set of points
with distances to the center varying randomly from a mini-
mum value (300 m) to a maximum value (450 m). The hole
reaches its maximum, final shape in 1000 seconds in our FE
script, and 2500 seconds in our SE script. We believe that
these scripts would reflect reasonably to the expansion of a
typical forest fire.

3.3 Simulation results
1. Effect of Dead Node Threshold: We conducted the

simulation with four values of the Dead Node Threshold
(DNT): 1x, 1.3x 4, 2x, 3x, where nx means the DNT equals
n times of the HELLO period (at which the HELLO pack-
ets being periodically sent from a node to a neighbor).

Fig. 7 and 8 show the simulation results of our first simula-
tion settings (with the Fast Expansion script) on the effect
of DNT on the Death Report Error (DRE) and the Approx-
imation Ratio (AR), respectively. It can be seen that the
DRE tends to decrease with the increasing of the time val-
ues during the simulation. That is, for all the different DNT
values, the trend is that the performance keeps improving
(DRE gets closer to 0% and AR gets closer to 1) along the
the simulation process (better performance for captures at
later simulation moments - larger timestamps).

With the case of 1x, the DRE is very large at first: it
can be explained as because the HELLO packets and re-
sponses may get delayed or stuck (and dropped) at some
nodes; therefore, when the threshold is too short, the nodes
whose HELLO packets are delayed or dropped are wrongly
judged as dead nodes (so DRE very large, initially). How-
ever later the HELLO packets (and its responses) can be
retransmitted and thus, the nodes which have been judged
as dead can be reconsidered as alive and so the DRE de-
creases.

4A HELLO packet may be sent a bit later than expected due to some
random delay in processing; thus, we take this into account by using
DNT= 1.3x.

The simulation results also shown that FN − TN , the dif-
ference between the number of reported dead nodes and
the true number of dead nodes, tends to decrease when
the DNT increases. Especially, with the DNT = 2x or
larger FN − TN is even negative, i.e. the number of the
dead nodes determined by our algorithm is less than the
true number of real dead nodes. This is because, when the
DNT increases, the pivots tend to become dead too early
to send alerts about its cell situation to the neighbor cells,
thus many dead nodes may not be recognized. It can be
seen that, the DRE in case of 1.3x is closest to 0 and thus,
parameter DNT = 1.3x can be considered (near) the best
for maintaining low DRE.

Fig. 8 represents the relation between the approximation
ratio (AR) and the DNT. Similarly as with the DRE, the
AR decreases with the increasing of the DNT. The AR with
the DNT = 1x is quite greater than 1 and the AR with the
DNT as 2x/3x is often/always (much) smaller than 1. It
can be seen that the hole area determined by our algorithm
is always much larger than the real hole with the DNT as 1x
and always much smaller than the real hole with the DNT
= 3x (or quite smaller with 2x). For the later phase of hole
expansion, both 1.3x and 2x seem competing for the best
AR (but in both sides of 1). Overall, it can be seen that a
small enough DNT value may lead to a high DRE because
of many alive nodes being wrongly judged as dead while
a large enough DNT value may make unreasonably small
AR because of many dead nodes being unrecognized. For
our experiment setting with the FE script, the DNT= 1.3x
seems (near) the optimum option.

So far we have just analyzed the simulation with the FE
script, where the considered hole expands to the maximum
distance 450m (from the center) in only 1000sec, we now
take a quick look at the results with the SE script (reaching
maximum distance in 2500s). As can be seen in table 3
and table 4, the general trend is that the performance keeps
improving (DRE gets closer to 0% and AR gets closer to
1) along the the simulation process for most of cases. Most
notably, the choice of DNT= 2x results in poor AR while
still quite good at keeping low DRE. For keeping AR close
to 1, the ideal DNT value should be between 4x and 5x,
however with this range the DRE is rather high (compared
to that of DNT= 2x). This is because for a larger DNT the
network acts slower with the hole expansion and hence, a
number of new dead nodes cannot get reported fast enough.
Thus, in fact for the SE script we face a complexity in
choosing good DNT (further work needed in future work).

2. Effect of Notification Threshold: The effect of the
NTT on the Consumed Energy (CE) and Approximation
Ratio (AR) is shown in Fig. 9. In this simulation setting
with the FE script we fix DNT= 1.3x (as seen best from
simulation results above). Another parameter needs taken
into account is the size of the unit grid square which we
choose within 80m − 120m (ranges in small multiples of
the sensor transmission range, 40m).

It is clear that, the consumed energy becomes lesser for
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Death Report Error (%)
Timestamp -
S.moment (s) 1x 1.3x 2x 3x

560 44.94 17.98 35.58 75.66
620 27.49 15.41 37.76 76.13
680 17.17 12.37 30.3 71.46
740 13.95 10.52 33.26 72.75
800 7.33 11.54 34.07 72.89
860 1.3 10.73 32.03 77.89
920 7.05 7.78 33.92 73.57
980 1.49 6.79 28.13 65.9

1040 3.72 4.52 21.94 60.51

600 700 800 900 1000

0
20

40
60

80

Timestamp − Simulation moment (s)

D
ea

th
 R

ep
or

t E
rr

or
 (

%
)

1x  1.3x 2x  3x  

Figure 7: Effect of DNT on the Death Report Error

Approximation Ratio
Timestamp -
S.moment (s) 1x 1.3x 2x 3x

560 1.6674 1.1672 0.9588 0.0834
620 1.6422 1.1632 0.9238 0.1711
680 1.4422 1.1826 0.8941 0.2019
740 1.3117 1.089 0.8167 0.2227
800 1.2255 1.141 0.8663 0.2113
860 1.1099 1.1099 0.9218 0.2822
920 1.1422 1.1251 0.8865 0.2898
980 1.1289 1.1289 0.9408 0.3136

1040 1.1815 1.1815 1.0127 0.3529
600 700 800 900 1000

0.
5

1.
0

1.
5

Timestamp − Simulation moment (s)

A
pp

ro
xi

m
at

e 
ra

tio

1x  1.3x 2x  3x  

Figure 8: Effect of DNT on Approximation Ratio

larger NTT as well as for smaller grid square (cell) sizes.
That is for a larger NTT, the pivots of the black cells need to
wait longer to notify its neighbor squares, i.e. the squares
become gray later rather than sooner, lessening the mon-
itoring work and hence, reducing the CE incurred due to
our monitor mechanism. Also, for smaller cell sizes, ob-
viously the total area being monitored is also smaller and
thus, reducing the consumed energy as well.

The effect of the NTT on the AR is reported in Fig. 9(b). It
can be seen that the AR decreases with the increasing of the
NTT. It can be explained as below. For smaller NTT values,
the notification of the expanding hole is done earlier and
hence, the gray area tends to get large earlier, i.e. the AR

tends to increase. For AR greater than 1, the approximate
area of the hole is larger than the real hole area. When
the NTT is larger enough (from about 15%) the AR can be
smaller than 1 (for grid size 100m or less). This is because
the times to send NOTIFY packets may come too late (with
a speed slower than the expansion speed of the hole) and
thus, many black pivots may get dead before the time to
notify their neighbor cells. Consequently, some should-be-
black squares get unrecognized and the approximate hole
area becomes smaller than the real hole area.

It can be remarked that the NTT should be selected in ac-
cordance with the speed of the expansion of the hole. When
the hole expands fast, we should choose a small NTT. Par-
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Death Report Error (%)
Timestamp -
S.moment (s) 2x 4x 5x 6x

760 18.75 31.25 39.58 45.83
1000 14.63 28.05 31.71 36.59
1240 15.27 26.72 31.3 38.93
1480 11.29 21.51 25.81 37.1
1720 8.8 20 24.8 35.6
1960 8.18 17.3 22.01 35.53

Table 3: Effect of DNT on DRE with the Slow Expan-
sion script

Approximation Ratio
Timestamp -
S.moment (s) 2x 4x 5x 6x

760 1.6393 1.4572 1.0929 0.7286
1000 1.2247 1.1134 1.002 0.8907
1240 1.3219 1.175 0.9547 0.7344
1480 1.2502 1.1958 1.0327 0.7066
1720 1.2382 1.1144 0.9493 0.7429
1960 1.3046 1.1742 0.9785 0.6849

Table 4: Effect of DNT on AR with the Slow Expan-
sion script
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Figure 9: Effect of Notification Threshold (NTT) with FE script

ticularly, in this simulation setting with the FE script, the
best NTT is about 15%.

For our simulation with the SE script (see Fig.10), the AR
becomes close to 1 for NTT about 25−30%, larger than the
setting with the FE script, which is an advantage for keep-
ing the gray squares in smaller number. However, the CE
looks quite higher to that in the setting with the FE script.
This is because the gray/black squares live longer in this SE
setting and hence more monitor traffic would get incurred.
Of course, one would consider to use a smaller grid size
but this would result in need of low NTT which is a disad-
vantage. Thus, again we face some complexity in choosing
proper parameter values that needs further consideration in
our future work.

Fig. 11 illustrates the growth of the real hole area (repre-
sented by the orange line) and the approximate hole area
determined by our algorithm (represented by green line)
with images captured at 4 different time values. This also
illustrates the same general trend as before: the perfor-

mance keeps improving (AR gets closer to 1) along the the
simulation process.

3. Effect of Report Threshold: The simulation result in
this aspect is shown in Fig. 12 where we also fix DNT
= 1.3x and we evaluate only the AR because the energy
consumption is not affected much by the RPT. It can be
seen that the AR tends to decrease when the RPT increases;
especially if the RPT ≤ 30%, the AR becomes ≥ 1, i.e.
the approximate hole area is larger than the real hole area.
However if the RPT is ≥ 35%, the AR becomes less than
1.

This is because, for RPT small enough the pivots report
to the sink about the approximate hole soon enough (after
discovering a small enough fraction of the dead node in
the their squares), thus the approximate hole area, which
is the area defined by the black squares (called the black
area), tends to contain the real hole area and hence, the AR
is greater than 1. The smaller is the RPT, the larger is the
difference between the black area and the real hole are and
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Figure 10: Effect of Notification Threshold(NTT) with the SE script
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Figure 11: The growth of the approx. and the real hole areas
(DNT= 1.3x; NTT= 15%; RPT= 15%)
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Figure 12: Effect of RPT on the Approx. Ratio

thus, the larger is the AR. However, for RPT large enough
(e.g. ≥ 35%), some pivots may get dead before the time
to send a REPORT packet to the sink and thus, their black
squares are not reported to the sink, i.e. the AR becomes
less than 1.

Similarly as with the NTT evaluation, it can be concluded
that the RPT should be selected in accordance with the
speed of expansion of the hole. For example, in this simu-
lation setting, the best RPT is about 30%.

4 Related work
An algorithmic approach for locating holes in WSN has
been firstly introduced in [10] where Fang et al. propose
a procedure to obtain the exact boundary of the hole as
a polygon with vertices being adjacent nodes on the hole
side. The basic idea is to have a packet traveling around the
hole, learning the position of the nodes on its side. Other
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follow-up works [27, 9, 28] study a generalized problem in
computing the exact shape of the network as collection of
boundaries, i.e. the outer perimeter of the whole network
area and boundaries of inside holes. In [11], we introduce
an efficient and flexible approach and techniques to approx-
imate the shape of a hole.

However, this approach is based on the possibility of
having a packet to travel a full route around the hole, which
could be unlikely possible in our problem scenario – the
network hole can be expanding fast enough that could de-
stroy any attempt to send a packet around in one simple
loop. Our main solution is actually to distribute this task of
capturing the hole perimeter: several HBA packets (sent by
the stuck nodes) and later, the cell pivots are responsible to
pick up a collection of segments of the hole perimeter.

There are many HDD algorithms have been proposed
which can be classified into three categories: geometric
methods, statistical methods and topo-logical methods. Ge-
ometrical approach uses the coordinates of the nodes and
standard geometric tools (such as the Delaunay or Voronoi
diagrams) to detect coverage holes and their boundaries.
Several simple distributed algorithms have been proposed
in [29, 30, 31] to detect the boundary nodes (i.e. non-
covered sensor in our definitions) and build the routes
around holes. In [33], Zhang et al. proposed an algorithm
to detect the hole boundary nodes on the basis of Voronoi
Diagram. The authors also described a method to calcu-
late the accurate location of hole boundary by analyzing
the sensing edges of the boundary nodes. In the topological
approach, there are neither coordinates nor localization of
nodes are required. Instead, this approach use topological
properties such as the information of connectivity to iden-
tify the boundary nodes; e.g. Ghrist et al. [32] proposed a
purely connectivity-based coverage hole detection method.
Recently, Chu et al. [35] exploited information of three-
hop neighboring nodes and propose a distributed protocol
to identify sensor nodes nearby the hole. In this protocol,
the hole is determined on the basis of the so-called 2-hope-
neighbor graph maintained at each sensor node. Although
it is said that, the protocol can detect all hole boundaries
with a small overhead, it is not suitable for our expand-
ing hole scenario because it requires all nodes running the
protocol on their 2-hope-neighbor graph to detect the ex-
panded hole.

Routing hole is a critical issue in geographic routing
where data packets are forwarded based on the positional
information of the sensor nodes (assuming that they are
equipped with GPS devices). Early approaches are based
on greedy and perimeter routing where with the former a
packet is forwarded to the 1-hop neighbor that is closest
to the destination. However, greedy forwarding can lead
into the local minimum phenomenon whenever the packet
encounters a routing hole. To bypass such a hole, the tra-
ditional schemes appropriately switch between greedy and
perimeter forwarding modes (initiated by the GPSR pro-
posal in [2]), in the later of which the data packets are
forwarded along the hole boundary [2][14][15][16][17].

These proposals require a specific embedding of a planar
graph (e.g. Gabriel Graph). Recently, Yu et al [34] pro-
posed a scheme to relieve the local minimum problem by
allowing a node in a concave area of a hole to mark itself as
a potential stuck node and thus do not participate in data de-
livery. Through this policy, the packets are prevented from
entering the concave area of the hole and thus can avoid the
long detour path problem.

There are quite a few papers in geographic routing which
propose to learn about the hole shape then disseminate this
hole info to the surrounding area for supporting routing
tasks performed later. This approach as we call learn-
and-disseminate strategy has been used in e.g. [25][5][4],
however, the main aim there is to achieve a bounded route
stretch in their routing algorithms. As a result, although
achieving a desired route stretch, these schemes can in-
cur heavy extra communication in broadcast and significant
load imbalance due to congestion on these major routes.
For example, in [4], the holes are compactly described as a
set of extreme points of the convex hull covering the bound-
ary nodes and thus, the hole detour will be along these
points, that may cause the traffic concentration around the
boundary of the convex hull.

We briefly review the two mentioned (in section 2.1)
approaches in detecting a hole boundary, i.e. the work
in [10] for supporting geographic routing in WSNs and the
work in [26] for solving the problem of wireless hole cov-
erage. The BOUNDHOLE algorithm [10] can be shortly
described as follows. Each stuck node p initiates a HBD
message (denoted for Hole Boundary Detection) which in-
cludes its location and sends it to p’s closest neighbor node
with respect to the stuck angle. The closest neighbor can
be defined as follows: consider the stuck angle at p (facing
the hole area by this angle) if we use the angle’s bisector
line to conduct counter-clockwise sweeping then the clos-
est neighbor is the first one that is met by the sweeping
line. Upon receiving the HBD message, this newly identi-
fied hop writes its location into the message and passes it
to the next-hop in the same manner mentioned. The HBD
message will finally come back to the origin as basically,
the HBD message creates a closed cycle of traveling.

The coverage hole detection algorithm in [26] is based
on the concept of Boundary Critical Points (BCPs). A
boundary critical point is defined as the intersection point
of two sensing circles that cannot be covered by any other
sensing circles. Each sensor node first computes its BCPs.
Note that the sensors that are not along the boundary of
any coverage holes cannot have any boundary critical point.
Then each consecutive boundary critical points is con-
nected by constructing an boundary line along the border
of the nodes having those boundary critical points. The
construction of boundary line is continued until the starting
boundary critical point is revisited or border of the moni-
toring region is touched.
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5 Conclusion and future work
In this paper we have proposed an algorithmic scheme
for detecting, determining and monitoring the shape and
boundary of an expanding hole in sensor networks. Our al-
gorithms are designed in a distributed manner to help their
surviving of the expanding of a hole and reporting regularly
about the hole status.

We have also conducted the simulation experiments to
evaluate the effects of the important thresholds (DNT, NTT,
RPT) on the performance metrics of our algorithms. The
simulation results show that the performance metrics are
strongly dependant on how suitably we choose the men-
tioned threshold parameter for a given network setting. Ob-
viously, the thresholds should be selected in accordance
with the characteristics of the network, especially the ex-
pansion speed of the considered hole.

It is obvious that although we have done some compli-
cated experiments which require some heavy simulation
work there still remain many unanswered interesting ques-
tions and important technical issues. There are 3 important
threshold parameters yet there still are other important pa-
rameters such as the grid square size or the speed of the
hole expansion; thus, it seem challenging to mix the selec-
tion of these to a good effect. Most challenging, perhaps
is the concern that the hole expansion speed is normally
unforeseeable and hence, we face a big trouble: a parame-
ter set that is nicely suitable to a fast expansion setting can
perform very poorly in a slow expansion setting. Thus, it is
natural to think of further work with improved algorithms
where the important parameters such as the grid size can be
adjusted dynamically during the execution process.
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Recently, using third party data centers has become a popular choice for storing enterprise data and de-
ploying services. The fast growth of data centers in size and in number makes them become huge energy
consumption points. Up to 70% of energy consumption is due to server running and cooling. In order to
reduce energy consumption, recent researches have proposed turning off certain switches in data centers
with little traffic flow. However, when those switches are turned off, the data center becomes vulnerable to
failures due to low connectivity between servers. In order to overcome this weakness, this paper proposes
to use path protection to ensure that all connections in the data center retain survivability upon any single
failure. The paper also proposes an algorithm to calculate a tailored topology for the data center so that
unnecessary switches can still be turned off. The simulation results show that the proposed solution makes
data centers survivable while still saving energy significantly, mostly in big size data centers.

Povzetek: Nov algoritem poišče primerne varne rešitve v podatkovnih centrih pri varčevanju z energijo na
osnovi elastične topologije.

1 Introduction
Cloud computing is currently the common choice for end
users and enterprises to store their data and process their
services by using third party data centers. End users and
enterprises can now focus on their business issues with-
out concerning themselves with the building and maintain-
ing of their own storage servers or network devices since
this infrastructure is hosted in data centers. This advantage
leads to a quick growth of data centers in size and in num-
ber. However, these data centers consume a huge amount of
energy for running servers, network devices in order to pro-
cess user requests and transmit data between servers within
data centers. According to US Federal Energy Manage-
ment Program report in [1], data centers in 2013 accounted
for 2.7% of the 3831 billion kWh used in the US. Federal
data centers used about 5 billion kWh in 2013, or nearly
10% of federal electricity use. These numbers show the
importance of utilising energy efficiently in data centers.
It is stated in [2] that cooling infrastructure of data center
facilities can require one to two times the energy used to
power the IT equipment itself. Therefore, many researches
look for efficient energy utilisation solutions for data cen-
ters either by locating data centres close to green energy
resources, using energy efficient devices [3], or by limiting
the number of running devices in data center.

Servers in a data center interconnect through a system of
switches. Commonly, these switches are organised in hier-
archical topology with 3 layers: a core layer, an aggrega-
tion layer and an edge layer. The switches in the edge layer

link to servers (hosts). In upstream direction, traffic from
source servers arrives at edge switches then is regrouped
and routed to the aggregation layer switches. In turn, the
aggregation layer switches regroup traffic to forward to a
core switch. Traffic follows the downstream direction sim-
ilarly to get to the destination servers.

Fat-tree topology [4] was proposed for data centers for
the first time in 2008 [5]. A k-ary Fat-tree contains
k modular data centers called PODs (Performance Opti-
mized Data center) that links together through core layer
switches. Each POD contains two layers of aggregation
and edge switches where each switch of one layer links to
all switches of the other layer. Figure 1 shows an exam-
ple of 4-ary Fat-tree data center. Fat-tree structure has been
developed to reduce the over-subscription ratio and to re-
move the single point of failures of the hierarchical archi-
tecture in the data center network through multiple-linking
of a switch to other layers.

Fat-tree data centers tend to consume a lot of energy,
however. Data centers in general, and Fat-tree data centers
in particular, are usually designed with sufficiently high ca-
pacity to tolerate access traffic in peak hours, meanwhile
the access traffic varies significantly within a day, a week,
or month. As a result, data centers often work under ca-
pacity during normal hours. It is wasteful if all devices in a
data center are kept working during this time.

With the objective to save energy a solution, Elastic tree,
has been proposed in which the main idea is to turn off
some devices in Fat-tree [6] when they are not needed. In
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Figure 1: A Fat-tree data center with k = 4.

Elastic tree, the traffic is compressed to some switches and
links while the free switches and ports are turned off. The
topology undergoes dynamic changes in concert with the
change of traffic. That is why the topology is called Elastic
tree. Elastic tree certainly saves more energy than Fat-tree.
The idea of Elastic tree has also been developed further in
RA-TAH [7] where besides turning off some devices, some
others can also be put into sleep mode or into a reduced
working rate for more efficient use of electricity. However,
both Elastic tree and RA-TAH make data center vulnerable
to failures due to low connectivities. For example, in Figure
2, after turning off 3 core switches and some aggregation
switches, the data center becomes a tree with a single root,
then there is a single path between any pair of servers. If
a failure occurs on any link between the core and aggrega-
tion layers, a whole POD will be disconnected. If a failure
occurs between the aggregation layer and the edge layer,
an edge switch with all its associated servers will be dis-
connected from the data center. Although it is possible to
wake up or to turn on the devices for taking over the traffic
from the failed switches/links, the recovery delay remains
important due to the slow starting/waking up process and
long traffic re-direction process.

In this paper, we propose to add the protection capability
to the Elastic tree so that even if some devices are turned
off, the data center remains survivable upon any single fail-
ure. The proposed architecture is called Protected Elastic
tree. We focus on protecting the communication between
servers within the data center only. The main contributions
of the paper are: i) proposition for the use of a path pro-
tection model in Elastic tree, ii) calculation of the mini-
mum energy consumption topology for the Protected Elas-
tic tree, and iii) analysis of the impact of different factors
on the energy saving capability of the Protected Elastic tree
topology.

A preliminary result of this research was presented in
[8]. In that paper, due to limitations in the implementation,
we were only able to perform the experiments on a single
data center size with low traffic loads. In this paper, with
the new implementation, we perform more extensive exper-
iments and study further the impacts of network load and
data center sizes on the energy saving level of the proposed
Protected Elastic tree topology.

The remainder of this paper is organised as follows. The

Figure 2: An Elastic-tree data center with k = 4 when
3 core switches and some aggregation switches are turned
off.

next section presents briefly the idea of conventional Elas-
tic tree. Section 3 presents the protection model that we
propose to use to reinforce Elastic tree data centers. Section
4 explains how to find the topology of the Protected Elastic
tree. Section 5 shows how much energy can be saved with
Protected Elastic tree and analyse the impact of traffic load
and data center size on energy saving. Finally, Section 6
concludes the paper.

2 Elastic tree
Fat-tree term usually refers to the hierarchical topology
where links closer to the root have greater capacities, al-
though the Fat-tree concept here should be understood dif-
ferently. It is a type of multistage circuit switching net-
work. A k-ary Fat-tree contains k PODs. Each POD con-
tains two layers of k/2 aggregation switches and k/2 edge
switches. Each edge switch links to k/2 servers (or hosts)
and k/2 aggregation switches of the upper layer. Each core
switch links to k PODs by k aggregation switches. All
switches are identical with k ports. Figure 1 shows the
connection path between two servers through 3 layers of
switches in dash line in a 4-ary Fat-tree data center. Fat-
tree has a robust structure but it still consumes a significant
amount of energy.

Elastic tree as proposed in [6] is a system for dynam-
ically adapting the energy consumption of a Fat-tree data
center network. Elastic tree is controlled by three logical
modules Optimiser, Routing, and Power control as shown
in Figure 3. The role of the Optimiser module is to find the
minimum power network subset, which satisfies current (or
statistical) traffic conditions. Its input consists of the topol-
ogy, a traffic matrix, and the power model of each switch.
The Optimiser outputs a set of active components to both
the Power control and Routing modules. The Power control
then turns on or off ports, linecards, or entire switches ac-
cording to this output, while the Routing module chooses
routes for all flows, then pushes routes to the switches in
the network.

Elastic tree refers to the switch power consumption
model proposed in [9]. Power consumption of a switch
consists of a fixed component (chassis power and power
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Figure 3: Control components of Elastic tree system (figure
from reference [6]).

consumed by each linecard) and a variable component that
depends on the number of active ports and the capacity and
utilisation of each port.

Pswitch = Pchassis + nlinecard × Plinecard (1)

+
∑
i

npri × Pri × Fu

Where Pswitch, Pchassis, Plinecard and Pri are respec-
tively, the power consumed by a switch, a chassis, a
linecard without active ports and an active port running at
rate ri. npri is the number of active ports running at rate
ri. Fu is an utilisation scaling factor for each port. For
simplicity, this factor is considered identical for all switch
ports in Elastic tree.

It is clear that an active switch without traffic processing
still consumes energy. Consequently, a minimum power
network subset is sought for carrying the required network
load for a data center. This network contains only switches
and links that must be active in each layer in order to sat-
isfy the network load. With the help of Software Defined
Network technologies such as OpenFlow [10], unnecessary
switches, line cards or ports are turned off to conserve en-
ergy. The network traffic is then routed so that it flows only
over the active switches. Network traffic may change and
the minimum power subset of active switches must be re-
computed.

Some algorithms have been proposed to identify the
minimum power network subset for a data center given a
required network load. The algorithms include a multi-
commodity flow formulation which is a mixed integer
linear program, a greedy bin-packing algorithm and a
Topology-aware Heuristic (TAH) [6]. Amongst these al-
gorithms, TAH is the fastest with the least computational
effort. TAH does not identify exactly which switches are
a part of the minimum power network subset but instead
identifies the number of active switches in each layer. From
these numbers the total power consumed by the Elastic tree
can be estimated.

The idea of TAH is as follows; based on the statistic of
traffic between layers, TAH identifies the number of links
required between an edge switch and the aggregation layer
to support the up and down traffic from and to that edge
switch. Assuming that the traffic is perfectly divisible, this

number of links is equal to the traffic bandwidth divided by
the link rate. The number of active switches in the aggre-
gation layer is then equal to the number of links required
to support traffic of the most active source from the upper
layer or lower layer. Similar observation holds between the
the aggregation layer and the core. Detailed computation
can be found in [6]. In this paper, TAH is used to estimate
the energy consumption by an Elastic tree.

In [6], the authors have also discussed adding a redun-
dancy level to the Elastic tree by adding k parallel Min-
imum Spanning Trees (MSTs) that overlap at the edge
switches. However, the study does not investigate further
on how many MSTs would be sufficient.

3 Protection model for Elastic
tree Data center
As seen in Figure 2, an Elastic tree is sensitive to failures.
Its connections need to be protected. In this study we focus
solely on single failure scenario. The single failure sce-
nario assumes that there is, at most, one failure in the data
center and this failure is repaired before another one may
occur. The single failure scenario is a typical assumption
in the research and also in practice since the frequency of
failure is low [11] making the possibility of having multiple
failures negligible.

There are several well-known topological protection
schemes: path protection, link protection, and ring protec-
tion [12]. In the path protection model, the connection to
be protected is called working path. Another path, called
backup path, that shares the same end nodes with the work-
ing path is used to replace the working path when the latter
fails due to link or node failures. When no failure is present
the backup path is idle. Since the backup path should not be
affected by any failure on the working path, the two paths
should be disjoint. In link protection, each link in the work-
ing path is protected separately by a backup segment going
from one end of the link to the other end. When a link
fails, only one backup segment is used to replace the link.
Intuitively, the link protection tends to require more backup
resource than path protection since many backup segments
are involved for protecting a single path. Ring protection
is used in networks with ring topology. In that network, a
connection follows a part of the ring and is protected by a
backup connection following the remaining part of the ring
in inverse direction. Due to the tree form topology of Fat-
tree data centers, we focus on the path protection scheme.

A server-to-server connection in data center may travel
through a suite of devices in the following order: source
server - edge switch - aggregation switch - core switch -
aggregation switch - edge switch - destination server. In
Protected Elastic tree, we propose to use the path protection
model to protect the part between the edge switches. The
part between the source server - edge switch and the part
between the edge switch - destination server will be left
unprotected.
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According to path protection model, the part between
two edge switches will be protected by a disjoint path be-
tween the same two edge switches. From this principle,
we apply three different protection configurations for Near,
Middle and Far traffic. The notions of Near, Middle and
Far traffic are defined as in [6] and [7].

– Near traffic refers to a flow between source and desti-
nation servers linked to the same edge switch. For this
kind of flow, no protection is offered.

– Middle traffic refers to a flow between source and des-
tination servers linked to different edge switches of
the same POD. This kind of flow passes through an
intermediate aggregate switch then returns to the edge
layer within the POD. The backup flow simply uses
another aggregate switch in order to guarantee that the
working flow is disjointed. See Figure 4 for an exam-
ple.

– Far traffic refers to a flow between source and des-
tination servers linked to different PODs. A flow in
this traffic passes through an aggregation switch of the
source POD, to a core switch, then to an aggregation
switch of the destination POD, and finally to the desti-
nation edge switch. The backup flow needs to use dif-
ferent aggregation and core switches than the working
flow in order to guarantee the disjointedness. Readers
are referred to Figure 5 for an example of a working
flow and its backup flow of the far traffic.

Looking at the topological aspect only (without link capac-
ity consideration), the protection configuration for Middle
traffic is always possible since all aggregation switches and
edge switches of the same POD link to each other. Pro-
tection configuration for Far traffic is also always possible.
Since each core switch links with all PODs then with k ≥ 4
there are always at least four core switches linking to both
the source and destination PODs. Amongst these four core
switches there exists at least two core switches linking to
two different pairs of aggregation switches; one pair in the
source POD, and the other in the destination POD. There-
fore, there always exists two disjoint paths between two
edge switches through these two different pairs of aggre-
gation switches. If one path is serving as the working path
then the other can be utilised as the backup path.

Now consider the bandwidth capacity aspect. In non-
protection mode, a Fat-tree data center with unified link
capacity is fully loaded when all servers saturate their links
to edge layer. In protection mode links between edge, ag-
gregation and core layers have to carry not only the work-
ing flows but also the backup flows, therefore the total
consumed bandwidth is doubled in comparison with non-
protection case. Consequently, under high traffic load, it
is still possible that the data center will not have enough
capacity to allocate backup flows for all working flows.

Figure 4: Example of a backup configuration for Middle
traffic. The working flow is in dash line and its backup
flow is in red line.

Figure 5: Example of a backup configuration for Far traffic.
The working flow is in dash line and its backup flow is in
red line.

4 Minimum active topology with
path protection

Similar to the conventional Elastic tree, the Optimiser in
Protected Elastic tree must find the minimum active topol-
ogy, however in this instance the path protection mech-
anism is integrated. The minimum active topology with
path protection is a minimal network subset that can ac-
commodate not only all working flows for a given traffic
matrix but also a backup flow for each working flow. The
traffic matrix considered here contains the demanded flows
between pairs of edge switches. Since we offer the pro-
tection between edge switches, we are interested in flows
between edge switches only. A flow of traffic between a
pair of edge switches is in fact an aggregation of multiple
flows between servers. Here we assume that a rough traffic
matrix between edge switches is known in advance. This
assumption is quite practical since this rough traffic matrix
can be estimated easily by observing the traffic statistics
over time.

In order to find such a minimal network subset, we will
try to accommodate working and backup paths for all flows
in the traffic matrix. During this accommodation process,
switches and ports are activated gradually. We assume
that all switches and links in the data center are identical.
Switches have k ports and link rate is r. The switches in
data center are linked in k-ary Fat-tree topology. We also
assume that flows are perfectly divisible. Working flows
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between edge switches are allocated one by one, followed
by the backup flows. The flows are aggregated maximally
to active links, switches and ports until those active devices
are fully used before activating new devices. The following
steps describe how to build the minimum active topology
with path protection.

– We start with an initial active topology as the set of
switches forming a Minimum Spanning Tree (MST)
with a core switch as root and all servers are leaves.

– For allocating the working flow from a source edge
switch es to a destination edge switch ed, we browse
all active paths between es and ed to find the one with
largest residual bandwidth. In the case that all paths
are fully used, we browse from all remaining possi-
ble paths between es and ed to find the one that re-
quires least additional power consumption for activat-
ing. The power consumption of an newly activated
path includes the power for activating new switches,
ports and line cards as estimated by (1).

– Once all working flows are routed their backup paths
will be accommodated. In order to find a backup flow
for a working flow between es and ed, we first exclude
the aggregate switches of its working flow from the
list of usable switches for the backup path. This ex-
clusion ensures that the backup path is disjoint from
the working path. Then, the backup flow is sought in
similar manner as when we allocate a working flow.

If the algorithm fails to find backup paths for some of
the working flows, the Optimiser ends with a false status.
Once the algorithm terminates successfully each connec-
tion request in the traffic matrix will have a backup path
which is disjoint with the working path. Therefore, when a
single failure occurs in the network the working path or the
backup path will not be affected, thus one of them is avail-
able for carrying the traffic. Consequently, the data center
is 100% available to carry the traffic in the traffic matrix
under any single failure.

Although in the above procedure we have to browse all
the possible paths between two edge switches, the special
structure of Fat-tree limits the number of paths available to
browse. From an edge switch there are k/2 choices of ag-
gregation switches to go up. For each aggregation switch,
there are again k/2 choices of core switches. From a core
switch there is only a single choice of route to an edge
switch. Therefore, there are at most k2/4 possible paths
between two edges switches in Far traffic. Similarly, there
are at most k/2 possible paths between two edge switches
in Middle traffic.

Once the Optimiser has calculated the minimum active
topology and the working and backup paths for flows in
the traffic matrix, it gives the Routing module this informa-
tion, e.g., the list of active switches and the list of working
and backup paths for flows between edge switches. Later
on, when the Routing module receives a connection request

between two servers, it can easily identify the two edge
switches associated with the two servers thanks to child-
parent relationship of these devices. The Routing module
will route the connection request over the working path reg-
istered for the flow between the two switches while the cor-
responding backup path is used for protection.

5 Evaluation of energy consumption
of Protected Elastic tree data
centers

The advantage of path protection scheme integrated in Pro-
tected Elastic tree data center is obvious as the data center
is 100% survivable upon any single failure. However, with
the presence of a backup path in parallel with a working
path for each flow between edge switches, the data cen-
ter consumes more energy than the conventional Elastic
tree data center. In order to evaluate how much of energy
the protection scheme imposes into the data center, the en-
ergy consumption of the Protected Elastic tree is compared
against the fully active Fat-tree data center and against the
conventional Elastic tree data center without protection.

The best topology for the Protected Elastic tree is iden-
tified by “Minimal active topology with path protection”
algorithm proposed in Section 4. In the previous work in
[8], the algorithm was implemented in a data center em-
ulation platform: Ecodane [13] which did not allow tests
with a high traffic load due to the large computation effort
that they involve. In this paper, the algorithm has been im-
plemented in Scilab [14], an open source numerical com-
putational package. With the new implementation, we can
perform more extensive experiments. The minimal topol-
ogy for the conventional Elastic tree is calculated using the
TAH algorithm which has also been implemented in Scilab.

Let λij be the total requested bandwidth from server i to
server j. Let #server be the number of servers in the data
center. The total bandwidth capacity provided by links be-
tween servers and edge switches is #servers× r. Since a
flow between server i and server j uses two links between
server layer and edge layer, the maximum total acceptable
load between servers in the data center is 0.5#servers×r.
From this observation, we define the network utilisation in-
dex as the ratio between the total requested bandwidth be-
tween servers in data center and the maximum total accept-
able load of the data center. It is calculated by:

u =

∑
ij λij

0.5#servers× r
× 100% (2)

In case on non-protection, when u = 100% the data cen-
ter is maximally loaded. In case of protection, for each pair
of servers, a flow for working path needs another flow for
backup path. Therefore, the maximum network utilisation
for protected data center is u = 50%.

In all simulations, switches are wired in Fat-tree topol-
ogy. Data center sizes vary with k = 4, 6, 8. All links
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Figure 6: Power saving level with Middle traffic
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Figure 7: Power saving level with Far traffic

are bi-directional with bandwidth capacity of r = 10
Gbps. Traffic requests are generated for 3 traffic models:
Far traffic, Middle traffic and Mixed traffic. Mixed traf-
fic does not include Near traffic since we are not inter-
ested in protecting Near traffic in this research. In order
to reserve enough spare capacity for protection, traffic is
generated with increasing network utilisation until it ap-
proaches u = 50% but without saturating the data center.
Each server-to-server connection requests a bandwidth uni-
formly distributed in range [0-1] Gbps.

The total energy usage by Fat-tree and conventional
Elastic tree are evaluated based to their number of active
devices. According to (1), the power consumption of a
switch consists in a fixed part including power consump-
tion of chassis and line cards, and a dynamic part including
power consumption of ports. Let us denote the fixed part
of the power consumption by P . Let us also consider that

the power consumption of a port is constant regardless of
its working rate and is denoted it by p.

It is easy to prove that a k-ary Fat-tree data center has
a total of 5k2/4 switches, 5k3/4 ports and 3k3/4 links.
Since they are all active, the power consuming by a Fat-
tree, regardless of traffic matrix, is

PFat =
5

4
k2P +

5

4
k3p (3)

In Elastic tree, all edge switches must be active in order
to be ready to receive data from the servers, therefore, the
number of active edge switches is always k2/2. Assume
that a conventional Elastic tree topology, identified by TAH
for a given traffic matrix, uses x aggregation switches (x ≤
k2/2), y core switches (y ≤ k2/4) and has np active ports,
then the total energy consumed by the Elastic tree is

PElastic =
k2

2
P + xP + yP + npp (4)
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Figure 8: Power saving level with Mixed traffic

Th Energy saving level of the Elastic tree over the Fat-
tree is defined as:(

1− PElastic

PFat

)
× 100% (5)

We denote the energy consumed by Protected Elastic tree
by PProtected.Elastic. The energy consumed by Protected
Elastic tree is also evaluated by using (4) where x, y and
np are the number of active aggregation switches, the num-
ber of active core switches and the number of active ports
in Protected Elastic tree. Those numbers are obtained from
the calculations in the algorithm “Minimal active topology
with path protection”. The energy saving level of the Pro-
tected Elastic tree over Fat-tree is defined as:(

1− PProtected.Elastic

PFat

)
× 100% (6)

In all tests, the power consumed by a switch chassis in-
cluding line cards is set P = 146 watts, the power con-
sumed by a port is set p = 0.9 watts. These numbers have
been chosen after analysing the study of switch power con-
sumption in [9].

Figure 6, 7 and 8 show the power saving level of the Pro-
tected Elastic tree and Elastic tree with k = 4, 6, 8 for Mid-
dle, Far and Mixed traffic. The detailed results are shown
in Table 1, 2 and 3 where the columns show the following
information:

– Network utility (in percentage)

– Power consumed by Fat-tree topology PFat

– Number of active switches, number of active ports,
total power consumption and energy saving level (in
percentage) of the Protected Elastic tree

– Number of active switches, number of active ports,
total power consumption and energy saving level of
the conventional Elastic tree

It is clear that the Protected Elastic tree consumes more
energy than the conventional Elastic tree. The observed
gap between energy saving level of Protected Elastic tree
and Elastic tree varies roughly between 10% and 25%.

In the following sessions the impact of network utility,
traffic model and data center size on the energy saving per-
formance of the proposed Protected Elastic tree topology
are analysed.

5.1 Impact of network utility on energy
saving

We can observe in Figures 6, 7, 8 that, except in Figure 6a,
the power saving levels of both conventional Elastic tree
and Protected Elastic tree decrease when the network util-
ity increases. The obvious reason is that when the network
utility increases, both the conventional Elastic tree and Pro-
tected Elastic tree have to use more switches in order to
accommodate the increase in traffic load.

In the case of the data center with size k = 4 for Middle
traffic in Figure 6a, the power saving levels of both Elas-
tic tree and Protected Elastic tree are constant regardless of
the network utility. This special case can be explained as
follows; with the Middle traffic, all flows (including work-
ing and backup) travel only inside a POD and do not in-
volve core switches. In a non-protected Elastic tree data
center, all edge switches are active in order to be ready to
receive traffic from the servers. At the aggregation layer,
one aggregation switch per POD must be used to carry
all traffic from the POD’s edge switches. With the net-
work utility at 50% or under, one aggregation switch with
two aggregation-edge links is sufficient to carry the traf-
fic from/to the four servers of the POD. Therefore the total
number of active switches is always: 8 (edge) + 4 (aggrega-
tion) =12 switches. Now let us consider the Protected Elas-
tic tree data center, again 8 edge switches must be active.
Both aggregation switches inside a POD must be active in
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Protected Elastic tree Elastic tree
Utility PFat Nb. swt. Nb. ports Power Saving Nb. swt. Nb. ports Power Saving

Far traffic
8.16 2992 18 46 2669.4 10.78 13 24 1919.6 35.84

16 2992 18 48 2671.2 10.72 13 24 1919.6 35.84
24.49 2992 19 52 2820.8 5.72 14 28 2069.2 30.84
30.05 2992 19 52 2820.8 5.72 14 28 2069.2 30.84
36.59 2992 19 52 2820.8 5.72 14 28 2069.2 30.84
41.95 2992 19 52 2820.8 5.72 14 28 2069.2 30.84

Middle traffic
6.4 2992 17 40 2518 15.84 12 16 1766.4 40.96

11.98 2992 17 40 2518 15.84 12 16 1766.4 40.96
18.81 2992 17 40 2518 15.84 12 16 1766.4 40.96
23.91 2992 17 40 2518 15.84 12 16 1766.4 40.96
31.16 2992 17 40 2518 15.84 12 16 1766.4 40.96
38.29 2992 17 40 2518 15.84 12 16 1766.4 40.96

Mixed traffic
7.65 2992 18 46 2669.4 10.78 13 24 1919.6 35.84

13.08 2992 18 46 2669.4 10.78 13 24 1919.6 35.84
21.11 2992 18 48 2671.2 10.72 13 24 1919.6 35.84
27.91 2992 19 52 2820.8 5.72 14 28 2069.2 30.84
35.45 2992 19 52 2820.8 5.72 14 28 2069.2 30.84
42.73 2992 19 56 2824.4 5.6 14 28 2069.2 30.84

Table 1: Test results with k=4

Protected Elastic tree Elastic tree
Utility PFat Nb. swt. Nb. ports. Power Saving Nb. swt. Nb. ports Power Saving

Far traffic
9.22 6813 32 96 4758.4 30.16 25 48 3693.2 45.79

13.75 6813 33 100 4908 27.96 26 52 3842.8 43.6
18.21 6813 34 104 5057.6 25.77 27 56 3992.4 41.4
22.13 6813 34 104 5057.6 25.77 27 56 3992.4 41.4
26.04 6813 34 104 5057.6 25.77 27 56 3992.4 41.4

30.6 6813 39 132 5812.8 14.68 32 74 4738.6 30.45
35.47 6813 41 156 6126.4 10.08 33 78 4888.2 28.25

Middle traffic
9.28 6813 31 84 4601.6 32.46 24 36 3536.4 48.09

13.41 6813 33 92 4900.8 28.07 24 36 3536.4 48.09
16.79 6813 36 106 5351.4 21.45 24 36 3536.4 48.09
22.22 6813 36 110 5355 21.4 25 40 3686 45.9
26.99 6813 37 114 5504.6 19.2 26 44 3835.6 43.7
31.23 6813 37 116 5506.4 19.18 29 58 4286.2 37.09
35.92 6813 37 118 5508.2 19.15 29 62 4289.8 37.04

Mixed traffic
9.16 6813 32 96 4758.4 30.16 25 48 3693.2 45.79

13.87 6813 33 100 4908 27.96 26 52 3842.8 43.6
17.7 6813 33 100 4908 27.96 26 52 3842.8 43.6

22.09 6813 34 104 5057.6 25.77 27 56 3992.4 41.4
27.59 6813 35 108 5207.2 23.57 27 56 3992.4 41.4
33.51 6813 40 142 5967.8 12.41 32 76 4740.4 30.42
38.26 6813 42 162 6277.8 7.86 35 86 5187.4 23.86

Table 2: Test results with k=6
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Protected Elastic tree Elastic tree
Utility PFat Nb. swt. Nb. ports Power Saving Nb. swt. Nb. ports Power Saving

Far traffic
8.7 12256 51 164 7593.6 38.04 42 84 6207.6 49.35

16.7 12256 53 172 7892.8 35.6 44 92 6506.8 46.91
24.12 12256 61 246 9127.4 25.53 52 122 7701.8 37.16
32.64 12256 65 288 9749.2 20.45 56 152 8312.8 32.17
40.04 12256 71 300 10636 13.22 62 176 9210.4 24.85

Middle traffic
7.32 12256 51 154 7584.6 38.12 40 64 5897.6 51.88

14.94 12256 57 202 8503.8 30.62 40 64 5897.6 51.88
22.13 12256 62 232 9260.8 24.44 46 92 6798.8 44.53
29.95 12256 65 266 9729.4 20.62 48 116 7112.4 41.97
37.41 12256 65 272 9734.8 20.57 52 144 7721.6 37

Mixed traffic
7.67 12256 51 164 7593.6 38.04 42 84 6207.6 49.35

15.19 12256 52 168 7743.2 36.82 43 88 6357.2 48.13
22.99 12256 61 238 9120.2 25.59 44 92 6506.8 46.91
30.09 12256 63 268 9439.2 22.98 54 134 8004.6 34.69
38.36 12256 65 282 9743.8 20.5 55 142 8157.8 33.44

Table 3: Test results with k=8

order to provide disjoint working and backup paths for each
connection in the POD. Therefore, 8 aggregation switches
will be involved. Since Protected Elastic tree topology is
built from a MST with a core switch as root then one core
switch will also be involved. Consequently, the total num-
ber of active switches is always 8 (edge) + 8 (aggregation)
+ 1 (core)=17 switches regardless of network load. This
phenomena of constant power saving does not happen with
Middle traffic for bigger data center sizes.

5.2 Impact of traffic model on energy saving

Since Middle traffic does not go through core switches as it
happens in Mixed and Far traffic, those core switches can
be turned off. This characteristic leads to several advan-
tages in Middle traffic:

– The Protected Elastic tree with Middle traffic saves, in
general, slightly more energy than Far and Mixed traf-
fic for the same data center and with the same network
utility (see Tables 1, 2, 3).

– Protected Elastic tree data centers under Middle traf-
fic always save a certain amount of energy regardless
of the network utility. This amount is equivalent to
the energy consumed by core switches. That is the
reason why the energy saving level lines of Middle
traffic become stable as the network utility increases,
meanwhile, those for Far and Mixed traffic continue
to decrease. We can observe that even for networks
with high utility (close to 40%) the saving ratios are
still considerable, i.e., 15.84%, 19.15% and 20.57%
when k = 4, 6 and 8 respectively.

We can also notice that the power saving level lines for
Far and Mixed traffic have similar shapes. This similarity
demonstrates that the Far traffic has a stronger impact on
power saving than Middle traffic. The reason is that Far
traffic involves more links and switches due to their long
connection paths and Middle traffic can profit from those
links and switches for its connections without activating
additional elements.

5.3 Impact of data center size on energy
saving

The performance of Protected Elastic tree over different
data center sizes can also be observed in Figures 6, 7, 8.
We have two remarks:

– Power saving lines of both Elastic and Protected Elas-
tic tree shift up slightly from k = 4 to k = 6, and the
same observation can be made from k = 6 to k = 8,
for all traffic patterns. This means that both the Elastic
tree and the Protected Elastic tree become more en-
ergy efficient as the size of the data center increases.

– The power saving lines of the Protected Elastic tree for
Far and Mixed traffic are closer to those of the Elastic
tree when size of the data center increases. The con-
clusion to be drawn from this is that the extra energy
consumption for protection becomes less important in
large data centers. The main reason of this phenom-
ena is that larger data centers have a higher connectiv-
ity and, therefore, more possibilities to route backup
flows over switches and ports that are already active
to carry working flows.
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These two observations show that the Protected Elastic
tree topology is an option worthy of consideration for large
size data centers.

6 Conclusions
The Fat-tree topology has been proposed as a topology for
data centers characterised by a low over-subscription and
a high availability. Elastic tree has been proposed in order
to reduce the energy consumption of Fat-tree data centers
by deactivating unnecessary switches and links. Although
Elastic tree is a highly energy efficient topology, it severely
damages the availability of the Fat-tree since the network
connectivity is reduced remarkably. In this paper, we pro-
posed the possibility of adding protection capabilities to
the conventional Elastic tree by allocating backup paths
for each aggregated flow between edge switches. Many
backup paths can profit from existing active switches and
ports while some others require the activation of additional
elements in the network. This results in a Protected Elas-
tic tree topology where 100% of connections are survivable
for any single failure. The simulation results show that the
path protection scheme generates a decrease in the energy
saving ratio of 10%-25% for the proposed Protected Elastic
tree in comparison with the conventional Elastic tree. How-
ever, the Protected Elastic tree data center saves a notable
amount of energy if it is compared with the Fat-tree, mostly
for the Middle traffic model. Moreover, the proposed solu-
tion becomes more energy efficient as the data center size
increases.
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For the majority of assistance systems in online learning, the design and the implementation of an 

intervention strategy are among the most prominent obstacles, and introducing an adequate assistance 

in the good time is not an easy task.  In this research paper, we proposed an active assistance approach 

that allows calculating during the learning process, revealing indicators of the learners’ difficulties. 

This approach is based on IMAC model that defines and models the assistance situation using a trace 

indicator with its calculation rule, an intervention modality, an Aspect, and a Category of assistance 

situation. An operational prototype was developed to evaluate and to implement this approach 

containing a learning environment, an assistance editor, a collector of traces and our detector of the 

situations of assistance needs. In order to evaluate our proposal, we conducted field experiments in the 

domain of professional PowerPoint presentations. The impact of the information provided by revealing 

indicators, both on assistance system intervention and learner activity, was analyzed. The results 

suggest that the revealing indicators improve the effects of the proactive interventions and have a 

positive impact on learners’ reactions 

Povzetek: Predstavljena je nova metoda aktivne pomoči, testirana na pomoči snovalcem prezentacije v 

PowerPointu, ki se uči sproti. 

1 Introduction  
In the field of ILE (Interactive Learning Environments), 

the importance of help notion and help systems is 

commonly admitted and it makes a subject of the 

abundant literature revolving around five major research 

areas [25]. First, the problematic concerns the problem 

identification encountered by the learners [29]. A second 

line of research, the help requests that have formulated 

by the learners [31]. Third, the design and the 

characterization of help proposed to the learner [28]. The 

fourth axis covers research in the construction of 

learner’s profiles and the integration of this profile in the 

formulation process of the help [37]. Finally, the 

evaluation as a fifth axis, which is additional research 

domain, allows validating the proposed help and 

evolving its place in the environment. 

Nevertheless, despite all these efforts, the help 

system remains generally ignored or rarely consulted by 

users. Either because of irrelevant intervention following 

an interruption during the task, or fear to lost time [6]. 

For these reasons, it seemed very interesting to think 

about the design of an intervention strategy. This strategy 

take account the specific needs of each learner like: his 

learning strategy, his preferences, his objectives and his 

experiences, in order to provide an adequate assistance 

with a proactive or a reactive intervention. 

Our work focuses on the characterization of this 

intervention strategy and the determination of its 

components, with the stakes related to the identification 

of conditions and intervention criteria, on the one hand, 

and on the other hand, the stakes related to the proposal 

of a personalized assistance approach for calculating, 

during the learning process, the revealing indicators of 

the difficulties encountered by learners. 

Our proposal is based on the collect of an interaction 

traces according to a predefined formalism which 

describes the concepts and relationships manipulated by 

the learners in ILE. These traces can be considered as a 

source of knowledge that the system can use in order to 

provide individualized assistance for learners. It involves 

analyzing the traces left by the learners during their 

activities for calculating the revealing indicators of the 

difficulties situations that require the proactive assistance 

interventions. Besides, these revelations can be used to 

enrich the content of the assistance system for adapting 

to the new situations not anticipated during the design 

phase. 

The article is organized as follows: Section 2 

presents the problematic and the research questions of 

our work. Section 3 presents the related works. Section 4 

presents our approach and our system architecture with 

the theoretical foundations. It details the IMAC model 

we have proposed to represent the assistance situations, 

the classification of revealing indicators, the proposed 

indicators with their formulas and the treatment process 

of indicator calculate.  We present in Section 5 our 

environment called Modeling and identifying the 

mailto:nadiabeggari@hotmail.fr
mailto:bouhadada.tahar@univ-annaba.org
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situations of Needs for assistance (MISNA). In Section 6, 

we discuss the relationships between the assistance 

situation and learners’ traces through an experiment, 

conducted with 40 students, to validate our assumption 

about deducing difficult situations from learners’ 

interactions. In Section 7, we present our results and 

discussion. The case study, in Section 8 and finally 

Section 9 concludes and future perspectives. 

2 Problematic 
This work aims to develop an active and personalized 

assistance system, capable of identifying the learners in 

difficult situations and providing the appropriate 

assistance. 

   How to improve the acceptability of the assistance 

system? How to raise its effective use by learners? and, 

How to favor the learners’ persistence? This is the 

general problematic of our work. For this, we focus on 

the analysis of the interaction learners’ traces on one 

hand and on the positive influence of proactive 

interventions on learners' motivation, on the other hand. 

Therefore, many research questions arise: 

RQ1: Which difficult situation nature is appropriate to 

web-based learning systems? 

RQ2: How to model the assistance situations and the 

difficulty notion? 

RQ3: On which criteria we take the initiative for 

proposing a proactive assistance? 

RQ4: Is it possible to reveal automatically information 

about difficult situations from interaction traces and how 

can be achieved?  

3 Related works  

Much effort has been made in an assistance system 

domain, in order to offer an adapted and personalized 

assistance to ILE’s learners. For instance, we can 

mention the works offering the interfaces that “give and 

take advice” in interaction with the users [20]. The web 

browser Letizia gives advices and proposes assistance to 

the user, the user can accept, ignore or reject the 

proposal. The works aiming to help in the classification 

of electronic messages [13], in the use of design tools 

[15] or help in the navigation on complex websites [33]. 

Although this works use the interactions user-

environment stored in memory, in order to propose to the 

users the action suggestions, the classification techniques 

for organizing messages, and take a reasoning-based rule 

in order to complete a design case.  However, these 

assistants are based on pre-defined strategies that prevent 

them to develop for adapting to the new situations that 

are not anticipated by their designers, so they are based 

on a specific model for a specific application. 

However, the generic adaptive assistants are 

designed for adapting to users in individual way to one or 

more needs, whether explicit or not. According to [21], 

the generic assistants are based on the help 

individualistic approach in the generalization process for 

automation. These tools are applicable to various fields 

of knowledge, to various host systems (assisted system) 

as described in [7]. This generic assistant is made up of a 

task model, an user and a group model, as well as a set of 

assistance interventions allowing to respond to the user’s 

needs by providing appropriate assistance. Generic 

adaptive tools exploit the knowledge they have on users 

for adapting their behavior and for adapting to other 

users have the same case of difficulties [30]. 

There are also, the assistance systems that use the 

learning traces. These systems allow analyzing natively 

or externally the produced traces [3]. For example, the 

Pixed project [16] reuses learner’s interaction traces in 

order to help them to find their way. This system is an 

application of the Musette approach (Modelling USEs 

and Tasks for Tracing Experience) to ILE. This approach 

consists of exploiting the interaction traces to aim the 

activity analysis needs and equally the help to the user. 

An External, a trace analyzer will allow finding in the 

database traces a similar episodes to an explain task 

signature. In [26], the authors provide an approach for 

collecting and exploiting communication traces of a 

forum to provide the help to the learners, tutors, teachers 

and researchers during and after their activities. His 

proposal focuses on two points: (1) the tracing 

communication activities and (2) the tool proposal 

allowing the tutors and the learners to analyze and to 

visualize, in real-time, the obtained traces. The Tool 

proposed by [5] is also a work concerning the assistance 

systems based on traces, this system proposed eighty 

indicators (the individual indicators, the group indicators 

and the general indicators) whose aim is to provide a 

direct assistance to the users (including the learners 

working in collaboration) to activate their metacognitive 

processes, allowing them to regulate their activities and 

offer to teachers the possibility to identify the situations 

and the difficulties that require  the regulatory 

interventions. 

     However, most of these systems don't provide 

individualized and adapted assistance in real time 

assistance to the learner. They integrate a traditional 

pedagogical approach (behavioral) based on the 

prescriptive and the specific models for a specific 

application instead of adopting the recent didactic 

approaches (Constructivism and Social-Constructivism), 

which are based on the open models to provide a realistic 

environments rather than pre-determined learning 

sequences [2]. 

Thus, these different systems are generally based on 

the idea that learners (or users) are self-regulating, which 

means that they manage their learning independently. For 

this, they provide assistance only at the request of the 

student. Nevertheless, several studies have shown that 

most learners do not know that they are in a difficult 

situation and whether they know it; they prefer to use the 

training in order to acquire the necessary knowledge, or 

they ask their colleagues. Consequently, the help systems 

are usually ignored or rarely consulted [6]. 

In this paper, we focus on the development of active 

assistance system capable of providing a spontaneous 

assistance (that is to say, relevant and well-timed) to 

ILE’s learners, either to their request or at the system’s 

decision. For this, we focus on the tools based on the 
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sharing and reuse of experience, which aims to find the 

right system intervention dosage according to the 

learners' needs. 

4 Approach 
To be useful and effective, an assistance system must be 

capable of providing to the learner the necessary 

assistance at the exact moment, when he really needs it. 

In order to determine this moment, it is necessary to 

identify the difficulties that the learner will encounter 

during his learning and as it is not possible to predict all 

difficulties at the time of system design [14] it is 

conceivable to calculate a revealing indicators of these 

difficulties during  the learning sessions from learners’ 

interaction traces. 

However, it is necessary, above all, to define 

correctly, the key concepts of our approach: 

 Learning difficulty: According to Perraudeau [30]: 

Learning difficulty is an ordinary time of learning that is 

not to punish, but to take as an activity indicator of the 

learner." This difficulty is individual or social source; the 

personal one is revealed in the complex relations 

between the development of thought and the knowledge 

to acquire. However, the social one is revealed in the 

relations of the learner with others through two 

dimensions: one macro-social (family, culture) and the 

other micro-social (relationships with other students, 

teachers and the learning context).    In this Research 

paper, we interest in the kind of difficulties that have 

their origin in the mobilization of the thinking operations 

and the procedures implemented, like discovery or 

research complex tasks and to micro-social difficulties. 

 Assistance situation: the assistance situation is a 

formalism of assistance specification, formulated by a 

couple of a problematic situation and an assistance 

proposal.     

  Problematic situation:  in literature, the problematic 

situation is a general learning strategy, when the teacher 

confronts the students with an important problem. In our 

system, the problematic situation is a learning situation 

proposed by the teacher with his a prevention problem.    

 Assistance proposal: is an assistance action made by 

assistance designer for responding to learner’s needs. 

The assistance actions in ILE are realized by a set of 

assistance means like: message, example, and change the 

interface of ILE.  

In order to deduce the assistance situation 

automatically by the learning indicators in ILE, we need 

first to specify which assistance situation is appropriate 

to web-based learning systems and by which indicators 

we can be detected. The following sub-sections provide 

some answers, describing our approach, explained in 

Figure 1. 

4.1 Difficult situation modeling  

Our assistance characterization is based on a formalism 

which models the assistance situations in couple form 

problematic situation and assistance proposal (explained 

in Figure 2). The problematic situation appears with a 

model that specifies the learning moments when the 

learner needs assistance by a set of characteristics: 

a Trace indicator, a modality of intervention, an Aspect 

 

Figure 1: Architecture of the Assistance System. 
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and a Category. The assistance proposal is defined by 

assistance means associated to component of learning 

environment. 

4.1.1 IMAC model (indicator, modality, aspect 

and category) 

IMAC is based on four components: the trace indicator 

that reveals the learner difficulties, the modality for 

specifying the form of intervention, the aspect that 

determines the assistance dimension and the category 

that indicates the kind of situation. 

a. Learning Indicators 

In order to assist the learner’s activity and to determine 

the conditions of the proactive interventions, the 

revealing indicators of learners’ difficulties are offered. 

To calculate these indicators, we use the transformed 

traces (traces collected after processing, defined later). 

Each indicator is defined by a calculation rule and an 

acceptability domain of values allows identifying the 

critical situation that may be an assistance situation. The 

assistance system intervenes, if the indicator’ value is in 

its domain of values. For example: the inactivity time 

indicator above to a threshold (defined by an expert) can 

be an assistance situation’ indicator of blocking kind. If a 

learner clicks on many areas of the interface for a 

relatively long time, it could mean that he is looking for 

something, he is lost or he is disoriented. 

b. Intervention Modalities  

In the field of the learning environment, two style of 

intervention exist: proactive and reactive, a proactive 

style when the tutor or the assistant intervenes 

spontaneously beside the learner and a reactive style 

when the tutor or assistant only react to the learner's 

request. However, the assistant can decide to intervene 

proactively throughout of training or in specific times. 

This intervention can be systematic or opportune.  

In the present work, we are particularly interested in 

the proactive modality to anticipate the difficulties 

encountered by the learners, and consequently to reduce 

the perturbations that could be associated there. 

Thus, we have identified three types of assistance 

according to three intervention modalities: 

 A reactive assistance that represents the learner’ 

request to his assistant or his peers and vice versa, 

enabling them to advance in their task. 

 A proactive assistance that represents the means and 

strategies provided by the upstream assistant and before 

any use of actors, in order to mediate this process. The 

proactive assistance may be systematic or opportune. 

- In a systematic proactive assistance, the assistant 

decides to intervene in a proactive organized manner 

when, for example, at the end of a stage, the assistant 

provides significant information for the rest of the 

activity. 

-  In an opportune proactive assistance, a trigger sign 

(a particular committed error, an irrelevant choice, 

etc.) is the opportunity for the assistant intervenes, for 

example, in order to orient the learner towards more 

efficient learning strategies. In this system, the 

release sign is a trace indicator. 

c.  Aspect 

The problematic situation can be characterized by an 

Aspect or a dimension, which determines the content 

which brings. Many researches are focused on this 

characterization, such as the authors in [34], when they 

are interested in the didactic dimension of the help. In 

[26], the authors are looked for the cognitive dimension, 

while the author in [37] is interested in the technological 

dimension.  

Thus, on the basis of the help dimensions’ topology 

proposed by author in [18], we associated to the 

assistance needs situation seven aspects:  

 Cognitive Aspect: we connect to the cognitive aspect, 

every critical situations when its content focuses on 

the comprehension and appropriation activity. For 

 

Figure 2: The IMAC model. 
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example, the analysis of the tackled problem, the 

confrontation of views and the incitement to apply 

concretely the discovered concepts, the blocking in 

theoretical learning and memorizing or reasoning 

difficulty. 

 Metacognitive Aspect: In this aspect, we group every 

critical situation comprises the problems on the new 

knowledge construction activities, which need a 

metacognitive reflection. 

 Organizational Aspect: for the organizational aspect, 

we adjust every critical situation  comprise on the 

organization of students’ work in a different category, 

qualified according to the authors of "organizational", 

"regulative" or "managerial" [32] such as, the 

situations of time management problems that 

facilitate the planning of activities, in order to respect 

the  deadlines. 

 Technical Aspect: We attach to the technical aspect 

every situation related to the technique such as: point 

out a technical problem or a malfunction on the 

machine, a connection problem, the problems related 

to the use of Training software: ask how to run or to 

work particular software. 

 Socio-affective Aspect: it groups the assistance 

situations intended to support the socio-affective 

assistance of social order, such as, the difficult 

situations to set up the positive relationships between 

the users (learner and teacher), the contact problems 

and the situations of collaboration and 

communication problems. 

 Methodological Aspect: for this aspect, we are very 

interested on the main methodological problems 

situations that encounter the learners. For instance: 

the problems of the learning resources management, 

the research of the methods and the approaches to 

achieve some activities. 

 Instrumental Aspect: a situation is called 

instrumental, when the learner searches the minimum 

information that him lacks to succeed the task by his 

own means [27]. We can determine this kind of 

situations via a mastery goal indicator, when the 

learner looks to develop his skills. Also, different 

authors such as, the authors in [35] show, that more 

the learner pursues a mastery goal, more he searches 

the instrumental help and so he is in an assistance 

situation. 

d. Categories of Assistance Situations 

The aim of assistance systems in general, is to respond to 

a particular need, specific to each learner of the learning 

system that is in a situation of exchange in foreign 

language, of blocking or interrogation facing to many 

choices that are available to him [25]. 

We tried to generalize these situations that are related 

to a specific domain, in order to establish this topology. 

 Blocking situation: We detect a blocking situation 

when, after a more or a less fruitful period of trial, a 

learner still fails to progress. Therefore, his behavior 

is characterized by a refusal, a provisional and an 

apparent inability to pursue the learning and to react 

to a situation (GDP Larousse).  

 Demotivation situation: according to the author in   

[41] “the students in learning difficulty have often 

motivational problems. Their difficulties to learn, 

their many failures and their image in the eyes of 

other students bring many of them to demotivate and 

to loss all interests to learn in a school context”. 

According to this principle, we can reveal a difficult 

situation through the value of the motivation indicator 

where, according to the same author, "the students 

that have learning difficulties are more likely to have 

a low motivation or a fragile motivation than the 

others''. That is to say, if the motivation indicator 

value is low, the learner is in a difficult situation. 

 Situation of task accomplishment: in the training 

session, the learner must learn, improve and develop 

his knowledge and his skills from the professional 

tasks that are the well-defined units of work. Each 

unit is divided into an organized sequence of steps for 

the tasks of the procedure kind or the guidelines that 

have to be applied for the tasks based on principles, 

like "to organize a conference". Therefore, the learner 

can be blocked in a stage or in a guideline that 

prevents him to accomplish his task correctly and to 

achieve the course’s goal. 

 Passage situation: the content of the online training 

can include the learning resources, the interactive 

online lessons, the electronic simulations and the 

work tools. These various components put the learner 

in a confusing situation, where he is not capable to 

select the optimal methodology of navigation and he 

will not be able to answer a sequence of questions: 

Which path, I will choose? ", "What component, I 

will consult? ", "what do I have to do now? "," What 

is the next step". In this case, the assistant should 

intervene in order to provide to the learner guidelines 

for achieving his learning goal. 

 Help request: in the learning sessions, the learner 

reacts according to the context and the tasks; ask a 

question about the detention, the steps that follow, the 

time that he is allotted and the organizational 

succession. Through these questions the learner looks 

for steps to be followed in order to realize the job he 

has to do [18]. 

 Difficulty: being in a situation of learning difficulty 

means having problems at level of perception, 

understanding and (or) use of concepts. These 

problems cause a delays in a development and (or) 

difficulties with one or all of These aspects: 

organization in reasoning, attention, memory, 

reasoning, coordination, communication, reading, 

writing, spelling, calculation, social skills and 

emotional maturity. 

 Disorientation: to be disoriented in terms of 

progression in the learning system, means having 

difficulties for: identifying his position in the 

structure of  information, reconstruct the path which 

has brought him to this node, discern the possible 

choices which available to him, select a destination 

and generate a path to a node which he knows his 
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existence [12]. In [11] the authors defined the 

disorientation by the difficulty to extract the 

information in order to realize a task or perform the 

treatments on content such as the understanding, the 

selection or the learning. 

4.2 Indicators identification 

In order to provide to ILE’s learners a proactive and a 

personalized assistance, the revealing indicators of their 

difficulties have been proposed. The revealing indicators 

are triggering conditions of the assistance, which through 

their values, the system detects whether the learner in a 

situation that needs help or not. The calculation of these 

indicators is based on the analysis of learners’ interaction 

traces with ILE. 

 For identifying these indicators, we acted on a 

studied of state of the art on learning indicators, digital 

traces, as well as the assistance in ILE, on the one hand. 

On the other hand, we made a survey (on needs of online 

assistance) with several teachers, for exploiting their 

experiments to determine some parameters allowing 

identifying signs and characteristics of the difficult 

situations encountered by the learners during a learning 

sessions. 

In order to provide generic indicators, we asked the 

teachers to answer a set of question on (observed actions, 

training time, number of sent messages, rate of individual 

production, forum participations, percentage of activity 

realization, etc.) which necessary for obtaining global 

view on learning situations. As a result, in the 13 

responses collected, we identified a set of indicators that 

have been classified according to three dimensions: time 

indicators "The temporal aspect", indicators on the 

learners’ interactions "interaction aspect "and indicators 

of learners' production "The aspect of production and 

progression". 

4.2.1 The temporal aspect 

The training time remains always an important factor, to 

indicate the learner’s progress. In psychometrics, many 

studies have demonstrated its utility as an easiness 

indicator with which the learner complete a task 

[21];[38];[40];[43]as a task’s difficulty indicator [17] 

;[23] ;[44],  and also as a motivation indicator in ILE [1] 

;[7].[8]. 

In order to detect the assistance situations, we 

considered that is very important to define the following 

temporal data:  

 The real-time of training in active session. 

 The inactivity time: This parameter can be an 

indicator of blocking cases. 

 The time spent for passing of task to another: this 

parameter can be an indicator of possible 

disorientation. 

4.2.2 The interaction aspect  

To achieve relevant assistance, the system must analyze 

the learners’ interactions. For this reason, we have taken 

in consideration four types of interaction: cognitive 

interactions, social interactions, interactions of 

navigation inside and outside the ILE (action on machine 

files or free navigation on the web). 

 Cognitive Interactions: this type of parameters gives 

some information about learner and his handling method 

of objects and pedagogical resources available in 

learning environment. From this information, the 

 

Figure 3: Indicators Classification. 

http://sticef.univ-lemans.fr/num/vol2013/08-lemieux/sticef_2013_lemieux_08.htm#%28Baker,%202007%29
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assistance system can comprehend the learners’ 

objectives. Two subtypes are distinguished:            

- Information about the use and the handling of 

resources called the Paths parameters. For example, a 

learner in ILE can manipulate pedagogical objects 

through the access to its content, to certain of its 

technical components that can be buttons, scrollbars 

(scrollbar), and a menu.  And can to navigate to a 

learning object to another. This kind of parameters 

may allow the assistance system to define the critical 

moments in relation to the environment functions (for 

example: as the learner clicks the button X) 

- Information about the knowledge manipulated by 

learners, we call them cognitive parameters. These 

parameters allow the personalization of assistance 

according to information related to the acquisition 

strategy of knowledge, of expertise and of problem 

resolution adopted by the learner. 

 Social Interaction: the social parameters inform 

about learners' communicative interactions with the other 

participants (tutors- teacher and peers) by 

communication tools (email, forum ... etc.). For example, 

a learner uses the forum in order to get some information 

about the course, seeking the help of his tutor or his 

teacher. This type of parameters allows the assistance 

system for detecting some situations of help request 

through the semantic proximity indicator between sent 

mails, consulted forums and the course content. 

 Navigation interactions inside the environment: this 

type of parameters gives information about the use and 

the handling of tools and about system functions. We 

distinguish two subtypes:  

- Technical interaction: These parameters provide 

information about any technical problems that may 

encounter the learners during the use of resources or 

tools of ILE. 

- Interaction with the assistance system: Through the 

collection of this information, the system can define 

the practical difficulties that learner may meet 

during learning sessions. For example: according to 

the search keywords used by the learner during his 

interaction with the assistance system. 

 Navigation interactions outside the environment: 

Some studies  as well as the authors in [6],  they have 

shown that most users, when they encounter difficulties,  

they prefer, either to use the training for acquiring the 

preliminary knowledge necessary to the software use or 

to call for other participants through communication 

technologies (mails, discussion forums). Consequently, 

we aim to analyze the learners' interaction and navigation 

traces outside the ILE during the learning session in 

order to identify these difficulties situations. 

The idea is to save these interactions and to consider 

them as a source of knowledge that the system can use to 

detect assistance situations on one hand and to construct 

and to update the contents of the help, on another hand.  

4.2.3 Production and progression aspect 

During the training sessions, the learner discovers the 

software at the same time while he tries to accomplish 

his learning task, hi is thus facing to double difficulties: 

learn to use the software functionalities and to apply his 

knowledge and skills. In order to detect this type of 

difficulties, the system should calculate some indicators 

such as, progress indicator in the course, proportion 

indicator for learner’s productions, the progress rate 

indicator, indicator of success and completion for each 

activity and task, indicator of percentage and realization 

level of the activity. 

These indicators can be classified into two types: 

cognitive and social.  

 Cognitive: we link to the cognitive type, every 

indicator that gives to the system the ability to 

obtain the information about the personal progress 

of the learner and on the realization percentage of 

his activities. 

 Social: The calculation of this type of indicators 

offers to the system the information about the 

collective production of the learners and about the 

global progressions of the groups. 

    To understand the process allowing to calculate these 

indicators and to deduct the situations of assistance 

needs, our solution is explained in the next section. 

4.3 Revealing indicators of difficulties 

In order to make our assistance approach applicable for 

ILE, we were interested in proposing indicators that can 

be produced from learner’s actions trace. Our approach 

aims at exploring the possibility of deducing the 

difficulties encountered by the learner based traces 

interaction. 

According to the classification of indicators and the 

category of assistance situation, we proposed five 

indicators with their thresholds and their formulas. For 

the selection of these thresholds, we have made several 

adjustments to the calculation of each indicator based on 

preliminary test, in order to estimate the appropriate 

values. However, our system offers the ability for 

assistance designers to change these thresholds. The 

selected thresholds shown in Table 1. 

 

 

Inactivity maximal 

threshold 

Semantic similarity 

threshold 

Threshold for the 

Accomplishment 

 

Selected 

value  

3mn 0,3 50% 

Table 1: The value of thresholds. 

http://www.linguee.fr/anglais-francais/traduction/maximal.html
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 Blocking Indicator: This indicator can be measured by 

the calculation of the inactivity time during the learning 

session. However, it is not always easy to distinguish the 

inactivity time for actual working time (real time 

learning) [4]. For this, we are oriented towards the 

analysis of the navigation interactions outside the 

learning session. This allows knowing, if the learner tries 

to accomplish his task, or on the contrary, he wants to 

change it or abandon it completely. 

In order to inform whether the learner is more active 

or not, we have used an indicator of interactivity rate that 

takes into account the number, the type and the handling 

duration of action.  

𝑹𝒊𝒏𝒕 =
∑ 𝒏𝒖𝒎𝒃𝒓𝒆 𝒐𝒇 𝒂𝒄𝒕𝒊𝒐𝒏𝒔𝒏

𝒊=𝟏

∑ 𝒏𝒖𝒎𝒃𝒓𝒆 𝒐𝒇 𝒑𝒂𝒈𝒆 𝒄𝒐𝒏𝒄𝒆𝒑𝒕𝒔 𝒎
𝒋=𝟏

… … … . (𝟏) 

N: number of actions performed by the learner on the 

page and m: number of page concepts. 

    If the rate of interactivity tends to 0, this means 

that the number of learner’s actions on the content of the 

task is relatively low, which implies that the learner is 

inactive, so he is in a blocking situation requiring an 

intervention of assistance. However, if the number of 

learner’s actions on the content of the task is relatively 

high, the rate of interactivity tends to 1 or more, which 

implies that the learner is active. In this case, the system 

will start the calculation of another indicator: the 

indicator of semantic similarity between the content of 

the task and the content of the pages visited by the 

learner during the learning session. This indicator was 

inspired from the work of [4] who studied the semantic 

similarity between the courses and pages visited during 

the learner navigations [19]. 

Sim(𝑐𝑖,𝑝𝑖): the semantic similarity between the studied 

course and the visited page. It is calculated by using the 

following formula [4]: 

 

𝑺𝒊𝒎(𝒒, 𝒅) =
∑ 𝒒𝒊 × 𝒅𝒋𝒊 × 𝒔𝒊𝒎(𝒊, 𝒋)

∑ ∑ 𝒒𝒊 × 𝒅𝒌𝒌𝒊
… … … . (𝟐) 

With:  

- I is concept of the document q (the course);  

- J is the concept of document d (page having the 

maximum similarity with i);  

- K represents the concept of the document d;  

- 𝑞𝑖 And 𝑑𝑗  are the weight of the concepts i and j in 

documents q and d;  

Sim (i, j) is the semantic similarity between concepts i 

and j, calculated by the Lin’s formula [19]. 

𝐒𝐢𝐦(𝐢, 𝐣) =
𝟐. 𝐈𝐂(𝐥𝐜𝐬(𝐢, 𝐣))

𝐈𝐂(𝐢) + 𝐈𝐂(𝐣)
… … … . (𝟑)  

Where IC determines the information content of a 

concept and LCS finds the lowest common subsuming 

concept of concepts i and j. 

If the semantic similarity is relatively high, it means 

that, the learner has consulted other content having the 

same subject of task, either in order to learn more or to 

explore new perspectives. Here, we estimate that this 

learner is inherently active and therefore is not blocked. 

But if semantic similarity is very low, it means that the 

learner has changed his task or abandoned according to 

waste of motivation facing the difficulties encountered. 

In this case, the learner may be in a blocking or 

abandonment situation. 

 Indicator of Activity Accomplishment rate: The 

educational structure of a course in ILE is divided into 

modules, activities and tasks. In order to calculate our 

indicator of accomplishment, we used the principle of 

Despres [9], where each task is a feasible entity in all or 

nothing, that is to say, which can take only two states: 

"accomplished" or "not accomplished." Thus, for each 

task, we must associate a weight and a coefficient. The 

task weight sum of the same activity must be equal to 1. 

Therefore, the percentage of activity accomplishment is 

calculated according to the weight of the tasks that the 

learner has accomplished. 

 

𝑹𝐀𝐜𝐜𝐨𝐦𝐩𝐥𝐢𝐬𝐡𝐦𝐞𝐧𝐭 = 𝟏𝟎𝟎 × ∑ 𝑷𝒊 … … … . (𝟒) 

𝒏

𝒊

 

With Pi: the weight of tasks, n: the number of completed 

tasks. 

 If   𝑹𝐀𝐜𝐜𝐨𝐦𝐩𝐥𝐢𝐬𝐡𝐦𝐞𝐧𝐭 ≥ 50%, we estimate that the 

learner has completed his tasks, he does not need a 

help and if he needs, he asks the assistance.  

 If  𝑹𝐀𝐜𝐜𝐨𝐦𝐩𝐥𝐢𝐬𝐡𝐦𝐞𝐧𝐭<50%, we estimate that the 

learner is in a difficult situation and he needs a help 

to accomplish his tasks. 

 Motivation Indicators: Three types of indicators are 

defined in the literature in order to measure learners’ 

motivation: the indicator of interest and pleasure to 

accomplish a learning activity, the indicator of cognitive 

engagement, and the perseverance indicator [41]. 

 

 Indicator of Interest:  it is very difficult to measure 

the learner’s interest. However, in our case, we have 

use only the rate of concentration to calculate the 

interest. This indicator can be measured by 

comparing between the activity developed outside the 

training content and the activity performed on the 

platform or the course and depending the recorded 

periods of inactivity. 

𝐈𝐢𝐧𝐭𝐞𝐫𝐞𝐬𝐭 =
∑ 𝐬𝐢𝐦(𝐂𝐢, 𝐏𝐢)𝐧

𝐢=𝟏

𝐍
… … … . (𝟓) 

With: Ci: the performed concept of task; Pi: the 

page visited during the performing of task; N: number 

of pages visited. 

This indicator was used by author in [39] to 

determine the types of motivation and by authors in 

[4] to determine learning styles. But it will be 

borrowed here to determine the difficult situations. 

However, this indicator can have three values: 

 Low interest: if its value tends to 0, the semantic 

similarity between the proposed task and the content 
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of visited pages is very low. This means, that the 

learner has a low interest to the proposed task and 

consequently, he is not motivated. In this case, we 

assume that he is in a difficult situation. 

 Medium: If its value is equal to 1, this means 

that the learner has consulted only the content offered 

in training. This means, that he was not interested 

essentially by the activity itself, but he accomplishes 

it, because it is imposed. In this case, the learner is 

not in a difficult situation. 

 Interested: If its value is greater than 1, the learner 

consults other contents that are semantically close to 

the content of the proposed task. This means, that he 

has consulted these contents voluntarily and by 

interest. In this case, it seems that he is motivated and 

thus is not in a difficult situation. 

 

 Indicator of Cognitive Engagement degree: To 

calculate this indicator, we based on the principle of 

Rolland [44] that reflects the cognitive engagement 

by the fact that a student or learner will navigate in 

depth on web sites. In other words, he will examine 

all aspects of these sites and not only the images or 

the sound effects. Moreover, we consider that all 

concepts are characterized by a depth measuring their 

distance from the root.  

𝐃 𝐂𝐨𝐠−𝐞𝐧𝐠   =  
∑ 𝐃𝐢 ∗ 𝐝𝐞𝐩𝐭𝐡(𝐜𝐢)𝐢

∑ 𝐃𝐢𝐢
… … … . (𝟔) 

With depth (ci): the depth of the concept Ci and Di: 

Di: the consultation time of concept Ci. 

This indicator can have three values: 

 Weak: if the learner consults the learning 

environment superficially, that is to say the 

learner examines only home pages or images and 

sound effects. 

 Average: the learner uses an intermediate 

navigation strategy. 

 Strong: If the learner's navigation strategy is more 

in depth. In other words, the student consults and 

examines the concepts of great depth. 

 

 Perseverance Indicator: the perseverance is one of 

the indicators that seem more relevant to measure 

learning motivation in distance education, than the 

interest and pleasure to accomplish the task. 

According to the author in [44], we may be interested 

in sound or visual effects of a website and take 

pleasure in "surfing" on its contents without actually 

learn. This perseverance is manifested by the time 

that the student devotes to accomplish a task or an 

activity and the number of times that he repeats it 

[44].For this, an indicator of correspondence rate 

between the realization real time of the activity and 

the time spent by the learner for performing this 

activity with a component for repetition, has been 

defined. 

   

𝐑𝐂 = 𝐃𝐫é𝐚𝐥 𝐓𝐞𝐟𝐟𝐞𝐜𝐭⁄ ∗ 𝐍𝐫𝐞𝐩  … … … . (𝟕)  

Where: 

- 𝑅𝐶  is the indicator of "correspondence Rate" 

- 𝐷𝑟é𝑎𝑙 is the realization period. 

- 𝑇𝑒𝑓𝑓𝑒𝑐𝑡is the effective realization time defined by 

the teacher or the course designer  

- 𝑁𝑟𝑒𝑝 is the number of repetition   

The different scenarios:  

 Scenario 1: If 𝑅𝐶> 1, this means that the learner 

spends more time for doing his activity. In this 

case, we assume that the learner has persevered to 

accomplish his task despite the obstacles and 

difficulties that he encountered. 

 Scenario 2: If 𝑅𝐶<1, and the accomplishment 

rate indicator inferior than 50%, this means that 

the learner spends less time to perform his 

activity. At this point, we assume that 

perseverance of the learner to accomplish his 

activity is very low and he is considered as not 

motivated. We assume that these indicators are 

factors of dropping out in learning and so, we are 

in difficulty situation. 

 Scenario 3: If  𝑅𝐶  ≤ 1 and accomplishment rate 

indicator is superior to 50%, it means that the 

learner is able for doing his activity in the 

effective time. In this case, we assume that the 

learner’s persistence and motivation tend to 

average, which implies that the learner is in a 

normal learning situation. 

 

 Disorientation Indicator: The ILE can be considered a 

problem space when each movement or interaction is a 

revealing of the learner’s cognitive activity type 

(understanding, disorientation, information 

confrontation, etc.). In this meaning, the authors in [33] 

proposed four variables for revealing the disoriented 

learner: 

 Redundancy (red): This variable measures the 

number of nodes opened more than once by the 

learner during the learning phase. 

 The number of additional readings (read-addi): the 

learner can ask for additional reading to understand 

the concept in progress. If the request is repeated 

several times, this means that there is a problem. 

 The number of additional solutions (solu-addi): the 

number of times that the learner answers questions he 

has already given a solution, then he can continue his 

work. 

 The number of returns to a previous part (ret): The 

problem arises if the learner has acquired concepts 

and he asks, subsequently, to return to these concepts. 

We take these variables and we add another to define our 

disorientation indicator: 

The Number of Clicks (nb-clicks): the problem arises if 

the learner clicks on many concepts or areas of the screen 

for a relatively long time. This may be a sign that he is 

looking for something or he is lost in the learning 

environment. 
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We consider as a disorientation indicator, the sum of 

the values taken by these variables: 

𝑰𝒅𝒊𝒔 =𝐫𝐞𝐝 + 𝐫𝐞𝐚𝐝−𝐚𝐝𝐝 + 𝐬𝐨𝐥𝐮−𝐚𝐝𝐝𝐢 + 𝐫𝐞𝐭 + 𝐧𝐛−𝐜𝐥𝐢𝐜𝐤𝐬……….(𝟖)  

The different scenarios: 

- Scenario 1: When the values of these variables are 

low, it means that the learner is well oriented in the 

environment. 

- Scenario 2: If a variable value is high, it does not 

necessarily mean that the learner is disoriented, but, it 

can rather confirm a learning style. 

- Scenario 3: when several variables are characterized 

by high values, this indicates disorientation in the 

environment.  

 Indicator of Help rate: During the learning session, the 

learner can seek help, in order to get out of a blocking 

situation. Depending on the nature of this solicitation, we 

can determine: the disorientation of the learner, his 

navigational difficulties in the learning environment, his 

apprehensions to go into details... etc. And we can also 

detect its failure signs (personal, technical, skills...). 

  

𝐑𝐇𝐞𝐥𝐩 =
∑ 𝐇𝐣𝐣

∑ 𝐂𝐢𝐢
… … … . (𝟗) 

With Hj: the number of call for help and Ci: the 

number of task concept. 

4.4 Indicators calculation  

To calculate the five revealing indicators, we propose, a 

treatment process composed of two steps: collection of 

traces and transformation.  

 

 Collection of interactions’ Traces: three approaches 

are available to perform the collection of traces [4]: 

user-centered design approaches, server-centric 

approaches and specific software-based approaches. 

Each approach has some advantages and 

disadvantages. In order to have a complete perception 

of all learners’ activities and the information about 

his inactivity time during learning sessions, we have 

opted for the user-centric collection approach through 

a program installed on the learner’s machine. 

Therefore, we have used an existing keylogger. 

Among the collection software available in the free 

version, we have chosen MiniKey; it allows saving 

all the actions of the learner on his machine, whether 

made inside or outside the ILE in real time. 

However, the traces generated by this tool are 

primitive and difficult to exploit as such and required a 

transformation and a modelization. Moreover, it must 

undergo a pre-treatment process to eliminate the noise 

(not found pages, URLs wrong) 

 

 Transformation and formalization of traces: 

Generally, the traces collected by the keylogger 

software are digital traces that contain rich 

information about user’s behavior. However, the 

collected traces quantity is usually huge and the 

traces are very detailed which makes the 

interpretation process difficult on the analyst side 

[24]. A transformation mechanism is necessary for 

obtaining an adequate volume of traces at the right 

level of granularity that makes the interpretation 

process easier. This transformation process is based 

on some methods: cleaning (To eliminate the noise), 

filtering (To extract relevant tracks according the 

objective of the analysis) and traces structuring (to 

structure and to model the tracks of interaction). 

Our aim is to use the traces of learners’ experiences 

in order to calculate the revealing indicators of 

difficulties and in the absence of a standard trace model. 

We applied the model proposed in IDLS [4] to our 

context of assistance. 

The trace is defined as an observed temporal 

sequence, providing the information about the learner’s 

actions collected in real time from his interaction with 

the learning environment and with external resources, 

such as files or programs running on his machine or on 

the Internet. Formally, T <U, (O1, O2, O3 ... On)>  

 U:  observed user, 

 Oi: observed trace. Each Oi is a couple of (Pi, Ai) , 

when: 

Ai is a learner’s actions, for each action Ai we have 

recorded all learners’ interactions with the content of the 

page, when each action is identified by: 

- An order of appearance 

- A date, hour and execution time 

- A type of action: (mouse actions: left, right or 

middle button click, the keyboard keys: F1, F2, CTL 

+ C and CTL + X, etc.) 

- An object on which the action was performed 

(scroll, link, text, picture, menu, etc.) 

- And the type of interaction performed (open a file, 

search, copy, paste, print, etc.). 

 

Pi is a page consulted by learner, for each page Pi we 

have stored: 

 URI (Uniform Resource Identifier) 

 title T, if it is available 

  the program that have executed it PG 

 content, we distinguish three types: 

- Pedagogical resource "R" if the content is a set of 

concepts (courses). 

- Learning activity "AL" if their content is an 

exercise, a test or homework. 

- Browsing activity "AB", if their content is a file or 

a program executing on the learner’s machine or 

on the Internet. 

  Order of appearance.  

5 The environment 
The MISNA Environment (Modeling and identifying the 

situations of Needs for assistance) implements our 

theoretical propositions through two main tools: an 

assistance editor and an assistance situations detector.  
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5.1 The assistance editor 

The assistance Editor is a tool intended to the assistance 

designers. It implements the IMAC model and allows us 

to specify an assistance system described by a set of 

assistance situations. The assistance editor provides two 

interfaces, one for the learning environment description 

and another for the creation of each assistance situation.  

 Description of Learning Environment 

The aim of this phase is to describe the components that 

the designer wishes associated to the assistance 

interventions. This description is based on the Reflet 

representation, presented in [9]. This representation 

allows describing the environment according to a tree 

structure of three levels: MAT (Module-Activity-Task). 

In this representation, a module can contain another 

modules (sub-modules) and/ or activities but an activity 

contains only tasks. Thus, a task may be homework, 

exercise to do or course to study. These different types of 

tasks will be represented in the form of web pages or 

screens composed of several objects (link, text, image, 

menu ...). The various components of the environment 

are grouped according to their type (Module, activity, 

task) in a database; this base can be advanced throughout 

the life cycle of the system through the analysis of 

learners’ interaction traces. 

An interface has been developed for the creation of 

each basic component without any programming skills. 

A snapshot of our interface is given in Figure 4; the 

interface is divided into two parts: The left side (see Ⓐ 

Figure 4) presents the components that have already been 

created. The right side (see Ⓑ Figure 4) allows creating, 

modifying or deleting a component (Module, Activity 

and Task). 

Figure 4: Screen-shot of system description. 

 The Assistance Specification  

After the description of the environment, the designer 

proceeds to the specification phase. This phase aims to 

characterize the assistance in learning environment based 

on a formalism that models the assistance in the form of 

a couple formulated in a difficult situation and an 

assistance proposal. Our IMAC model is used for 

modeling the difficult situations and three forms of 

assistance are adopted for defining the assistance 

proposals: messages (in the form of an adjacent page to 

provide additional information to the learner), examples 

(like demonstration videos) and the change in the 

environmental interface (either by adapting or modifying 

links: addition, deletion, annotation, sorting ... etc.). 

In order to implement this step, we developed an 

interface that allows designers to enrich their learning 

environment through an assistance system without any 

programming skills. The designer must create the 

revealing indicators of difficult situations as well as the 

assistance proposals. 

Figure 5 shows the interface that presents the 

specification phase. This interface is divided into four 

parts: the part Ⓐ allows creating a new situation of 

assistance needs. The partⒷ and Ⓒ present respectively 

indicators and created assistance proposals. And finally, 

the part Ⓓ presents the defined assistance situations. 

A

B 

 

B A

B 
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Figure 5: Screen-shot of assistance specification. 

Each situation is characterized by a set of predefined 

parameters. The assistance designer must specify the 

types and the thresholds, as well as certain additional 

information. Consider an example related to the designer 

when proposes a difficult situation of blocking type, first, 

he must specify the detection sign (activation criteria), 

and he must choose, from the list of indicators 

(predetermined by the assistance system) a favorable 

indicator to this situation, that is the inactivity time 

indicator. This indicator is varied according to the type of 

the task. The inactivity time of a reading task is not the 

same as of a realizing a duty or of an exercise. For this, 

the designer must identify a threshold for each indicator. 

In addition, he must specify the aspect and the category 

of the situation and the concerned component, in order to 

facilitate, on one side, the indexing of situations in the 

creation step and on the other side, the search for a 

similar situation at the problematic situation in the step of 

executing assistance. 

5.2 The assistance situations detector 

In order to provide to ILE’s learners, a personalized 

assistance in a proactive manner, we have developed a 

detector of assistance needs. This detector exploits the 

database of the assistance situations created in 

specification phase and the database of modeled 

interaction traces, in order to identify the learner in 

difficulty. 

Over the course of learning, when a sign of an 

assistance situation is detected, the detector starts the 

information process, in order to determine some 

parameters about this problematic situation (concerned 

component, aspect and category of situation). This 

information will be the source of knowledge for the 

selection process used to exploit them in order to select 

the suitable situation to our problematic situation. At the 

end of this selection, the detector initiates the indicators’ 

calculation process. According to the confrontation 

between the indicator’s value and the threshold’s value, 

the detector decides either to start the execution process 

to realize the proposals associated to this situation or to 

ignore them. 

6 Experimentation 
To validate our suppositions about deducting assistance 

situation based interaction traces and the ability for 

providing a proactive assistance thanks a detection of an 

assistance needs situations and learner‘s difficulties, we 

designed a website including forms and assistance means 

with the theoretical models proposed(Figure 6). This 

application was designed for undergraduate students at 

the Faculty of Human Sciences, Department of 

Communication at Badji-Mokhtar University of Annaba 

in Algeria. It aims to help these students in the course of 

professional presentations preparation. 

Before, obtaining the license degree, it is expected 

that students are able to make a professional 

presentations using the computer software. Therefore, the 

Practice Works (PW) sessions have been proposed, 

which are assisted by teachers on computer science. 

However, each year, these teachers observe the problems 

about the methodology of presentation preparation, on 

top of that, the problems about the use of a computer 

software (like PowerPoint for example). The design of 

our site can be a solution to these problems; It provides 

to students the explanations and examples (such as 

Know-how) in addition to the basic concepts 

(knowledge) given in masterly course. 

In order to test our suppositions, three series of 

experiments were conducted: two with teachers and the 

third with learners. 

  The first experiment involved six (6) assistance 

designers, three(3) teachers of methodology have a PHD 

Degrees in Communication with seven (7) years of 

experiments in the communication department and three 

(3) teachers of computer science are PHD students, with 

four years of experiments associated at the 

communication department. We asked these designers, in 

four (4) sessions of (3) hours, to work in collaboration, 
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for describing the training content. The aim of this 

collaboration is the description of training environment 

pedagogically, technically and administratively. After 

this experiment, we obtained, a structured representation 

composed of six modules: registration and connection, 

parameters, realization techniques, preparation of 

presentation, realization and finally composition and 

animation of the slides. Each module is divided into one 

or more activities and each activity consists of one or 

more tasks. For example: the parameter module is 

divided into two activities: site parameter and learning 

parameter. The first one contains two tasks: parameter of 

site usage and parameter of the contact. 

In the second experiment, we asked our assistance 

designers team (teachers of two modules: Computer 

science and methodology) for passing to the second 

phase of experiment, the specification phase of assistance 

system.  Thanks to specification interface of our MISNA 

system, the designers defined 112 assistance situations 

(associated to the six (6) predefined modules), 51 

indicators, 67 thresholds and 138 proposals of assistance. 

The assistance needs situations appear in different types 

(pedagogical, technical, cognitive, and methodological) 

and the proposals appear in three types: text messages, 

modification of the interface and examples. The message 

content is either prerequisite proposals or explanations of 

the following steps (Figure7). 

We note that the majority of the proposals are 

example or message type. Probably, because the 

designers think that these two types are more adapted to 

their students’ learning style. 

    Finally, in spring semester 2015, we asked our 

students to use our training site during a PW session for 

90 minutes, after 5 minutes of explanation about the 

 

Figure 6: Welcome screen-shot of MISNA website. 

 

Figure 7: Results of the specification phase. 
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experiment objectives. Thanks to this explanation, the 

students are motivated to participate in our study. 

This experimentation was applied with 40 

undergraduate students, 14 male and 26 female, aged 

between 20 and 24. Their participation was voluntary and 

they were divided into two (2) groups of 20 students due 

to the number of available machines. In order to avoid 

the confounding variable, we have fixed the values of 

age and previous knowledge and we have divided the 

participants in equal way, where the both groups are 

equal in gender, age and previous knowledge according 

to their exam results of the first semester.  

The students performed a professional presentation 

of a proposed text in the communication field. The 

proposed texts are reports made by the same students on 

themes related to their thematic. At the end of the 

presentation creation step, participants were invited to fill 

in a satisfaction survey about their experience using 

MISNA in order to measure the contribution of the 

interventions and assistance propositions. The learner 

declares his views on the relevance of each intervention 

by the satisfaction or non-satisfaction. This satisfaction 

was measured by a global manner, in two contexts; one is 

on time and mode of intervention and the other on 

assistance content.  

    In order to validate the proposed indicators with a 

data from the experiment and  to verify with the students 

the trigger conditions, our system saves the learners’ 

interactions after each assistance intervention, in order to 

evaluate the effect and the contributions of proposed 

assistances,  the interactions are stored in log file (in 

XML format).   

7 Results and discussion 
The satisfaction survey shows that learners are relatively 

satisfied by the assistance interventions in particularly by 

those that have been triggered through an alarm from 

indicators such as interaction and temporality. These 

indicators have enabled us to easily identify learners that 

are lost in the learning environment or which take more 

time to complete their tasks. The blocking indicator and 

interactivity rate allowed us to get a global view of the 

type and nature of learners' interactions. This view allows 

to identify the real-time learning, and to distinguish 

between abandonment situations and blocking ones. 

These indicators show that the semantic similarity 

between the offered courses and the content of the visited 

pages, during the inactivity time, is very high which 

proves that (87%) of inactivity situations are situations of 

assistance needs. This result seems in agreement with 

those in the studies of [6], who found that the learners 

prefer to resort to the training in order to acquire the 

necessary knowledge to use the software and that the 

occasional users appeal their colleagues to overcome 

blocking situation (Table 2).   

    The three indicators “degree of cognitive 

engagement, correspondence rate and interest indicator” 

allow revealing the learners that lose their motivation in 

front of the difficulties they encounter during learning 

sessions. However, the learners reject 40% of assistance 

interventions identified by the interest indicator which 

indicates that, if the learner has a low interest does not 

mean that he is in a difficult situation, but he may be in a 

task change situation or passing to another stage.  With 

regard to the cognitive engagement degree indicator, the 

experimental results show that the majority of learners (if 

not all of them) use the same learning strategy in average 

depth, which puts us in contradiction with the basic rule 

that indicate: each person has own learning strategy. 

These results forced us to examine other indicators such 

as the indicator of achievement and progression for these 

critical situations. Following this analysis, we found that 

25% of learners use a surface learning strategy after the 

completion of their tasks. Therefore, we decided to link 

the cognitive engagement indicator to the task 

completion indicator in order to distinguish between the 

learner in difficulty and the one who borrows all the 

components of the environment in search of a global 

vision. Thus, regarding the perseverance indicator, 89% 

of assistance interventions related to this indicator are 

accepted by learners, which shows that the connection 

between the correspondence rate and accomplishment 

rate is very fruitful as well as the motivation rate. 

At the end of the second step of experimentation 

(system specification), we identified the preliminary 

 

Table 2: Some Results related to the experimentation. 
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thresholds for our indicators, and during the third step of 

experimentation some thresholds were changed 

according to the learning styles adopted by our students, 

like the variable identifying the disorientation indicator. 

Indeed, a little higher number of additional solutions is 

not always a sign of disorientation. But, it can rather 

confirm a learning style. The results confirm that the 

competent students repeat the same task until three times 

in order to know the different methods of possible 

solutions and/or to memorize well the instructions to be 

followed. Thus, for redundancy and additional reading, 

the analysis of the results shows that a significant number 

of learners (65%) prefer to read the concepts acquired 

more than twice before they start to learn the new 

concepts.  

According to the results of our experiment and the 

previous knowledge following to their exam results of 

the first semester, the 40 students that compose the study 

sample have been divided into three experimental 

groups: 

• Group 1: when learners’ profiles are strong: each 

learner has benefited from one to five interventions, 67% 

proactive and 33% reactive, with 78.37% of satisfaction 

rate. 

• Group 2: when learners’ profiles are average: Each 

learner has benefited from five to eight interventions, 

80% proactive and 20% reactive with 76.22% of 

satisfaction rate. 

• Group 3: when learners’ profiles are weak: each learner 

has benefited from eight to twelve interventions, 87% 

proactive and 23% reactive, with 82.85 % of satisfaction 

rate. 

8 Case study  
In order to assess the feasibility and correctness of our 

approach, we will present in the following, an example of 

the identification assistance situation in framework 

comprehension the theoretical concepts (technique of 

realization) by analyze of interactions. 

The student (1) worked on machines equipped with a 

key-logger, with a personal account on the web site. The 

interaction collection started with their connection to the 

web site, after activation of the key-logger. At the time of 

the learning activity, the key-logger provides initial trace, 

which describes the interactions in XML. Interaction data 

are temporal sequence of observation (pages and 

actions). These traces were then processed, by the 

MISNA system, in order to detect the situations of needs 

for assistance. 

During the learning, a sign of assistance situation is 

detected, which is the inactivity time. The detector 

activates the information process to determine the 

parameters of this situation. The information process 

identifies the situation by: technical realization as a 

concerned component, consultation of theoretical 

concepts that indicates the cognitive aspect and blocking 

or comprehension difficulties as a category. Following 

these results, the system activates the selection process 

for selecting a suitable situation to the detected situation. 

This selection process selects three assistance situations. 

In this case, the detector activates the calculate process 

for calculating the indicator associated to assistance 

situation, which is in our case, the blocking indicator.  

The calculation of this indicator uses the interactivity 

indicator for distinguishing between the blocking and the 

 

Figure 8: Screen-shot of assistance message. 
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abandonment situation or the changing of task. We use 

the indicators related to the number of action performed 

by the learner on the page and number of page concepts. 

The result is 1.2, according this value; the system will 

start the calculation of another indicator, the indicator of 

semantic similarity between the content of the task and 

the content of the pages visited by the learner.  The 

student are consulted three pages by his navigator 

(passive and active voice, example of transparent and 

PowerPoint software). In this case, the semantic 

similarity is relatively high it means that, the learner has 

consulted other content having the same subject of task, 

in order to learn more or to explore new perspectives. We 

estimate that, this student is active and is not blocked, but 

he is in difficult situation and he needs more information 

for these three concepts. Finally the detector decides to 

start the implementation process for achieving the 

proposals associated to this situation, as indicated in the 

following figure (Figure 8). 

9 Conclusion and future works 
This paper discussed the possibility to identify 

automatically the difficult situations based on learner’s 

interaction with his ILE. To bolster up this assumption, 

we first proposed an active assistance approach able of 

providing a spontaneous assistance to ILE’s learners. 

This approach is based on a formalism which models the 

assistance situations in couple form problematic situation 

and assistance proposal. The problematic situation 

appears with IMAC model that specifies the learning 

moments when the learner needs assistance by a set of 

characteristics: a Trace indicator, a modality of 

intervention, an Aspect and a Category. The assistance 

proposal is defined by the assistance means associated to 

component of learning environment (messages, examples 

and modification of interface). Secondly, we identified 

five revealing indicators with their thresholds and 

formulas. Then, we proposed our assistance system, 

called MISNA. We implemented this system in an 

operational prototype with a learning environment, an 

assistance editor, trace collector and our detector of 

assistance needs situations. The assistance editor 

provides two interfaces, one for the learning environment 

description based on structured representation MAT 

(Module-Activity-Task) and another for the creation of 

each assistance situation according to IMAC model. The 

detector of assistance needs situations exploits the 

database of assistance situations, created in specification 

phase and the database of modeled interaction trace, in 

order to identify learners in difficulty. We conducted a 

first experiment in order to validate the utility of our 

assistance approach with 40 students.  

In a future work, we intend to test our MISNA 

system with other learning environments. We also plan to 

add other indicators for providing more fertility to the 

detection mechanism proposed by our assistance 

approach. Accordingly, we want to improve the proposed 

mechanism by involving learners’ profiles management 

mechanism with regard to a defined formalism. In 

addition, we hope to add other interfaces such as 

supervision interfaces, side assistant and assisted. 
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Analyzing sentiments for polarity classification has recently gained attention in the literature with dif-
ferent machine learning techniques performing moderately. The challenge is that sentiment-dependent
information from multiple sources are not considered often in existing sentiment classification techniques.
In this study, we propose a logical approach that maximizes the true sentiment class probabilities of the
popular Bayesian Network for a more effective sentiment classification task using the individual word sen-
timent scores from SentiWordNet. We emphasize on creating dependency networks with quality variables
by using a sentiment-dependent scoring technique that penalizes the existing Bayesian Network scoring
functions such as K2, BDeu, Entropy, AIC and MDL. The outcome of this technique is called Sentiment
Dependent Bayesian Network. Empirical results on eight product review datasets from different domains
suggest that a sentiment-dependent scoring mechanism for Bayesian Network classifier could improve the
accuracy of sentiment classification by 2% and achieve up to 86.7% accuracy on specific domains.

Povzetek: Razvit je nov Bayesov klasifikator na osnovi mnenjske odvisnosti, uporabljen za ocenjevanje
spletnih produktov.

1 Introduction

Sentiment Classification (SC) has recently gained a lot of
attention in the research community [1, 2, 3]. More re-
cently, SC has moved from the commonly used bag-of-
words models to bag-of-concepts models [4, 5]. This is
due to its increasing demand for the analysis of consumer
sentiments on products, topic and news related text from
social media such as Twitter1 and online product reviews
such as Amazon2. In the same manner, Bayesian Network
(BN)[6] also known as Bayesian Belief Network plays a
major role in Machine Learning (ML) research for solv-
ing classification problems. Over the last decade, learn-
ing BNs has become an increasingly active area of ML re-
search where the goal is to learn a network structure us-
ing dependence or independence information between set
of variables [6, 7, 8, 9]. The resulting network is a directed
acyclic graph (DAG), with a set of joint probability distri-
butions, where each variable of the network is a node in the
graph and the arcs between the nodes represent the prob-
ability distribution that signifies the level of dependency
between the nodes.

While it is more common to use other ML algorithms for
SC tasks [10, 11], few research papers have proposed BN as
a competitive alternative to other popular ML algorithms.
Considering the huge size of data available from social me-
dia and the level of difficulty attached with analysing sen-

1https://twitter.com/
2https://amazon.com/

timents from natural language texts, the ability of BN to
learn dependencies between words and their correspond-
ing sentiment classes, could undoubtedly produce a better
classifier for the sentiment classification task. This paper
focusses on constructing a BN classifier that uses sentiment
information as one important factor for determining depen-
dency between network variables.

BN has been successfully applied to solve different ML
problems with its performance outweighing some of the
popular ML algorithms. For example, in [12], a full
Bayesian Network classifier (FBC) showed statistically
significant improvement on state-of-the-art ML algorithms
with the 33 UCI datasets. In the case of SC, Naïve Bayes
(NB), which is a special case of BN [13], and one of the
leading ML algorithms for SC tasks [10], has surprisingly
and repeatedly shown improved performance on movie and
product reviews despite its conditional independence as-
sumption. By comparative study, we show that a Senti-
ment Dependent Bayesian Network (SDBN) classifier has
improved performance on popular review datasets such as
Amazon product reviews due to the ability of the Bayesian
Network to construct a network structure of multiple de-
pendencies [12].

Constructing a BN classifier requires learning a network
structure with set of Conditional Probability Tables (CPTs)
[6]. Basically, there are two combined steps involved in
the BN construction process. The first is to perform vari-
able search on a search space, and the other is to score
each variable based on the degree of fitness [14]. The chal-
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lenge however, is to ensure that good networks are learned
with appropriate parameters using a scoring or fitness func-
tion to determine network variables from the given dataset.
Thus, much of the research works on BN focus on devel-
oping scoring functions for the BN classifier [15]. We ar-
gue that such scoring functions rely on many assumptions
that make them less effective for SC tasks. For example,
K2 algorithm, which is based on Bayesian Scoring func-
tion relies on the assumptions of parameter independence
and assigning a uniform prior distribution to the param-
eters, given the class [9]. We believe these assumptions
lead to many false positives in the classification results as
sentiment classes are better captured by conditional depen-
dency between words, rather than independent word counts
[16, 17].

We also suggest that varying prior distribution could
be assigned to each variable since each word has a nat-
ural prior probability of belonging to a particular senti-
ment class, independent of the data. For example, the word
“good” is naturally positive and “bad” is naturally nega-
tive. Thus, in this work, we propose a sentiment scoring
function that leverage sentiment information between vari-
ables in the given data. The output of the sentiment scor-
ing function is then used to augment existing BN scoring
functions for better performance. Our aim is to ensure sen-
timent information form part of the fitness criteria for se-
lecting network variables from sentiment-oriented datasets
such as reviews.

The proposed scoring function uses a multi-class ap-
proach to compute the conditional mutual information us-
ing sentiment-dependent information between local vari-
ables in each class of instances. The conditional mutual in-
formation for all classes are then penalized using the Mini-
mum Description Length (MDL) principle. The local prob-
abilities used in computing the conditional mutual infor-
mation is computed using the popular Bayesian probability
that uses the prior probability of a variable belonging to a
natural sentiment class (i.e. independent of the given data
by using individual word sentiment score from SentiWord-
Net [18]) and the observation of the variable in the selected
class of instances and other classes in the dataset (e.g. pos-
itive and negative). For example, the class probability of
each word in a product review is augmented with the po-
larity probability of the same word from SentiWordNet.
The technique takes into account that the network structure
would depend on the following criteria:

– The posterior probability from multiple evidences that
variables xi and xj have sentiment dependency;

– The conditional mutual information between the vari-
ables for all sentiment classes;

– The dependency threshold computed using the Mini-
mum Description Length principle; and

– The representation of the network as a full Bayesian
Network as proposed in [12].

The importance of the first criterion is that we are able to
avoid the independence assumption made by the existing
BN scoring functions. We capture local sentiment depen-
dency between the variables as a joint probability of evi-
dences from each variable and each class in the given data.
Also, existing BN scoring functions uses the conditional
independence given the data as a whole for determining de-
pendencies between variables [15, 9]. Under such approach
in SC, two co-occurring words may occur with the same or
similar frequencies in different classes. We observed that
training BN classifier without penalizing such occurrences
or dependencies, could affect the classifier decision to de-
cide an appropriate sentiment class. As such, our second
criterion captures the conditional mutual information be-
tween the variables, while the third criterion ensures that a
BN classifier uses quality variables that are above the com-
puted threshold. The latter also allow us to enforce strict
d-separation policy between the network variables, which
formally defines the process of determining independence
between variables [19]. Thus, only quality variables are
used to form the dependency network for the BN classifier.
Finally, we introduce the last criterion as an improvement
over a network constructed based on the first three criteria.
The full Bayesian Network technique ensures that an in-
dependent sentiment dependent network is constructed for
each sentiment category (i.e. negative and positive).

Section 2 of this paper discusses related work and ad-
ditional motivations. In Section 3, we explain the prob-
lem background and then present the proposed sentiment-
dependent technique in Section 4. Our experiment is de-
scribed in Section 5. Finally, Section 6 gives the conclu-
sion to our study and some thoughts on future research di-
rections.

2 Related work

2.1 Sentiment classification (SC)
The most prominent of SC work is perhaps [20] which
used supervised machine learning techniques for the po-
larity classification of positive and negative sentiments in
movie reviews. As a result of that work, different research
directions within the field of sentiment analysis and opin-
ion mining have been actively pursued [2, 3, 4, 5].

[10] proposed a subjectivity summarization technique,
which uses minimum cuts to classify sentiment polarities in
movie reviews. The technique identifies and extracts sub-
jective portions of review documents using minimum cuts
in graphs. The minimum cut approach takes into consider-
ation, the pairwise proximity information supplied through
graph cuts that partition sentences which are likely to be
in the same sentiment class. This approach gave better im-
provement from 82.8% to 86.4% on the subjective portion
of review documents. The approach also gave similar bet-
ter improvement when only 60% portion of a product re-
view document is used compared to an entire review. In
our work, we propose a classification technique that uses
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the entire portion of each product review.
[21] performed classification of approximately 200K

product reviews by using different machine learning algo-
rithms. More importantly, the work investigated the signif-
icance of higher order n-gram language model (n ≥ 3) in
classifying sentiments from product reviews with an F1 of
90%. While Cui’s work was performed on random web-
sites for online products with limited product domains, we
performed experiments on Amazon product reviews with 8
different product domains.

Similarly, [22] performed experiment with higher or-
der n-gram features to train a Neural Network model on
Amazon and TripAdvisor datasets with the best average er-
ror rates of 7.12 and 7.37, respectively. In contrast, our
work investigate the performance of a sentiment-dependent
Bayesian Network classifier on the Amazon datasets with
different product domains.

More recently, [23] proposed a concept-level sentiment
analysis technique, which uses the knowledge-based sen-
tic computing technique that has recently gained attention
within the sentiment analysis domain [3, 4, 5]. Because
the sentic computing knowledge base sometimes omits vi-
tal sentiment discourse, [23] combines low-level linguistic
features with the sentic computing technique to train ma-
chine learning model for polarity detection. In our work,
the only knowledge base employed is SentiWordNet [24],
which computes the natural polarity values of words rather
than concept. Thus, we captured the dependencies between
words by constructing and learning a Bayesian Network for
sentiment classification.

A detailed review of other recent sentiment classification
techniques on different datasets can be found in [1, 2, 3, 4,
5].

2.2 BN classifiers for sentiment classification

[16] and [17] proposed a two-stage Markov Blanket Clas-
sifier (MBC) approach to extract sentiments from unstruc-
tured text such as movie reviews by using BN. The ap-
proach learns conditional dependencies between variables
(words) in a network and finds the portion of the network
that falls within the Markov Blanket. The Tabu Search al-
gorithm [25], is then used to further prune the resulting
Markov Blanket network for higher cross-validated accu-
racy. Although Markov Blanket has shown to be effective
in avoiding over-fitting in BN classifiers [7], the MBC ap-
proach finds sentiment dependencies based on the ordinary
presence or absence of words in their original sentiment
class only. We identify sentiment dependencies by consid-
ering multiple sources of evidence. These include multiple
sentiment classes in the data and the natural sentiment class
of each variable which is independent of its sentiment class
in the given data.

Similarly, [26] proposed a parallel BN learning algo-
rithm using MapReduce for the purpose of capturing senti-
ments from unstructured text. The technique experimented
on large scale blog data and captures dependencies among

words using mutual information or entropy, with the hope
of finding a vocabulary that could extract sentiments. The
technique differs from [17] by using a three-phase (draft-
ing, thickening and thinning) dependency search technique
that was proposed in [27]. Other than using mutual infor-
mation in the drafting phase of the search technique, the
work did not capture additional sentiment dependencies us-
ing other source of evidence.

Again, we do not focus on developing a search algorithm
but a scoring technique that considers multiple sentiment-
dependent information as part of the existing state-of-the-
art scoring functions.

3 Problem background

3.1 Bayesian network (BN)

A Bayesian Network N is represented as a graphical dis-
tribution of the joint probability between a set of random
variables [28]. The network has two components: (1) a
DAG G = (Rn,Mr) that represents the structural arrange-
ment of a set of variables (nodes) Rn = {x1, ..., xn} and a
corresponding set of dependence and independence asser-
tions (arcs) Mr between the variables; (2) a set of condi-
tional probability distributions P = {pi, ..., pn} between
the parent and the child nodes in the graph.

In the DAG component, the existence of an directed arc
between a pair of variables xi and xj asserts a conditional
dependency between the two variables [8]. The directed
arc can also be seen to represent causality between one
variable and the other [29], that is, variable xy is an ex-
istential cause of variable xz , hence xy → xz . The absence
of an directed arc between a pair of variables, however,
represents a conditional independence, such that, given a
subset U of variables from Rn, the degree of information
about variable xi does not change by knowing xj , thus
I(xi, xj |U). This also implies that p(xi|xj , U) = p(xi|U).
The parent(s) of variable xi ∈ Rn is denoted by a set
paG(xi) = xj ∈ Rn|xj → Xi ∈Mr, and paG(xi) = ∅
for the root node.

The conditional probability distributions of the DAG G
is represented by its CPT, which contains a set of numerical
parameters for each variable xi ∈ Rn. These numeric pa-
rameters are computed as the probability of each variable
given the set of parents, p(xi|paG(Xi)). Over the set of
variables in Rn, the joint probability for the BN is there-
fore obtained as follows:

p(x1, ..., xn) =
∏

Xi∈Rn

p(xi|paG(xi)) (1)

Thus, for a typical classification task, the BN classifier
would learn the numerical parameters of a CPT from the
DAG structure G, by estimating some statistical informa-
tion from the given data. Such information include, mu-
tual information (MI) between the variables and chi-square
distribution [15]. The former is based on the local score
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metrics approach and the latter exhibits conditional inde-
pendence tests (CI) approach. For both approaches, dif-
ferent search algorithms are used to identify the network
structure. The goal is to ascertain, according to one or
more search criteria, the best BN that fits the given data
by evaluating the weight of the arc between the variables.
The criteria for evaluating the fitness of the nodes (vari-
ables), and the arcs (parameters) in the BN search algo-
rithms, are expressed as fitting or scoring functions within
the BN classifier [15]. Our goal is to ensure that those cri-
teria include sentiment-dependent information between the
variables. We will focus on penalizing existing local score
metrics with our sentiment-dependent scoring function for
the BN classifiers, hence the SDBN proposed in this paper.

The local score metrics are of particular interest to our
sentiment classification task because they exhibit a practi-
cal characteristic that ensures the joint probability of the
BN is decomposable to the sum (or product) of the indi-
vidual probability of each node [28][15]. To the best of
our knowledge, very few research papers have considered
sentiment-dependent information, as part of the fitness cri-
teria for capturing dependency between the variables, espe-
cially for product reviews on different domains.

3.2 BN scoring functions

We focus on the local score metrics functions, K2, BDeu,
Entropy, AIC and MDL [15]. The functions define a fitness
score, and a specified search algorithm searches for the best
network that maximizes the score. Each of these functions
identifies frequencies of occurrence of each variable xi in
the data D and a network structure N . Although the per-
formance of these scoring functions may vary on different
datasets [15], in this paper, we assume that the scores gen-
erated by the scoring functions are somehow naïve, thus,
we attempt to mitigate its effect on SC tasks. First, we will
define the parameters that are common to all the functions.
We will then describe each of the functions with their asso-
ciated formula and specify their limitations to the SC tasks.

Similar to [30], we use ri(1 ≤ i ≤ n) to denote the
size or cardinality of xi. pa(xi) represents the parents of
xi and the cardinality of the parent set is represented by
qi =

∏
xj∈pa(xi)

rj . If pa(xi) is empty (i.e. pa(xi) =

∅), then qi = 1. The number of instances in a dataset D,
where pa(xi) gets its jth value is represented by Nij(1 ≤
i ≤ n, 1 ≤ j ≤ qi). Similarly, Nijk(1 ≤ i ≤ n, 1 ≤
j ≤ qi, 1 ≤ k ≤ ri) represents the portion of D where
pa(xi) gets its jth value and xi gets its kth value such that
Nij =

∑ri
k=1Nijk. Obviously, N represents the size of D.

K2: This metric is a type of Bayesian scoring function
proposed by [6]. The function relies on series of assump-
tions such as parameter independence and uniform prior
probability for the network. We reiterate that instead of in-
dependent word counts, the sentiments expressed in a given
data are better captured using conditional dependency be-
tween words and their related sentiment classes [16]. The
K2 metric is defined as follows:

Sk2(N,D) = P (N)

n∏
i=0

qi∏
j=1

(ri − 1)!

(ri − 1 +Nij)!

ri∏
k=1

Nijk!

(2)

BDeu: The metric was proposed by [31] as a general-
ization of K2. It resulted from Bayesian Drichlet (BD) and
BDe which were proposed by [32]. The BD is based on
hyperparameters ηijk and the BDe is a result of BD with
additional assumptions. BDeu relies on the sample size η
as the single parameter. Since BDeu is a generalization of
K2, it carries some of our concerns expressed on K2 earlier.
Most importantly, the uniform prior probability assigned to
each variable xi ∈ pa(xi) could be replaced by the proba-
bility of the variable belonging to a natural sentiment class
as stated earlier. We suggest that this is likely to increase
the accuracy of the sentiment classifier especially on sparse
data distribution. We define the BDeu metric as follows:

SBDeu(N,D) = P (N)

n∏
i=0

qi∏
j=1

(Γ( ηqi )

Γ(Nij + η
qi

)

ri∏
k=1

Γ(Nijk + η
riqi)

Γ( η
riqi

)

(3)

Note that the function Γ(.) is inherited from BD, and
Γ(c) =

∫∞
0
e−uuc−1du [15].

Entropy: Entropy metric measures the distance between
the joint probability distributions of the network [15]. This
allows dependency information to be identified by com-
puting the mutual information (or entropy) between pair
of variables. Thus, a minimized entropy between a pair
of variables denotes dependency relationship, otherwise,
a large entropy implies conditional independence between
the variables [12][32]. While the entropy metric has been
successful in measuring dependency information for BN
classifiers, the local probabilities involved in the metric is
largely computed based on conditional independence as-
sumption given the data (i.e. using frequency counts for
independent variables). We suggest that a joint probability
of multiple sentiment evidences could improve the metric
in BN classifiers for the SC tasks. The metric is defined as
follows:

H(N,D) = −N
n∑
i=1

qi∑
j=1

ri∑
k=1

Nijk
N

log
Nijk
Nij

(4)

AIC: The AIC metric adds a non-negative parameter pe-
nalization to the entropy method [15], which could also be
improved by multiple sentiment evidences as in the case of
the entropy method. The metric is specified as follows:

SAIC(N,D) = H(N,D) +K (5)
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Where K is the number of parameters, such that K =∑n
i=1(ri − 1).qi.
MDL: The MDL metric is based on the minimum de-

scription length principle which selects a minimum repre-
sentative portion of the network variables through coding
[15]. The best BN is identified to minimize the sum of the
description length for the data. The metric is defined as
follows:

SMDL(N,D) = H(N,D) +
K

2
logN (6)

The use of MDL has not been investigated for sentiment
classification on its own except for selecting dependency
threshold between variables in BN. The study in [28],
suggests that the mean of the total cross-entropy error is
asymptotically proportional to logN

2N , which is why the en-
tropy metric is penalized in Equation 6.

In this paper, the proposed sentiment-dependent score
function is based on the Information Theory approach. The
approach uses the entropy-based conditional mutual infor-
mation (CMI) technique to measure the dependencies be-
tween the variables. The local probabilities for computing
the CMI between two variables are derived as joint prob-
ability resulting from multiple evidences of both variables
belonging to the same sentiment class. This is achieved
by using a multiclass approach that measures the CMI in
each sentiment class. The sum of the CMIs over the data is
thereafter penalized using the MDL principle as suggested
in [28].

4 Sentiment-dependent BN
As emphasized earlier, our motivation is to include sen-
timent information as part of the dependency criteria be-
tween the network variables. Similar to [12], we con-
structed a multi-class Full Bayesian Network and encode
the sentiment information within the CMIs that determine
the dependencies within the network.

C

x3x2x1

S S

Figure 1: Structural overview of SDBN.

Figure 1 shows the structure of a SDBN. In this figure,
C denotes the class node and the parent to all the variable
nodes x1, x2 and x3. The edges between variable x1 and

x2 and x3 represents dependencies between the variables.
The dashed directed lines from each sentiment component
S show the contribution of the sentiment information to the
dependencies.

The proposed SDBN is created from a sentiment depen-
dent score table (SDST) similar to the conventional CPT
which contains network parameters from the data. Given
a dataset D containing two or more sentiment classes, we
divide D into c subsets, where D1...Dc represent the senti-
ment classes which are present in D. Thus, for each subset
Dc, we create a SDST from the given data, and at the later
stage, we use the values in SDST to learn a full Bayesian
classifier.

Creating an appropriate CPT or SDST is challenging, es-
pecially when there is a sheer number of variables in the
given data [27]. In fact, local search algorithms such as K2,
Hill Climbing, TAN, Simulated annealing, Tabu search and
Genetic search have been developed to address this chal-
lenge [7]. Thus, we do not intend to repeat the sophisti-
cated local search process in our scoring technique. We
use a straight forward approach that computes CMI as the
dependency between a pair of variables, given a subset Dc.
The resulting scores for each pair of variables is stored into
the SDST. Equation 7 computes the CMI for a pair of vari-
ables. Note that this process is equivalent to the drafting
phase proposed in [27] or the Chow and Liu algorithm in
[33]. We can therefore focus on computing the local proba-
bilities P (xi) and P (xj) for the CMI. In this work, each lo-
cal probability encodes the sentiment dependency informa-
tion as a joint probability of multiple sentiment evidences.
We suggest that the joint probability is better than using the
ordinary variable presence or single frequency count.

CMI(xi, xj |C) =
∑
xi,xj ,c

P (xi, xj , c)

log
P (xi, xj , c)

P (xi|c), P (xj |c)

(7)

Alternatively, the CMI in Equation 7 can be computed
with Equation 7 for penalizing the default CMI for a pair
of variables, where Sλ(xi, xj) is the sentiment prior com-
puted from the multiple sentiment evidences for each vari-
able xi and xj .

CMI(xi, xj |C) =
∑
xi,xj ,c

P (xi, xj , c)

log
P (xi, xj , c)

P (xi|c), P (xj |c)
Sλ(xi, xj)

(8)

4.1 Local probabilities for CMI
In order to compute the local probabilities P (xi) and
P (xj), we adopt Bayesian probability [34], to calculate
the joint probability from multiple sentiment evidences.
Bayesian probability encodes a generative model or likeli-
hood p(D|θ) of the dataset with a prior belief p(θ) to infer
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a posterior distribution p(θ|D), see Equation 9. The idea
is to determine a favourable posterior information of a par-
ticular variable belonging to its observed class, such that,
the conditional mutual information between two dependent
variables xi and xj increases when the posterior informa-
tion for both variables in the same class is large.

p(θ|D) =
p(D|θ)p(θ)
p(D)

(9)

However, in sentiment oriented documents such as prod-
uct reviews, it is very common to observe variables that
belong to different classes in one sentiment class. [20] re-
ferred to such scenario as thwarted expectation. For ex-
ample, a “positive" review document may contain certain
“negative" words used to express dissatisfaction about an
aspect of a product despite some level of satisfaction that
the product might offer. With this kind of problem, it is
much probable that a dependency network that is learned
with ordinary frequency counts of each variable (regardless
of the sentiment class) would no doubt leads to inaccurate
sentiment classifiers.

Figure 2 shows a sample BN resulting from a product
review dataset upon performing attribute selection. In that
network, variable “After" has a 1.0 probability of belong-
ing to the negative and positive classes, respectively. Simi-
larly, variable “not" has a 0.723 probability of belonging to
a “positive" class rather than “negative". Every other vari-
ables in the network, has split probabilities between both
classes. Our aim is to remove such variables from the de-
pendency network or at least minimize its influence in the
network such that the quality of the network is improved
for sentiment classification.

Class

easy

perfect

notAftergreatlove return

back

Figure 2: An example Bayesian network from product re-
views.

In this work, we compute the posterior information for
each variable by considering its prior information and joint
likelihood or observation from all the sentiment classes
available in the data.

The prior information is computed using the natural sen-
timent or polarity scores from SentiWordNet [24]. Senti-
WordNet gives the polarity scores of corresponding synsets
for each English word. However, the polarity scores are of-
ten different for each of the synset entries. A synset con-

tains multiple semantic or polarity interpretation of a given
word. Each interpretation has three different polarities val-
ues. That is, a synset entry (word) would have a positive,
negative, and neutral polarity scores which varies depend-
ing on the semantic interpretation of the word. An example
of such words is “great". Its fourth synset entry in Senti-
WordNet has 0.25 positive, 0.625 negative, and 0.125 neu-
tral polarity scores, respectively.

In this work, we focus on the “positive" and “negative"
sentiments, thus we will only consider positive and neg-
ative polarity scores from SentiWordNet. The challenge
however, is to compute an absolute and single polarity
score for each word from its multiple synset entries. First,
we compute the score for each polarity independently and
then find the polarity that maximizes the other. The score
for the positive or negative polarity of all synset entries for
a given word is computed as follows:

scoreφ(w) =
1

ε

ε∑
i=1

Ec(ei) (10)

where scoreφ(w) is the score for each polarity of the given
word w, ε is the number of synset entries E for the word,
c is the polarity or category (i.e. positive or negative) and
ei is each synset entry. Thus, the prior or absolute polarity
score for w is computed as follows:

POLφ(w) = arg max
c∈C

scoreφ(w) (11)

where POLφ(w) is the maximum polarity score computed
with respect to either positive or negative category c from
all the syset entries.

We compute the likelihood information using a multi-
class approach. Given a set of sentiment classes C, the
probability of a variable belonging to its “first" observed
sentiment class, is calculated as a joint probability of inde-
pendently observing the variable in its first observed senti-
ment class (i.e.negative and positive) and every other senti-
ment classes, C1...Cn. Thus, the likelihood information is
computed as follows:

p(x1, ..., xC |D) =

C∏
c=1

p(xc|D) (12)

Where p(xc|D) is the probability of a variable x belonging
to a class c given the data D.

Given the data, our aim is to minimise the effect of the
variables which might have appeared in a wrong (false pos-
itive) class as a result of thwarted expectation that was sug-
gested in [20], thereby biasing the dependency structure.
Common examples are negation and objective words such
as not and After as illustrated with Figure 2. If the word
“not" for example, has a probability of 0.723 in a first ob-
served “positive" class and a probability of 0.496 in the
other negative class, then its likelihood of actually belong-
ing to the “positive" class would be 0.359. Note that each
probability is independent in this case as both probabilities
do not sum to 1.
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In addition, the prior or natural sentiment score (see
Equation 11) obtained from SentiWordNet regulates the
likelihood further, ensuring that the probability of a vari-
able belonging to its first observed class is also conditioned
on the natural sentiment class of the word which is indepen-
dent of the data. With variable not having a probability of
0.625 negative from SentiWordNet, the posterior Bayesian
probability is 0.149. This means the probability of the vari-
able belonging to the negative class is higher (i.e. 0.85),
and thus, should not be allowed to have strong dependency
on a “true positive" variable. We suggest that this tech-
nique is more reliable than using the highest probability
from both classes at the expense of accuracy (e.g. using
only 0.723 and without the prior).

Thus, using the Bayesian probability defined in Equation
9, we substitute the likelihood information p(x1, ..., xC |D)
to p(D|θ) and the prior information POLφ(w) to p(θ).
Note that P (D) is the sum of the two independent prob-
abilities used in the likelihood (i.e. 0.723 and 0.496).

4.2 Sentiment dependency score

Having computed the local probabilities P (xi) and P (xj)
using the Bayesian probability approach, we compute the
conditional mutual information as the dependency infor-
mation between pair of variables in each class. Thus, we
store the dependency information in the sentiment depen-
dent score table, SDST. Again, the SDST is similar to the
conventional CPT. The obvious difference is that sentiment
information have been used to generate SDST. However,
since we are using conditional mutual information to com-
pute dependencies between variables, certain dependency
threshold needs to be met in order to generate a reliable
sentiment dependencies between each pair of variables in
the SDST. As mentioned earlier, [28] suggested that the
mean of the total cross-entropy (mutual information) error
is asymptotically proportional to logN

2N . Using that MDL
principle, we defined the threshold value as follows:

Θxi,xj =
logNc
2Nc

(13)

where Θxi,xj
is the sentiment dependency threshold be-

tween a pair of variables xi and xj , Nc is the size of the
data for a particular training class. Note that we gener-
ated individual SDST for each sentiment class in our data.
In this work, a pair of variables xi and xj have strong
sentiment dependency and get stored into the appropriate
SDST, if and only if, the conditional mutual information
CMI(Xi, Xj |C) > Θxi,xj

. Otherwise, we store a zero
value to the corresponding slot in the SDST. CMI values
greater than zero in the SDST is then used to build the re-
sulting sentiment-dependent network structure for the ML
task. The process of generating SDST is shown in Algo-
rithm 1.

Algorithm 4 SDST(D)
Input : A set of labelled instances D.
Output : A set of Sentiment Dependent Score
Tables for all pairs of variables xi and xj .
Steps

1: Create a multi-class structure that partitions instances
D into subsets of classes Dc.

2: SDST1,...,C = empty.
3: for each subset Dc in D do
4: Compute the local probabilities P (xi) and P (xj)

with sentiment dependent information as in Equa-
tion 9.

5: Use the local probabilities to compute CMI for each
pair of variables xi and xj using Equation 7.

6: Compute the MDL threshold Θ with Equation 13.
7: if CMI > MDL threshold Θxi,xj then
8: Store the CMI into SDSTc columns xi, xj and

xj , xi, respectively.
9: else

10: Store 0 into SDSTc columns xi, xj and xj , xi,
respectively.

11: end if
12: end for
13: Return SDST1,...,C for a full Bayesian Network clas-

sifier

5 Experiments and results
We conducted set of experiments using the proposed
SDBN algorithm on 8 different product review domains.
We then compared the accuracy with a state-of-the-art sen-
timent classification technique.

5.1 Datasets and baselines

Our datasets consist of Amazon online product reviews 3

that were manually crawled by [35]. These include Health,
Kitchen, Software, Video, Books, DVD, Electronics, and
Grocery reviews. Each product domain consists of 1000
positive reviews and 1000 negative reviews, hence each do-
main has 2000 balanced set of instances. Note that 60%
training and 40% testing sets were used on all domains.

As baseline, we implemented the popular sentiment clas-
sification technique in [10] as a traditional sentiment classi-
fication benchmark on product reviews. The baseline tech-
nique produced subjective portions of reviews from our
datasets and were used with NB and the ordinary BN clas-
sifiers. Baseline-NB denotes the baseline using NB clas-
sifier and Baseline-BN represents the baseline with ordi-
nary BN classifier on the subjective portions of reviews, re-
spectively. We performed a grid search with 10-fold cross-
validation for the three algorithms and observed that both
SDBN and Baseline-BN gave best accuracies using Sim-
pleEstimator with α = 0.5 and K2 search algorithm with

3http://www.cs.jhu.edu/ mdredze/datasets/sentiment/
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the Bayes/K2 scoring function, while NB performed better
with the Kernel Estimator.

5.2 Data preparation
We implemented our algorithm within the
weka.classifiers.bayes package of the WEKA4 data
mining framework. The SentiWordNet library5 including
the lexicon file were also incorporated into the same
WEKA directory. Further, we prepared our datasets
according to the WEKA’s ARFF format by using the term
frequency-inverse document frequency (TF-IDF) from
the positive and negative reviews for each domain. Our
implementation also uses the discretization algorithm
within WEKA in order to reduce the classification error.
This technique also correct the missing values within the
training data.

5.3 Attribute selection
We evaluated the performance of the SDBN with reduced
attribute sets since attribute selection tends to improve
BN’s accuracy [16]. Thus, we ranked and reduced the set
of attributes for each of our dataset by using the “Attribute-
Selection" filter in Weka. Specifically, we used the Info-
GainAttributeEval evaluator with the ranker search algo-
rithm to select from the top-10 ranked attributes to the top-
1000 ranked attributes for each domain. Our experiment
showed better result with the top-ranked 100 attributes.

5.4 Results
As emphasised in Table 1, we observed the proposed
SDBN to have improved and sometimes comparable per-
formance with the baseline classifiers. SDBN recorded bet-
ter improvements on the Health and Kitchen domains. We
also note that the accuracies on the Amazon video reviews
seems to be lower than the accuracies that were reported
on the IMDb video reviews by [10]. We suggest that this is
a trade-off in sentiment classification on different datasets
and/or domains as could be observed in our experiment on
different Amazon domains. This could be investigated fur-
ther in our future work. We believe that increased size of
dataset, that is beyond the limited 1000 Amazon reviews,
could further improve the accuracy of the SDBN classifier.

We also performed experiment using the SDBN for top-
10, top-20, top-30, top-50, and top-100 attributes alone as
shown in Table 2. The results showed that the performance
of the SDBN increased steadily up to the best accuracy
given by the top-100 attributes. We believe this is an in-
dication that the performance of the SDBN could increase
with much larger datasets. In addition, we compared be-
tween the performance of the top-10 to top-100 attributes
for SDBN and the two baselines on the top three domains
with better accuracy: Health, Kitchen, and Video. Figures

4http://www.cs.waikato.ac.nz/ml/weka/
5http://sentiwordnet.isti.cnr.it/download.php

Table 1: Accuracies of SDBN and baseline classifiers on
Amazon product reviews.

Dataset SDBN Baseline-
BN

Baseline-
NB

Health 80.2% 78.9% 78.6%
Kitchen 82.3% 80.5% 81.8%
Software 78.7% 78.6% 78.7%
Video 75.4% 75.2% 74.9%
Books 77.7% 77.5% 77.3%
DVD 77.6% 77.6% 77.5%
Electronic 79.9% 79.8% 79.7%
Grocery 86.7% 86.7% 86.5%

3, 4, 5,and 6 show consistent improvement with increasing
attributes for the SDBN compared to the baselines.

Table 2: Accuracies of SDBN on Top-10 to Top-100 at-
tributes.

Dataset Top-10 Top-20 Top-30 Top-50 Top-
100

Health 67.4% 70.7% 73.4% 76.9% 80.2%
Kitchen 71.4% 74.8% 77.2% 79.0% 82.3%
Software 69.7% 73.4% 75.4% 76.1% 78.7%
Video 63.5% 68.6% 72.3% 75.1% 75.4%
Books 68.4% 71.1% 73.6% 75.3% 77.7%
DVD 68.1% 72.3% 73.8% 75.7% 77.6%
Electronic 67.0% 70.1% 70.5% 75.8% 79.9%
Grocery 69.9% 75.9% 80.0% 83.0% 86.7%

As shown in Table 3, we also performed experiment by
using SDBN with other scoring functions reported in Sec-
tion 3.2 using the top-100 attributes, which gave better ac-
curacy. Our observation shows that those scoring func-
tions did not improve the result for SDBN beyond the
Bayes/K2 scoring function used in the earlier experiments.
This is consistent with the comparative study conducted in
[15] on BN scoring functions. Overall, we have observed
the SDBN classifier to have reasonable performance that
shows a promising research pathway for using Bayesian
Network as a competitive alternative classifier for senti-
ment classification tasks.
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Figure 3: SDBN vs. baselines for top-10 to top-100 at-
tributes on Health domain.
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Figure 4: SDBN vs. baselines for top-10 to top-100 at-
tributes on Kitchen domain.

Table 3: Accuracies of SDBN with different scoring func-
tions on Amazon product reviews.

Dataset K2 BDeu Entropy AIC MDL
Health 80.2% 76.3% 76.3% 76.1% 76.1%
Kitchen 82.3% 75.3% 73.4% 75.2% 75.2%
Software 78.7% 73.1% 73.1% 73.1% 73.1%
Video 75.4% 73.5% 74.4% 72.8% 73.5%
Books 77.7% 70.9% 70.1% 71.1% 71.1%
DVD 77.6% 71.8% 70.0% 71.7% 71.7%
Electronic 79.9% 77.0% 76.2% 76.2% 77.2%
Grocery 86.7% 79.2% 80.0% 80.2% 79.3%

There are some limitations in the use of SentiWordNet
though. For example, because there are many domain spe-
cific or technical terms (e.g. brand names) that were used
in the product reviews, sentiment priors of those terms re-
turned zero (i.e. neutral) as they are neither negative nor
positive. This might have affected the sentiment dependen-
cies within the network structure.
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Figure 5: SDBN vs. baselines for top-10 to top-100 at-
tributes on Video domain.
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Figure 6: SDBN vs. baselines for top-10 to top-100 at-
tributes on Books domain.

6 Conclusion

In this study, we have proposed a sentiment-dependent
Bayesian network (SDBN) classifier. The proposed SDBN
uses a multi-class approach to compute sentiment depen-
dencies between pairs of variables by using a joint proba-
bility from different sentiment evidences. Thus, we calcu-
lated a sentiment dependency score that penalizes existing
BN scoring functions and derived sentiment dependency
network structure using the conditional mutual information
between each pair of variables in a dataset. We performed
sentiment classification on eight different Amazon product
domains with the resulting network structure. Experimen-
tal results show that the proposed SDBN has comparable,
and in some cases, improved accuracy than the state-of-the-
art sentiment classifiers. In the future, we will experiment
with SDBN on large scale Amazon SNAP datasets and the
Hadoop platform.
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Data in real world applications are in most cases linguistic information that are ambiguous and uncertain.
Hence, such data should be handled by fuzzy set representation schemes to increase expressiveness and
comprehensiveness. Moreover, mining these data requires ways to generate automatically useful infor-
mation/knowledge through a set of fuzzy rules. This paper proposes a novel system called FuAGGE that
stands for Fuzzy Automatic Generator Genetic Expression. The FuAGGE approach uses a grammar based
evolutionary technique. The grammar is expressed in the Backus Naur Form (BNF) and represents a fuzzy
set covering method. The grammar is mapped into programs that are themselves implementations of fuzzy
rule-based learners. Binary strings are used as inputs to the mapper along with the BNF grammar. These
binary strings represent possible potential solutions resulting from the initializer component and the build-
ing blocks from Weka, a workbench that contains a collection of visualization tools and algorithms for data
analysis and predictive modeling. This operation facilitates the induction process and makes induced pro-
grams shorter. FuAGGE has been tested on a benchmark of well-known datasets and experimental results
prove the efficiency of the proposed method. It is shown through comparison that our method outperforms
most recent and similar, manual techniques. The system is able to generate rule-based learners specialized
to specific domains, for example medical or biological data. The generated learners will be able to pro-
duces efficient rule models. The produced rule models will achieves more accurate classification for the
specific used domain.

Povzetek: Razvit in testiran je algoritem FuAGGE za učenje mehkih pravil, ki omogoča učenje s slovnico,
prilagojeno vsaki problemski domeni.

1 Introduction

Fuzzy systems have gained popularity due to their ability
to express ambiguous and uncertain information in various
real-world applications [1, 2, 3]. Hence, in order to take
advantage of the well-established foundations of predicate
logic-based expert systems, researchers focus on extract-
ing fuzzy knowledge from available numerical data [4].
Yet, in [5], the authors propose a fuzzy extension of a rule
learner called FILSMR, where they apply fuzzy set con-
cepts [6] to the algorithm PRISM [7]. Later on, Wang and
al proposed an algorithm called Fuzzy-AQR [8], where
they introduced a seed that represents the highest member-
ship to the positive set. It is used to generate an initial rule
which should cover the seed. In [9], Van Zyl and al pro-
pose FuzzConRi. It is mainly based on the CN2 method
[10]. FuzzConRi is composed of two layers: The upper
layer uses a set covering approach, while the lower one is
used to induce a single rule. Later on, in [11, 12], the
same previous authors propose the Fuzzy-BEXA frame-
work. This framework consists of three layers: The top

layer implements a set covering approach, the middle layer
uses heuristics to guide the search, and the lower layer is
dedicated to refining conjunctions. Huhn and al introduced
a new rule learner called FURIA [13]. This is a fuzzy ex-
tension of the RIPPER algorithm [14], except the fact that
it learns fuzzy unordered rule sets instead of conventional
rule lists. It also uses a rule stretching method to solve the
problem of uncovered records. In 2014 Swathi et al [15]
used fuzzy classification entropy to generate fuzzy deci-
sion tree (FDT) and later the parameters of FDT are tuned
to further increase the accuracy of FDT. Nevertheless, all
of existing methods in the current literature rely on design-
ing fuzzy rule learners manually .In this work we present
a grammar evolution based system that automatically gen-
erates such rules. We believe that automating the process
of writing fuzzy rule based classifiers can highly improve
the efficiency of such classifiers. Yet, an automatic genera-
tion of fuzzy rule based classifiers alleviates the burden of
writing long source codes. The proposed system relies on a
grammar that represents the overall structure for fuzzy set
covering approaches.
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The paper is composed of six sections in addition to the
above introduction: Section 2 describes the Grammatical
Evolution method. Section 3 describes the fuzzy rule-based
classifiers and their features. Section 4 illustrates the auto-
matic generation of fuzzy rule learners. Section 5 offers a
description of how the system automatically generates rule-
based learners. Section 6 presents the results obtained with
the proposed system, and finally section 7 concludes the
paper.

2 Grammatical evolution

Grammatical Evolution is a special case of grammar-based
genetic programming that uses a mapping procedure be-
tween the genotypes and the phenotypes of individuals
[16]. Grammatical evolution can generate complete pro-
grams in an arbitrary programming language using popu-
lations of variable-length binary strings. These computer
programs are solutions to a given problem [17, 18]. When
using Grammatical Evolution to generate solutions to a
given problem, there is no need to pay attention to the
genetic operators and how they are implemented: Gram-
matical Evolution ensures the validity of the generated pro-
grams for free. As described in [19], Grammatical Evolu-
tion applies concepts from molecular biology to the repre-
sentational power of formal grammars [20]. The genotype-
phenotype mapping in Grammatical Evolution has the ad-
vantage, over solution trees used in traditional Genetic Pro-
gramming, to allow operators to act on genotypes. By anal-
ogy to biological DNA, a string of integers that represents
a genotype is called a chromosome, and the integers that
compose a chromosome are called codons. A Backus Naur
Form grammar definition must be introduced prior to us-
ing Grammatical Evolution to solve a given problem. This
grammar describes the output language produced by the
system in [21, 22], and is used along with the chromo-
somes in the mapping process, which consists of mapping
non-terminals to terminals, and completed through convert-
ing the binary string data structure into a string of integers,
which is finally passed from the genetic algorithm on to
the Grammatical Evolution system. The string of integers
then goes through a translation process, where rules of the
BNF grammar are selected. The production rules, which
can be considered equivalent to amino acids in genetics, are
combined to produce terminals, which are the components
making up the final program. One problem that can oc-
cur when mapping binary strings is the production of short
genes, meaning we run out of genes, but there are still some
non-terminals to map. A solution to this issue is to wrap out
the individuals, and to reuse the genes. A gene can be used
several times in the mapping process. It is also possible
to declare some individuals as invalid by penalizing them
with a suitable harsh fitness value. The rules selection is
performed by using the mod ulo operator, and every time a
codon (an integer) is read, it is divided by the number of the
rule’s choices. The remainder of this division is the num-

ber of the rule to be selected. Grammatical Evolution can
be used to automatically generate fuzzy classifiers by us-
ing a grammar that represents the overall structure of these
fuzzy classifiers. The initial population which is a group of
individuals (integer arrays) is used along with the grammar
in the mapping process. The GE Mapper produces pheno-
types (fuzzy classifiers) which are evaluated using the fit-
ness function. Phenotypes go through an evolution process
in the Search Engine until a stopping criterion is met and a
best fit fuzzy classifier is found. The different modules of
the whole Grammatical Evolution approach are illustrated
in Fig. 1.

3 Fuzzy rule induction

One of the main and most studied tasks of data mining is
classification, which aims at predicting to which class be-
longs a certain element according to any given classifica-
tion model. The classification model can be a set of deci-
sion rules extracted, using a given dataset, and which rep-
resents local patterns of a model in this dataset. Decision
rules can be extracted from other knowledge representa-
tions such as Decision Trees [23]. Moreover, they can be
drawn out directly from the training set, or may also be in-
duced by using evolutionary algorithms, more specifically,
genetic algorithms or genetic programming. Fuzzy set the-
ory lead researchers to look for fuzzy alternatives for data
mining problems such as fuzzy induction learners, fuzzy
decision trees, and fuzzy clustering. The present work fo-
cuses on the sequential covering rule induction paradigm.
The fuzzy version of the sequential covering paradigm is
called fuzzy set covering. The proposed idea is to train one
rule at a time, remove the examples it covers, and repeat
the process until all data is fully covered, as described in
[24]. There are plenty of proposed algorithms that follow
the fuzzy set covering paradigm. These algorithms usu-
ally differ in some components such as the search mech-
anisms [25]. There are three different search strategies:
The bottom-up one starts with a random sample from the
dataset, then generalizes it; The top-down strategy starts
with an empty rule, then specializes it by adding precon-
ditions to it; Finally the bidirectional strategy, which is the
least common one, allows to either generalize or specialize
the candidates. There are also two different categories of
search methods. The most used ones are the greedy method
(ex: FILSMR [7]) and the beam method (ex: FuzzConRi
[9], FuzzyBEXA [12]). Covering algorithms have differ-
ent ways to evaluate rules. Some of the existing meth-
ods are: The fuzzy entropy (ex: fuzzy ID3 [26]), the
Laplace estimation (ex: Fuzzy- BEXA [12], FuzzConRi
[9]), the Fuzzy Bexa framework (fuzzy purity, the fuzzy
ls-content and fuzzy accuracy function), and the fuzzy info
gain (ex: FILSMR [6], Fuzzy-AQR [8]). The final compo-
nent that differentiates covering algorithms is the pruning
method, which consists in handling over fitting and noisy
data. There are two types of pruning: pre-pruning that deals
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Figure 1: Grammatical Evolution Modules

with over fitting and noisy data, and post-pruning that deals
with rejection and conflicts in order to find a complete con-
sistent rule set. Pre-pruning offers the ability to obtain a
high-speed model, while post-pruning helps getting sim-
pler and more accurate models. The grammar we use is a
context-free grammar in Backus Naur form that contains
all elements necessary to build a basic fuzzy rule learner,
following the fuzzy set covering paradigm. It contains 19
production rules, each one representing non-terminal sym-
bols, and 40 terminal symbols describing the elements. The
grammar produces fuzzy rule set without any specific order
needed when applying them. This process provides differ-
ent initialization, refinement, and evaluation techniques.

4 Automatic generation of fuzzy rule
learners

To build a system that is able to generate fuzzy rule-based
learners, we used a context-free grammar that represents
the whole structure of the sequential fuzzy set covering
paradigm (Fig. 2). This grammar was built after review-
ing different fuzzy rule set inducers in the existing liter-
ature. It contains 19 rules and 40 terminals, where each
terminal stands for a building block performing an action.
Algorithm 1 illustrates the building block represented by
the terminal Include1Selector in the rule number 11 in the
grammar. It is worth mentioning that this method is the first
one quoted in the literature that automatically generates a
fuzzy rule induction algorithm. To do this, we put in place
a grammar evolution scheme. The decision rules model has
been selected on the basis of intuitiveness and comprehen-
siveness. In the following section, we propose a system
that combines Grammatical Evolution with a context-free
grammar, in order to generate code fragments possessing
the ability to generate accurate, noise-tolerant, and com-
pact decision fuzzy rule sets.

Algorithm 5 Include1Selector (rule R).

1: refinements = ∅
2: for i = 0 to i < numberAtt do
3: for for j = 0 to j < numberVal(Atti) do
4: newAntecedant = R U (Atti,V alj)
5: refinements = refinements U newAntecedant
6: end for
7: end for
8: return refinements

4.1 Proposed system: FuAGGE

The suggested method includes five main components. To
start, all what we need is a grammar that represents the
overall structure of all manually designed fuzzy rule learn-
ers that obeys to the fuzzy set covering technique. We use
some building blocks from Weka, which is a workbench
that contains a set of visualization tools and a set of algo-
rithms for data analysis and predictive modeling. This step
will help reading the dataset files, and testing the newly
generated rule based learners. It might be seen as "code
reusing". We also need some machine learning datasets in
order to train and test the newly generated learners. The
datasets we used were taken from the UCI machine learn-
ing repository [27]. Indeed, we need several and various
datasets, so that when fuzzy rule learners (candidate solu-
tions) are trained, these are not tailored to a specific do-
main. Finally, we have to take care of the mapper of the
Grammatical Evolution [17], modified in such a way that
when it reads terminals, pieces of Java code representing
these terminals actions are generated. At this stage, we
used the GEVA framework to implement the whole sys-
tem [18]. The most important component of our system
is the mapper, which must have the ability to read the in-
teger values from the chromosomes / candidate solutions
that are called in this paper the FuAGGE classifiers. Then,
we had to choose the appropriate corresponding rule to
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a given non-terminal, import some of the already coded
Weka building blocks, and insert them along with the ter-
minals corresponding to Java code into the Java class that
builds the new FuAGGE classifier. Fig. 2 represents the
whole system and its modules. Individuals in this system
are represented as integer arrays that are to be mapped to
the fuzzy rule learners. Every array is read one integer at
a time [28], and every integer is divided by the number
of choices of the current rule. The number of the rule to
be chosen and applied next is the remainder of the division
(Eq. 1), where N is the currently read integer, Nc is the
number of choices of the next rule to apply, and Idrule is
the identifier of the rule selected by the mapper. This rule
will be mapped into Java code (Fig. 3).

N mod Nc = Idrule (1)

When using Grammatical Evolution to solve a given
problem, we need a measure that favors the selection of the
best individuals among a population of possible solutions.
The metric, also called the fitness function, used in this
work to evaluate the FuAGGE classifiers generated during
the evolution process, is the accuracy method. After the
initialization of the first population, individuals go through
the mapping process and are integrated into Java programs
(FuAGGE classifiers), which are the actual classifiers that
need to be compiled and executed (trained and tested) using
different datasets. Each fuzzy rule learner has a set of dif-
ferent accuracies accuracy per dataset). The average of all
these accuracies is used as the classifiers overall accuracy,
so we are able to compare the different FuAGGE classifiers
over a population. The following equation defines the over-
all accuracy of a FuAGGE classifier in a given population.
acci;j represents the accuracy of the FuAGGE classifier i
using the dataset j, and h is the number of datasets:

f(i) =

h∑
j=0

accij

h
(2)

When using Grammatical Evolution, we do not need
to check the off-springs generated after a mutation or a
crossover operation, because the genetic operators are ap-
plied on genotypes: Since these are represented by integer
arrays, a crossover or a mutation operation over them gen-
erates the same type of arrays, which are then mapped us-
ing the grammar. This might not be always the case if we
were using the Context Free Grammar Genetic Program-
ming method, because the genetic operators are applied on
the phenotypes (syntax trees), and this may generate un-
suitable off-springs.

5 Experimental results and
discussion

Three components are needed so that the system can start
the evolution process: The grammar introduced in section.

4, the meta datasets, and finally the Grammatical Evolu-
tion parameters. The parameters have been set as follows:
the number of generation has been set to 60, the population
size to 150, the mutation probability to 1%, the crossover
probability to 80%, and the selection method is the tourna-
ment selection with generational replacement. We should
note here that all these parameters have been fixed empiri-
cally after that we analyzed a certain number of trials and
experimentations.

In order to evaluate the newly generated fuzzy learn-
ers, we computed the accuracies of two manually designed
fuzzy rule learners using all ten datasets. The last col-
umn of Table 1 reports accuracies of the new generated
fuzzy learners (FuAGGE classifier), while the remaining
columns shows the accuracies of the two manually de-
signed classifiers (Furia, Fuzzy CN2). The upper six rows
reports the accuracies of the fuzzy rules sets generated by
the FuAGGE-classifier, and the two baseline ones show the
accuracies using only the meta-training set (each row rep-
resents the test accuracy of a single set from the meta train-
ing set). These accuracies are reported here to show the
success of the training phase, while the lower four rows of
the table show the predictive accuracies of the FuAGGE-
classifier for sets that were part neither of the training, nor
of the validation phase.

After the grammar has been created, the data prepared,
and the implementation and testing phases launched, the
system proved its ability to produce rule learners that are
competitive with manually designed learners. We can
clearly see the performance of these formers in Table 1.
We should clarify that these accuracies were calculated by
averaging the accuracies of the fuzzy rule model generated
by the FuAGGE-classifier for each test set over the 10 iter-
ations of the 10-fold-cross-validation method used during
experiments. This also applies to the rest of the benchmark
rule based learners used for purpose of comparison. It is
worth mentioning that in Table 1, the new generated fuzzy
learners has almost the same results as the other methods,
and if we compare only the baseline methods with each
other’s we can clearly notice that the Fuzzy CN2 records
5 wins over 1 for Furia even though Furia is more sophis-
ticated: It uses a growing, pruning and optimization phase
just like the crisp version RIPPER and a fuzzy rule stretch-
ing method. Now if we look at the FuAGGE-classifier
accuracies, we can notice how close these accuracies are
to the baseline algorithms accuracies, which is very inter-
esting due to the fact that the FuAGGE-classifier is auto-
matically generated, and this removes a great deal of hu-
man time coding tasks. Human designers can easily go
wrong when parameterizing an algorithm during the design
process, contrariwise the chance of having wrong parame-
ters when using automatic evolution of algorithms is very
low. The last four rows show that the FuAGGE- classifier
records 1 win against the baseline classifiers (Puba), and an
equality with Fuzzy CN2 (Haberman). For the Ion dataset,
the FuAGGE results are very close to the best accuracy
(90.38% versus 91.17%). These results prove that the pro-
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Figure 2: The Fuzzy Set Covering Grammar.

Figure 3: Integer Arrays to a Java Code Mapping Process.

posed approach is very promising. However, the FuAGGE
system is time consuming while evolving FuAGGE clas-
sifiers and requires high computational power. Actually, if
run on an ordinary computer, the evolution process can take
up to one week of continuous calculation. We should also
note that this version of the system does not handle miss-
ing values. The system eliminates instances with missing
value before using the datasets. We should also note that
this version uses only numeric attributes. And finally, the
data has been fuzzified manually which is really time con-
suming . This should be tackeled in the next version of
the system by giving it the ability to handle missing values
either by replacing missing values with the mean or me-
dian of the current class, or by the most common attribute
values. We could also give the system the ability to auto-
matically fuzzify data, this can be done simply by coding
the steps required to fuzzify the data, or by following a
method proposed by Swathi et al. [29, 30] which converts
numerical attributes into fuzzy membership functions using
fuzzy clustering. Swathi et al. [30] presented two heuris-

Table 1: Accuracy rates (%) using both meta-sets.

Furia Fuzzy-CN2 FuAGGE Classifier

Iris 92.06 95.20 95.13
Pima 75.65 79.10 60.20
Glass 69.63 65.90 70.43
Wine 65.82 97.90 59.81
Vehicle 70.57 73.30 73.58
Wbc 95.28 98.11 96.26
Ecoli 83.63 83.90 79.82
Ion 91.17 89.50 90.38
Puba 67.83 57.44 70.10
Haberman 72.55 72.92 72.91

tic algorithms for the estimation of parameterized family of
membership functions, namely, triangular and trapezoidal.

Table 2 presents the accuracies of rule-based learners
generated using our proposed system AGGE [31] in the
first column, and those generated using the fuzzy exten-
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Figure 4: Modules of the proposed system.

AGGE Classifier FuAGGE Classifier

Iris 95.09 95.13
Ion 88.14 90.38
Pima 75.34 60.20
Wine 92.03 59.81
Vehicle 90.03 73.58
Glass 62.69 70.43
WBC 94.93 96.26
Ecoli 73.24 79.82
Haberman 67.45 72.81
Puba 76.44 70.10

sion presented in this paper FuAGGE in the second col-
umn. It is worth noting that the parameters were set as fol-
lows: generations=60, population size=150, crossover=0.8,
mutation=0.1, for both AGGE systems. The upper 6 rows
represent the accuracies using the meta training set, and
the lower rows the accuracies using the meta testing sets.
We notice that even though the grammar used for the
FuAGGE system is very straightforward, the system’s clas-
sifiers recorded 7 wins versus 3 wins for the crisp AGGE
classifiers. This is due to the efficiency of fuzzy systems
versus crisp ones in the classification domain. FuAGGE
proves to be more interesting than AGGE in terms of the ef-
ficiency of its generated classifiers. However, if the number
of generations or the mutation and crossover rates are too
high, we might lose the efficiency of the system because of
the destructive nature of its operators. Accordingly, setting
AGGE and FuAGGE parameters is highly sensitive.

6 Conclusion
In this paper we present a new approach able to automat-
ically produce fuzzy rule-based learners. The system is
mainly based on a BNF context free grammar representing
the overall structure of the baseline fuzzy rule learners. It
also applies the concept of Grammatical Evolution to pro-
duce the best fit rule learner. Experiments on a commonly
used data benchmark show that it is possible to automat-
ically produce rule learners that can compete with manu-
ally designed ones, even with a basic grammar. This is
of great importance, because the proposed method reduces
the burden of writing manually thousands of lines of source
code, and offers a better parameterizing of programs. Our
method can be easily extended to a wide range of appli-
cations, provided that sufficient related data is available.
This may open interesting opportunities and new trends in
data mining and computational intelligence. For instance,
our system could produce rule based learners dedicated to
medical data, biological data, or physics and engineering
data. Algorithms would be parameterized in a way to bet-
ter fit a specific domain and as a result, would achieve more
accurate results in this particular field. Another way of ex-
tending the system is to change the grammar to make the
system capable to generate other data mining algorithms,
such as clustering or fuzzy clustering algorithms.
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For many decades, numerous organizations have launched software reuse initiatives to improve their 

productivity. Software product lines (SPL) addressed this problem by organizing software development 

around a set of features that are shared by a set of products. In order to exploit existing software 

products for building a new SPL, features composing each of the used products must be specified in the 

first place. In this paper we analyze the effectiveness of overlapping clustering based technique to mine 

functional features from object-oriented (OO) source code of existing systems. The evaluation of the 

proposed approach using two different Java open-source applications, i.e. “Mobile media” and 

“Drawing Shapes”, has revealed encouraging results. 

Povzetek: Prispevek vpelje novo metodo generiranja spremenljivk za ponovno uporabo objektno 

usmerjenih sistemov. 

1 Introduction 
A software product line, also known as software family, 

is “a set of software-intensive systems sharing a 

common, managed set of features that satisfy the specific 

needs of a particular market segment or mission and that 

are developed from a common set of core assets in a 

prescribed way”  [6]. A feature represents a prominent or 

distinct aspect that is visible to the user, a quality, or a 

system characteristic [16]. There are two types of 

features: (1) the commonalities, that must be included in 

all products, and (2) the variabilites, which are shared by 

only some of them. A feature model (FM) provides a 

detailed description of the commonalities and 

variabilities, specifying all the valid feature 

configurations. Driven by the software industrial 

requirements, i.e. cost and time-to-market, several 

organizations have therefore chosen to convert to a SPL 

solution. Such a migration can be achieved using one of 

three major adoption strategies: proactive, reactive, 

extractive [19]. Using a proactive approach, the 

organization analyzes, designs and implements a SPL to 

support all anticipated products (which are within the 

scope of the SPL). With the reactive approach, 

organizations develop their SPLs in an incremental 

manner. This strategy is appropriate when the 

requirements of new products in the SPL are somehow 

unpredictable. The extractive approach is used to 

capitalize on existing software systems by extracting 

their commonalities and variabilities. Since the proactive 

strategy is the most expensive and exposed to risks [19], 

most researchers are now interested in reengineering 

commonalities and variabilities from existing systems.  

On this matter, the type of artifacts to be used in the 

SPL reengineering process seems of great importance, 

since it strongly impacts the quality of the results, as well 

as the level of user involvement in this process. Most of 

the existing SPL extractive approaches use various types 

of artifacts such as FMs of existing systems, 

requirements documents or other additional data. 

However, most of the requirement documents are written 

in natural language and, therefore, suffer from several 

problems such as scalability, heterogeneity and 

ambiguity [21, 26]. The software documentation on the 

other hand may be obsolete after making several changes 

to the code without updating its documentation. In 

addition, it happens that some systems are not yet 

equipped with a FM, knowing that it is indispensable 

throughout the entire SPL development cycle. In order to 

obtain a FM of an old system, commonalities and 

variabilities that characterize such a system must be 

identified and documented. The manual construction of a 

FM is an expensive and greedy task [33]. Hence, 

assisting this process would be of great help. 

In this article, we propose a new approach which 

mines features from Java source code of an existing 

system for disentangling stakeholder goals. Compared to 

the existing approaches that mine features, the novelty of 
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the proposed approach is that it provides a generic and 

reusable features catalogue for a software variant instead 

of generating a single FM which is specific to a set of 

product variants. We use an overlapping clustering 

algorithm in order to minimize the information loss. In 

the proposed approach, Java programs’ elements 

constitute the initial search space. By conducting a static 

analysis on the target system, we define a similarity 

measure that enables to proceed through a clustering 

process. The result is subgroups of elements each of 

which represents a feature implementation. The number 

of clusters is automatically calculated during the mining 

process which decreases the expert involvement.   

The remainder of this paper is structured as follows: 

Section 2 presents the state of the art and motivates our 

work. Section 3 describes, step by step, our proposed 

approach for features reengineering using Java source 

code of existing systems. Section 4 reports the 

experimentation and discusses threats to the validity of 

the proposed approach. Finally, Section 5 concludes and 

provides perspectives for this work. 

2 State of the art 
This section carries out a survey of leading papers 

describing the work carried out so far which are related 

to reverse engineering feature models. Depending on the 

type of artifacts used as input, one can distinguish two 

main subgroups of studies that aim to extract FMs: (1) 

documentation-based approaches and (2) source code-

based approaches. 

2.1 Documentation-based techniques 

Extraction of FMs from legacy systems can benefit from 

the existing experience in reverse engineering works. 

The approach proposed by Graaf et al. [14] consists in 

migrating an existing architecture to a SPL using 

automatic model transformations. The transformation 

rules used are defined using ATL (Atlas Transformation 

Language). Thus, migration can only be possible if the 

variability is defined by a meta-model. 

Niu et al. [22] present a new approach based on 

clustering, information theory, and natural language 

processing (NLP) to extract features by analyzing 

functional requirements. They use an overlapping 

clustering algorithm. NLP technique is used to define the 

similarity between the attributes of FRP (functional 

requirement profiles); FRPs are abstractions of functional 

requirements. However, the FRPs and their attributes 

must be prepared manually which implies a considerable 

human effort. 

Rashid et al. [26] propose a technique based on NLP 

and clustering for automatic construction of FM from 

heterogeneous requirements documents. However, the 

FM generated by their approach was of great size 

compared with a manually created FM. Hence, the 

intervention of an expert is always needed to perform pre 

and/or post-processing. The authors explain that this 

problem is caused by the used clustering algorithm and 

irrelevant information contained in the inputs. 

Haslinger et al. [15] present an algorithm that reverse 

engineers a FM for a given SPL from feature sets which 

describe the characteristics each product variant 

provides. The features used were obtained by 

decomposing FMs retrieved from an online repository. 

Experiments have shown that the basic FMs calculated 

by this algorithm are identical to the initial models 

retrieved from the repository. 

Ziadi et al. [33] propose an automatic approach to 

identify features for a set of product variants. They 

assume that all product variants use the same vocabulary 

to name the program elements. However, given that their 

approach uses UML class diagrams as inputs, it doesn’t 

consider the method body. In addition, their approach 

identifies all common features as a single mandatory 

feature (a maximal set), that is shared by all the product 

variants.  

Ryssel et al. [27] present a technique based on 

formal concept analysis (FCA) that analyzes incidence 

matrices containing matching relations as input and 

creates FMs as output. The matrix describes parts of a set 

of function-block-oriented models. Compared to other 

FCA-based approaches, their approach uses optimization 

techniques to generate the lattices and FMs in a 

reasonable time. 

2.2 Source code-based techniques 

There exist very few studies that have addressed the 

problem of reverse engineering FMs using the source 

code as a starting point. Kästner et al. [17] propose a 

tool, Colored IDE (currently known as the CIDE tool), to 

identify and mark code fragments that correspond to 

features. However, the process is still manual and it 

depends on the experience of the tool user. The CIDE 

tool seems to be more useful in feature-oriented 

refactoring tasks. 

Loesch et al. [20] propose a new approach for 

restructuring an existing SPL. Their FCA-based approach 

consists in analyzing real products configuration files 

used in a given SPL, and building a lattice that provides a 

classification of variable features usage in product 

variants. This classification can be used as a formal basis 

in interactive tools in order to restructure the variabilities. 

Paskevicius et al. [23] propose a framework for an 

automated generation of FM from Java source code using 

static analysis and conceptual clustering. The approach 

uses as input the dependency graph (DG) of a targeted 

software system. The DG is transformed into a distance 

matrix that must be analyzed using the CobWeb 

algorithm [12] in order to create a features hierarchy. 

This latter is used to generate the final FM as Feature 

Description Language (FDL) descriptors and as Prolog 

rules. Their approach may be useful during the partial 

configuration of a given system, for example, to derive a 

light version of a system. 

Al-Msie’deen et al. [25] propose an approach for 

generating FMs from Java source code of a set of 

existing systems. They suppose that the analyzed systems 

use the same vocabulary to name the program elements, 

i.e. product variants belonging to the same SPL. First, 
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they explore candidate systems to extract OO building 

elements (OBE). These items are then analyzed 

combining FCA analysis, Latent Semantic Indexing 

(LSI), and structural similarity to identify features. Their 

approach has given good results. However, the analyzed 

systems may not use the same vocabulary to name OBEs, 

which means that the used lexical similarity cannot be 

always reliable. 

2.3 Synthesis 

As we can see from the preceding sections, most of the 

existing approaches that address the problem of reverse 

engineering FMs from existing systems are semi-

automatic, and use the documentation and textual 

descriptions as inputs. However, such a practice involves 

several challenges. Although the input data type in a 

given approach is strongly linked to its purpose and 

usage type, the abstraction level and formalization of 

such data must also be considered. Ziadi et al. [33] use as 

input the parts of UML class diagram, which is likely to 

omit many details related to the variability in the 

program implementation. FM generated from 

requirements in [26] was imprecise and very large. The 

authors justified their finding by the heterogeneous and 

especially textual nature of the inputs. These latter are 

likely to be filled with imprecise language commonly 

used in conversations. Besides the ambiguity, scalability 

is a problem in the context of SPL. Indeed, we can find a 

significant number of documents associated with a given 

product variant, each of which is very large in terms of 

size. Other works such that given by Haslinger et al. [15] 

use a set of FM of existing systems in order to derive the 

SPL’ feature model. However, existing systems do not 

always have a FM, and even if exists it may not be up to 

date and, therefore, does not truly reflect the variabilities 

of these systems.  

Regarding the used technique, the majority of 

approaches use classification, since it is the most suitable 

for the problem of FM generation. Some approaches 

have used a clustering technique to generate FMs. 

Paskevicius et al. [23] consider the hierarchy generated 

by the Cobweb algorithm as a FM, while there is simply 

not enough information in the input data in order to 

decide one preferred hierarchy. Moreover, the use of a 

simple clustering algorithm to generate disjoint groups of 

program elements can cause information loss, since a 

program element can be part of more than one feature 

(crosscutting concerns). Niu et al. [22], address the 

overlapping problem using an overlapping partitioning 

algorithm called OPC [5]. Nevertheless, the OPC 

algorithm requires four parameters to be specified by the 

user, which significantly minimizes the automation of the 

task.  

Besides clustering, many researchers have used FCA 

analysis to extract FMs while taking into account the 

overlap problem. However, there is a limit in the use of 

FCA. Indeed, not only FCA does not assure that the 

generated features (formal concepts) are disjoint and 

cover the entire set of entities [30], but it is also exposed 

to the information loss problem. For example, in [25], 

cosine similarity matrices are transformed into a (binary) 

formal context using a fixed threshold. The information 

loss caused by such a sharp threshold usage may affect 

the quality of the result, as claimed by the authors in [2]. 

The REVPLINE approach proposed by Al-Msie’Deen et 

al.  [2, 25] generates SPL features using as inputs the 

source code of product variants. They suppose that 

analyzed products are developed with copy-paste 

technique, i.e. they use the same vocabulary. However, if 

this assumption does not hold, it is therefore essential to 

have a separate FM for each product variant in order to 

generate the SPL feature model. 

3 A tool support for automatic 

extraction of features 
This section presents the main concepts, hypotheses and 

techniques used in the proposed approach for mining 

features from source code. 

3.1 Goal and core assumptions 

The overall aim of the proposed method is to identify all 

feature implementations for a given software product, 

based on static analysis of source code. In fact, We 

recognize that it is essential to have, for every software, a 

FM which is up to date and reflects the changes that were 

made to the source code over time. The generated 

features can be used for documenting a given system as 

well as for reverse engineering a FM for a SPL. We 

adhere to the classification given by [16] which 

distinguishes three categories of features: functional, 

operational and presentation features. In this article we 

focus on the identification of functional features; 

functional features express how users can interact with a 

software system. 

The functional features are implemented using OO 

program elements (PEs), such as packages, classes, class 

attributes, methods or elements of method bodies. We 

also consider that the PEs can be classified in two 

categories: (1) atomic program elements (APE), and (2) 

composite program elements (CPE). An APE is a basic 

construction element in the program (a variable or a 

method). A CPE is a composition of atomic and/or 

composite PEs (i.e. a class or a package). A dependency 

is a relation between two PEs. An element 𝐴 depends on 

𝐵 if 𝐴 references 𝐵. For example a method 𝐴() uses a 

variable 𝐵 or calls a method 𝐵(). Given a dependency 

graph 𝐺 = (𝑉, 𝐸), a cluster is defined as a sub-graph  

�̀� = (�̀�, �̀�) whose nodes are tightly connected, i.e. 

cohesive. Such clusters are considered as functional 

feature implementations. We suppose also that feature 

implementations may overlap; a given PE may be shared 

by the implementations of several features 

simultaneously. 

In addition, since a class represents the main 

building unit in OO languages, we assume that a 

generated feature is represented by at least one class. 

Indeed, a class is generally referred to as a set of 

responsibilities that simulates a concept or a feature in 

the application domain [9]. This hypothesis has been 
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checked by experiments carried out in [25]. For the sake 

of simplicity, we make no distinction between classes per 

se and abstract classes. Taking into account this 

assumption about classes, interfaces must be pruned from 

the PEs set. In fact, as a method body must anyway be 

redefined at the class level when implementing an 

interface, then considering interfaces in the inputs will 

not provide additional information to the overall mining 

process. Consequently, pruning interfaces from the initial 

PEs set will not affect the validity of our assumptions. 

Furthermore, since a software system’s features are 

associated with its behavior, we decided to keep only 

those PEs which are created by developer to implement 

the system’s specific features. For example, a linked list 

is a concept from the solution domain which may be 

implemented in the source code, yet it is not a specific 

feature of the system. All the concepts we defined for 

mining features are illustrated in the “program to feature 

mapping model” of Figure 1. 

3.2 Feature mining step by step 

This section presents, in a detailed way, the feature 

reengineering process. Input data were prepared using 

the method described by Paskevicius et al. [23] while 

introducing necessary modifications to comply with 

assumptions and techniques used in our proposed 

approach. The architecture of our proposed approach for 

mining features from source code is given in Figure 2. 

3.2.1 Extraction of program elements and 

dependencies 

Dependencies of the candidate system was modelled 

using an oriented dependency graph  𝐺 = (𝐹, 𝐷), such 

that 𝐹 is a set of vertices which represent PEs, and 𝐷 is a 

set of dependencies.  The dependency graph 𝐺 was 

generated and saved into an XML file by analyzing  

“.class” files using DependencyExtractor. This latter is a 

part of a toolbox called JDependencyFinder1. The use of 

the Java byte code instead of the source code facilitates 

the analysis of existing systems whose source code is not 

available. Moreover, sometimes source code lacks 

information like, for example, how the compiled code 

will be organized in execution containers (Jar files). Such 

information is usually defined in the scripts executed 

during compilation [7]. The choice of using a 

dependency graph as input is justified by the nature of 

the problem as well as the granularity of the processed 

entities. In fact, we try to build clusters of PEs, i.e. 

feature implementations, based on functional 

dependencies between these PEs; a feature 

implementation is characterized by a strong functional 

dependency (intra-cluster cohesion) between its 

composing PEs. 

DependencyExtractor was executed through the 

command line by combining three of its parameters: [-

class-filter], [-minimize] and [-filter-excludes]. The [-

minimize] parameter was used to remove redundant 

dependencies. In fact, it is often the case that an explicit 

dependency in the code can be implied from another 

explicit dependency in that code. Such dependencies do 

not add anything to the overall connectivity of the graph 

and, therefore, must be removed. The second parameter, 

i.e. [-class-filter], allows us to select only those 

dependencies going to/from classes. These latter 

represent, as explained earlier, the main construction 

                                                           
1 http://depfind.sourceforge.net/ 

 

Figure 1: A meta-model to map source code to features. 
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units of feature implementations. The choice of using 

such type of dependencies instead of only considering 

inter-class dependencies is justified by the fact that such 

kind of mixed dependencies are likely to enrich the 

training set. Finally, the third parameter [-filter-excludes] 

is used to remove graph vertices (resp. dependencies) 

which represents language specific libraries, such that 

“Java.*” and “javax.*”.  

3.2.2 Constructing the similarity matrix 

The dependency graph generated in the previous step is 

used in this phase to build a similarity matrix. A native 

structural distance-based measure was used to evaluate 

similarity between each pair of vertices. Firstly, the 

dependency graph 𝐺 was expressed, as an adjacency 

matrix 𝐶 of the size |𝐹|, such that 𝑐𝑖𝑗 = 1 means that 

there exists an explicit dependency from 𝑖 to 𝑗. In order 

to describe indirect dependencies, the matrix 𝐶 has been 

converted into a distance matrix 𝑀 of size |𝐹| using 

Floyd-Warshall’s all pairs shortest path algorithm (after 

Floyd [13] and Warshall [31]), such that 𝑚𝑖𝑗 is equal to 

the shortest path distance between program elements 𝑖 
and 𝑗. The two matrices 𝐶 and 𝑀 are asymmetric because 

the dependency graph 𝐺 is directed. Given that the used 

clustering algorithm operates on an undirected graph, the 

asymmetric distance table 𝑀 was converted into a 

symmetric table �̀�, such that �̀�𝑖𝑗 = �̀�𝑗𝑖 =

𝑀𝑖𝑛 (𝑚𝑖𝑗 , 𝑚𝑗𝑖). In addition, it is difficult to estimate the 

similarity between two PEs using absolute distance �̀�𝑖𝑗. 

Hence, absolutes distances matrix was converted into a 

normalized similarity matrix in such a way that two 

given PEs have a similarity 𝑆(𝑖, 𝑗) = 0 if there is no path 

between them, and a similarity 𝑆(𝑖, 𝑗) = 1 if they are 

identical. 

3.2.3 Building feature implementations 

After preparing the training set using program 

dependencies, OclustR algorithm [24] was then executed 

on that data to generate a set of clusters of PEs. Each 

calculated cluster is considered as the implementation of 

a single feature. The OclustR passes through two main 

stages: (1) initialization step, and (2) the improvement 

step.  

The main idea of the initialization phase is to 

produce a first set 𝑋 of sub-graphs, i.e. ws-graphs, that 

covers the graph; in this context, each ws-graph consists 

in a candidate cluster. Afterward, during the 

improvement phase, a post-processing is performed on 

the initial clusters in order to reduce their number and 

overlap. To do this, the set 𝑋 is analyzed to remove ws-

graphs which are considered as less useful. These latter 

are pruned by merging the sets of their vertices with 

those of a chosen ws-graph. 

Formally, let 𝑂 =  {𝑃𝐸1 , 𝑃𝐸2, . . . , 𝑃𝐸𝑛} be a set of 

PEs. The OclustR algorithm uses as input an undirected 

and weighted graph �̃�𝛽 = (𝑉, �̃�𝛽 , 𝑆), such that 𝑉 = 𝑂, 

and there is an edge (𝑣, 𝑢) ∈ �̃�𝛽 iff 𝑣 ≠ 𝑢 and 𝑆(𝑣, 𝑢) ≥

𝛽, with 𝑆(𝑃𝐸1 , 𝑃𝐸2) is a symmetric similarity function 

and 𝛽 ∈ [0,1] is a user-defined threshold; Each edge 

(𝑣, 𝑢) ∈ �̃�𝛽 is labeled with the value of 𝑆(𝑣, 𝑢). We 

assume that each PE must be assigned at least to one 

cluster, even if the similarity between that element and 

the cluster’s center is very small. Thus, there is an edge 

(𝑣, 𝑢) ∈ �̃�𝛽 iff 𝑣 ≠ 𝑢 and 𝑆(𝑣, 𝑢) > 0. Consequently, we 

are sure that every PE in the training set will be assigned 

to at least one cluster. The OclustR algorithm doesn’t 

need, henceforth, any input parameter, which increase 

the task automation. The user still can select other values 

for the parameter 𝛽 in order to generate features with 

more fine-grained granularity, so he can have multiple 

views of the analyzed system with different abstraction 

levels.  

3.2.4 Pruning irrelevant clusters 

When constructing the dependency graph, we have 

selected only those dependencies whose composing 

nodes contains at least one class, which means that the 

resulting clusters will be composed of APEs and/or 

CPEs. Taking into account that classes are considered as 

the main construction units of feature implementations, 

 

Figure 2: The feature mining process. 
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Figure 3: Example of a mined feature. 

clusters which contain only APEs are, consequently, 

considered as irrelevant and pruned from the result set. In 

the case of a mixed content cluster, each APE has been 

replaced by its source class. Indeed, APEs involved in 

such clusters are only used to provide an optional 

detailed view. Hence, the final result is a set of relevant 

clusters composed only by classes. Figure 3 represents a 

feature (i.e. cluster) mined by our proposed approach for 

the Drawing Shapes case study (see Section 4.1.1). Given 

that a cluster computed using OclustR is mainly a ws-

graph, it’s, consequently, defined by his name which is a 

unique reference given by the system, his center, and his 

satellites. 

4 Experimentations 
In this section, the experimental setup is described and 

subsequently, the empirical results are presented in 

detail, together with a discussion of possible limitations 

and threats to validity of this study. 

4.1 Experimental setup 

We fully implemented the steps described in Section 3.2 

as a Java tool. We tried to develop the features inference 

engine as an independent component so that it can be 

used in a generic and efficient manner. The feature 

inference engine reads dependency graphs generated 

using a static analyzer, and seeks to discover software 

features. In our experiments, we tested our implemented 

tool on two Java programs, but software written in other 

OO languages (i.e. C++ or C#) can also be analyzed 

using our tool, if their dependency graphs are delivered 

in XML files respecting the DTD2 used by the 

                                                           
2 http://depfind.sourceforge.net/dtd/dependencies.dtd  

DependencyExtractor tool. Experiments were made on 

Windows 7 based PC with Intel i5-4200U processor and 

8G of RAM. 

4.1.1 Case studies 

In order to validate the proposed approach, we conducted 

experiments on two different Java open-source 

applications: Mobile media3 and Drawing Shapes4. The 

advantage of having two case studies is that they 

implement variability at different levels. In addition, the 

corresponding documentations and FMs are available 

which facilitate the comparison with our results. 

Moreover, using these two case studies we target two 

different categories of FMs: (1) a flat FM which is 

related with the Drawing Shapes case study, and (2) a 

nested FM related with the Mobile Media case study. 

Figure 4 and Figure 5 present the corresponding FMs, 

following the notation proposed by Ferber et al. [10]. 

The Drawing Shapes SPL represents a small case 

study (version 5 consists of 8 packages and 25 classes 

with about 0,6 KlOC). The Drawing Shapes application 

allows a user to draw seven different kinds of shapes in a 

variety of colors. The user chooses the shape and the 

color, and then presses the mouse button and drag the 

mouse to create the shape. The user can draw as many 

shapes as desired. The Drawing Shapes software variants 

were developed based on the copy paste modify 

technique. In this example, we use version 5 (the full 

version) which supports draw 3D rectangle, draw 

rectangle, draw oval, draw string and draw arc features, 

together with the core one. 

The Mobile Media [32] SPL is a benchmark used by 

researchers in the area of program analysis and SPL 

research [2, 11, 29]. It manipulates photo, music, and 

video on mobile devices, such as mobile phones. Mobile 

Media endured seven evolution scenarios, which led to 

eight releases, comprising different types of changes 

involving mandatory, optional, and alternative features, 

as well as non-functional concerns. In this example, we 

used the sixth release (R6) which contains OO 

implementation of all the optional and mandatory 

features for managing Photos. The used release of 

                                                           
3 http://homepages.dcc.ufmg.br/~figueiredo/spl/icse08/  
4 https://code.google.com/p/svariants/ 

 

Figure 4: The Drawing Shapes FM. 
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Mobile Media consists of 9 packages, 38 classes with 

about 3 KLOC. 

The PEs used to implement the Exception handling 

feature in this Mobile Media release were discarded from 

the entry set in the pre-processing phase. Indeed, as 

mentioned before, this paper deals only with functional 

feature implementations. Additionally, we used the 

default similarity threshold value for OclustR, i.e. 𝛽 = 0. 

4.1.2 Evaluation measures 

The accuracy and performance of the proposed method is 

evaluated using an external validation measure. The F-

measure [8] is a well-known tool in the information 

retrieval (IR) domain, which can also be used as a 

measure for flat clustering quality. We assume that for a 

given set of program elements 𝑂 = {𝑜1, 𝑜2, … , 𝑜𝑛} we 

have both: the real, true partition of this set 𝐿 =
{𝐿1, 𝐿2, … , 𝐿𝐾𝐿  } (we can call 𝐿 sets as classes, 𝐾𝐿 is the 

number of classes) and clustering partition, the result of 

OclustR algorithm 𝐶 = {𝐶1, 𝐶2, … , 𝐶𝐾𝐶 } (𝐶 sets as 

clusters, 𝐾𝐶 is the number of clusters), in order to 

compute how similar they are.  

For the two aforementioned case studies, the true 

partitions (i.e. listing of real features’ PEs) were prepared 

manually by inspecting the documentation provided by 

their authors.  

F-measure is a mixture of two indices: precision (𝑃), 

which measures the homogeneity of clusters with respect 

to a priori known classes, and recall (𝑅), that evaluates 

the completeness of clusters relatively to classes. A 

higher precision shows that almost all the cluster 

elements correspond to expected class. A lower recall, in 

the other hand, indicates that there are various actual 

elements that were not retrieved. The convenience of F-

measure at this stage of our work is justified by the 

behavior of this metric. Indeed, F-measure computes the 

quality of every cluster independently with respect to 

each class, which allows us to automatically determine 

the most representative cluster for each class in the gold 

standard. 

Having the previously introduced notation, precision 

of cluster 𝐶𝑖 with regard to class 𝐿𝑗 is computed as 

follows: 

𝑃(𝐶𝑖  , 𝐿𝑗) =
|𝐶𝑖 ∩ 𝐿𝑗|

|𝐶𝑖|
 

Recall of cluster 𝐶𝑖 with respect to class 𝐿𝑗 is 

computed as follows: 

𝑅(𝐶𝑖  , 𝐿𝑗) =
|𝐶𝑖 ∩ 𝐿𝑗|

|𝐿𝑗|
 

Thus, the 𝐹 value of the cluster 𝐶𝑖 with respect to 

class 𝐿𝑗 is the combination of these two: 

𝐹(𝐶𝑖  , 𝐿𝑗) =
2 × 𝑃(𝐶𝑖  , 𝐿𝑗) × 𝑅(𝐶𝑖  , 𝐿𝑗)

𝑃(𝐶𝑖  , 𝐿𝑗) + 𝑅(𝐶𝑖  , 𝐿𝑗)
 

Hence, the F-measure for a cluster 𝐶𝑖 is the highest 

of 𝐹 values obtained by comparing this cluster with each 

of known classes: 

𝐹(𝐶𝑖) = 𝑚𝑎𝑥
𝐿𝑗∈𝐿

𝐹(𝐶𝑖, 𝐿𝑗) 

Despite the fact that the usage of F-measure at this 

point decreases the expert involvement, this metric seems 

to be inappropriate when assessing the overall 

effectiveness of an overlapping clustering solution. 

According to [3], F-measure does not always detect small 

improvements in the clustering distribution, and that 

might have negative implications in the system 

evaluation/refinement cycles. The authors in [3] have 

proposed a new metric, i.e. 𝐹𝐵𝐶𝑢𝑏𝑒𝑑, that gives a good 

estimation of the clustering system effectiveness while 

taking into account the overlapping among clusters. 

Thus, we decided to evaluate the overall accuracy and 

performance of our proposed method using 𝐹𝐵𝐶𝑢𝑏𝑒𝑑. 

The 𝐹𝐵𝐶𝑢𝑏𝑒𝑑 is calculated using the BCubed Precision 

and BCubed Recall metrics as proposed in [3]. The 

BCubed Precision and BCubed Recall are based on the 

Multiplicity Precision and Multiplicity Recall metrics 

respectively; which are defined as: 

𝑀𝑃(𝑜1, 𝑜2) =
𝑀𝑖𝑛(|𝐶(𝑜1) ∩ 𝐶(𝑜2)|, |𝐿(𝑜1) ∩ 𝐿(𝑜2)|)

|𝐶(𝑜1) ∩ 𝐶(𝑜2)|
 

 

Figure 5: The Mobile Media FM. 
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𝑀𝑅(𝑜1, 𝑜2) =
𝑀𝑖𝑛(|𝐶(𝑜1) ∩ 𝐶(𝑜2)|, |𝐿(𝑜1) ∩ 𝐿(𝑜2)|)

|𝐿(𝑜1) ∩ 𝐿(𝑜2)|
 

Where 𝑜1 and 𝑜2 are two program elements, 𝐿(𝑜1) 

are the classes associated to 𝑜1, 𝐶(𝑜1) are the clusters 

associated to 𝑜1. 𝑀𝑃(𝑜1, 𝑜2) is the Multiplicity Precision 

of 𝑜1 wrt 𝑜2, such that 𝑜1 and 𝑜2 share at least one 

cluster. 𝑀𝑅(𝑜1, 𝑜2) is the Multiplicity Recall of 𝑜1 wrt 

𝑜2, such that 𝑜1 and 𝑜2 share at least one class. 

Let 𝐷(𝑜𝑖) be the set of PEs that share at least one 

cluster with 𝑜𝑖  including 𝑜𝑖 . The BCubed Precision 

metric of 𝑜𝑖  is defined as:  

𝐵𝐶𝑢𝑏𝑒𝑑𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑜𝑖) =
∑ 𝑀𝑃(𝑜𝑖 , 𝑜𝑗)𝑜𝑗∈𝐷(𝑜𝑖)

|𝐷(𝑜𝑖)|
 

Let 𝐻(𝑜𝑖) be the set of PEs that share at least one 

class with 𝑜𝑖  including 𝑜𝑖 . The BCubed Recall metric of 

𝑜𝑖  is defined as:  

𝐵𝐶𝑢𝑏𝑒𝑑𝑅𝑒𝑐𝑎𝑙𝑙(𝑜𝑖) =
∑ 𝑀𝑅(𝑜𝑖 , 𝑜𝑗)𝑜𝑗∈𝐻(𝑜𝑖)

|𝐻(𝑜𝑖)|
 

The overall BCubed Precision of the clustering 

solution, denoted as 𝐵𝐶𝑢𝑏𝑒𝑑𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, is computed as the 

average of the BCubed precision of all PEs in the 

distribution 𝑂; the overall BCubed recall of the clustering 

solution, denoted as 𝐵𝐶𝑢𝑏𝑒𝑑𝑅𝑒𝑐𝑎𝑙𝑙 , is defined 

analogously but using the BCubed recall of all PEs. 

Finally, the FBCubed measure of the clustering solution 

is computed as the harmonic mean of 𝐵𝐶𝑢𝑏𝑒𝑑𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 

and 𝐵𝐶𝑢𝑏𝑒𝑑𝑅𝑒𝑐𝑎𝑙𝑙  as follows:  

𝐹𝐵𝐶𝑢𝑏𝑒𝑑 =
2 × 𝐵𝐶𝑢𝑏𝑒𝑑𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  × 𝐵𝐶𝑢𝑏𝑒𝑑𝑅𝑒𝑐𝑎𝑙𝑙

𝐵𝐶𝑢𝑏𝑒𝑑𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝐵𝐶𝑢𝑏𝑒𝑑𝑅𝑒𝑐𝑎𝑙𝑙

 

4.2 Results and discussions 

Our implemented tool has derived features quickly from 

the used case studies in a reasonable amount of time 

(about 1 second). Table 1 summarizes the obtained 

results. For the sake of readability, we manually 

associated feature names to clusters, based on their 

content. Of course, this does not impact the quality of our 

results. 

Firstly, we observe that the F values obtained in the 

Mobile media case study have been greatly influenced by 

the recall values. The precision values however, remain 

high for the majority of the features, indicating the 

relevance of their composing PEs.  

These observations can be explained by the 

operating mechanism of OclustR, which produces 

partitions having strong cohesion and low overlap. 

Indeed, we assumed that the features are simulated using 

one or more classes at the code level. Considering this 

assumption, implementations of Mobile Media features 

are therefore strongly overlapped. Indeed, many classes 

are shared by the implementations of numerous features 

at the same time, because of the use of several design 

patterns by the Mobile Media authors such as Model-

Vue-Controller (MVC) and Chain of responsibility. For 

example, the classes PhotoController, ImageAccessor 

and ImageData encapsulate all the photo management 

methods. Thus, features such as send picture, sorting and 

add picture share most of their PEs (i.e. classes) and, 

therefore, have reached a low Recall and F values. The 

Splash screen feature however, has not suffered from this 

problem since all functionalities related to this feature 

were encapsulated in distinguishable classes. Thus, the 

splash screen feature obtained a maximum F value. 

The conclusions drawn from the Mobile Media 

analysis comply with those obtained for the Drawing 

Shapes case study. The Drawing Shapes features are 

slightly overlapped, so we reached a maximum F value, 

except for the 3D-Rectangle and Core features. The low 

F value of 3D-Rectangle is caused by the low cohesion 

between its classes in the source code level. In fact, the 

manual verification of the 3D-Rectangle source code 

revealed that the Drawing Shapes author has 

intentionally or accidently caused this low cohesion by 

creating 3D-Rectangle classes without creating 

dependencies between them (i.e. classes instantiations 

are missing). Thus, the PEs involved in the 

implementation of 3D-Rectangle were scattered 

throughout the results, so that a low F value was reached. 

However, in the case of Core feature, some relevant PEs 

were mined and mistakenly mapped to another cluster so 

Feature 
Evaluation metrics 

P % R % F % 

Drawing Shapes (version 5) 

Core 100 57 73 

Drawing Text 100 100 100 

Drawing Oval 100 100 100 

Drawing Line 100 100 100 

Drawing Rectangle 100 100 100 

Drawing Image 100 100 100 

Drawing Arc 100 100 100 

Drawing 3D-

Rectangle 
11 33 17 

Mobile Media (version 6) 

Splash screen 100 100 100 

SMS transfer 64 41 50 

Photo management 100 35 52 

Album management 40 22 29 

View photo 54 58 56 

Edit photo Label 70 39 50 

Add photo 100 9 17 

Delete photo 40 40 40 

Favourites 100 8 15 

Sorting 100 8 15 

Add album 67 22 33 

Delete album 38 38 38 

Send photo 100 14 25 

Receive photo 40 17 24 

Table 1: Features mined from Mobile Media and 

Drawing Shapes softwares. 

 



Software Features Extraction From…  Informatica 40 (2016) 245–255 253 

that the F value was slightly affected. Anyway, the F-

measure for this latter is 0.73 on average which is an 

acceptable value. 

The evaluation of overlapping clustering solution for 

each of the case studies using the FBCubed metric 

clearly confirms the above findings (see Table 2). The 

overall BCubed Precision of the Mobile Media case 

study remains high and the low value of the Bcubed 

Recall affected consequently the global FBCubed value. 

In the other hand, balanced and high values were reached 

for the Drawing Shapes’ Bcubed metrics. 

Software 
BCubed 

Precision  

Bcubed 

Recall  
FBCubed  

Drawing 

Shapes 
80% 67% 73% 

Mobile 

Media 
78% 25% 38% 

Table 2: The BCubed evaluation results of the 

overlapping clustering solutions. 

Despite F-measure and FBCubed proved to be 

appropriate, our implemented tool generates a small 

number of clusters most of which are relevant. This latter 

characteristic makes our results easily understandable 

and effectively handleable by the user. Table 3 shows 

that our tool generated 50% of relevant clusters for 

Drawing Shapes case study, and 88% for Mobile Media. 

Software 
Mined 

clusters 

Relevant 

clusters 

Relevance 

ratio 

Drawing 

Shapes 
16 8 50% 

Mobile 

Media 
16 14 88% 

Table 3: Number of reliable mapping. 

The results show that our proposed approach has 

generated a reasonable number of features with an 

acceptable precision. According to the case studies that 

we have conducted, our proposed method operates 

efficiently when dealing with programs having flat FMs. 

Unlike documentation-based approaches [15, 26, 33], our 

proposed approach relies on source code as it seems to be 

the most reliable source that can capitalize on the 

knowledge and the expertise of experts who participated 

in the development of the analyzed systems. Since they 

consist of sets of program elements, the features 

generated by the proposed approach are of a more formal 

nature which, thereby, facilitates their interpretation and 

further manipulation.  

The proposed approach provided a feature catalogue 

instead of generating one preferred hierarchy. This latter 

characteristic, together with the formal nature of the 

generated features, represents the key strength of our 

proposed approach, so it can operate in a generic and 

efficient manner. Thus, results obtained by our proposed 

method can be manipulated by other complementary 

tools in order to get additional information and, 

therefore, construct a reliable FM. Our proposed method 

is also complementary to other approaches such as 

software transplantation [4]. Inspired from human organ 

transplantation, this latter works by isolating the code of 

a useful feature in a “donor” program and transplanting 

this “organ” to the right “vein” in software lacking the 

feature. Our proposed approach can act in such case by 

delimiting and extracting a feature before its 

transplantation. 

In addition, our proposed method addressed the 

information loss problem that characterizes most of 

FCA-based methods by the usage of a similarity 

measure. This latter can be tuned by the user to change 

the granularity of outputs. Compared to other clustering 

approaches [22, 23], our proposed approach used a new 

partitioning algorithm that provides overlapping clusters 

in an efficient manner. The user involvement was 

negligible during all the steps of our experimentation. 

Hence, the method can be potentially very useful and it 

can save stakeholder from a lot of effort and time 

required to specify features composing each software 

variant during the SPL reverse engineering task. 

4.3 Threats to validity 

There is a limit to the use of Floyd’s algorithm to infer 

similarity between PEs. In fact, the complexity 

determined by this algorithm is of 𝑂(𝑛3) [18]. In 

addition, precomputing all the shortest paths and storing 

them explicitly in a huge dependency matrix seems to be 

challenging in terms of space complexity. These two 

factors affect the applicability of the proposed approach 

on larger software systems. In fact, even if computing 

shortest paths is a well-studied problem, exact algorithms 

cannot be adopted for a massive dependency graph.  

Moreover, as illustrated above, the OclustR 

algorithm manages clusters’ overlapping but still 

represents several restrictions when dealing with clusters 

that are strongly overlapped, which limits the usability of 

the proposed approach to systems with a nested FM. 

Another problem related to OclustR that may affect the 

results accuracy happens when a given class, i.e. an 

abstract class, is inherited by most of the system classes 

and, thus, will be considered as the center 𝑐 of a ws-

graph (𝐺𝑐
⋆) having all the inheriting classes as satellites. 

Hence, during the improvement phase, each ws-graph 

having as center one of the 𝐺𝑐
⋆ satellites will be judged as 

irrelevant. In this case, we call 𝐺𝑐
⋆ a predatory ws-graph 

and his center 𝑐 a predatory center. Such predatory 

cluster phenomena may affect the results accuracy. 

Finally, structural distance-based measure used in 

the proposed approach still has some restrictions. Indeed, 

we used a simple technique to compute similarity 

between PEs based on the number of steps on the 

shortest path relating them in the graph. Even that such a 

strategy has given acceptable results, it still has some 

limitations since it does not consider the multiplicity in 

paths (i.e. connectivity) between a pair of nodes. 

5 Conclusion and perspectives 
In this paper, we proposed a new method for reverse 

engineering software functional features from source 

code. We used dependencies that exist between program 
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elements at the source code level in order to apply a 

graph clustering algorithm in an efficient way. We tested 

our implemented tool to recover features from source 

code of two existing java programs. We obtained 

promising results that are consistent with the main 

objectives of our study, which makes the proposed 

approach useful for mining features from software source 

code. 

In future work, we would like to improve output 

quality using other overlapping clustering techniques, in 

order to overcome the aforementioned OclustR 

limitations. We also plan to automatically extract mined 

feature names, based on features contents, in order to 

facilitate their interpretation and manipulation in further 

tasks. 

Furthermore, in order to tackle the complexity 

problem when computing structural distance-based 

measures, we plan to use approximation methods based 

on random walks [1], such as random walk with restart. 

Besides complexity optimization, random walk-based 

measure provides a result that is different from that of the 

shortest-path measure because the multiplicity in paths 

between a pair of nodes is also leveraged when 

computing similarity. Such a measure is likely to 

enhance accuracy of our results and to reduce the effects 

of the predatory clusters phenomena. 

Moreover, since software features are associated 

with its behavior, we intend to enrich input data using 

dynamic information. Indeed, even if they are based on 

different operating strategies, dynamic and static 

analyses can be complementary in certain points [28]. 

Hence, a dynamically collected data is likely to enhance 

the result set by additional information. 
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With the growing number of web services on the Web, many approaches have been proposed to help 

users discover and select the desired services. Nevertheless, finding the best service that meets the user 

needs and preferences is still a problem. In this article, we introduce a user preferences based semantic 

web services discovery and selection system (PrefWS3). PrefWS3 is considered to be a user-centric 

system which helps users in formulating their requirements and preferences. This system involves 

semantic enhancement of both request and web services and provides an efficient semantic-based 

matching mechanism, which calculates the semantic similarity between the request and the web service. 

Furthermore, PrefWS3 includes a QoS-aware process and provides a reputation mechanism that 

enables users to evaluate the credibility of the web services they use. In this article, we also present the 

results of a comparison of the PrefWS3 and some other published approaches to evaluate its 

effectiveness. 

Povzetek: Prispevek obravnava izbiro spletnih storitev na osnovi semantike in preferenc uporabnika. 

1 Introduction 
Web services have emerged as a key technology for 

implementing Service Oriented Architectures (SOA), 

aiming at providing interoperability among 

heterogeneous systems and integrating inter-organization 

applications [1]. Web services are designed to be selected 

via discovery mechanisms. Web Service discovery 

mechanisms include a series of registries, indexes, 

catalogues, agent-based and Peer to Peer solutions. The 

most dominating among them is the Universal 

Description Discovery and Integration (UDDI) [2] which 

is essentially based on keywords search on WSDL 

descriptions of Web services. Simple keyword matching 

does not capture the underlying semantics of web 

services [3].  As a result, only the services which have 

same syntactic description with the user request may be 

considered for selection. For example, when searching 

services with the keyword ‘vehicle’, the ones whose 

descriptions contain the word ‘car’ will not be returned. 

Thus, the discovery process is also constrained by its 

dependency up on human intervention in choosing the 

appropriate service based on its semantics [4]. 

In order to solve the above-mentioned problem, a 

variety of conceptual models have been proposed over 

these past years to add semantics to Web Services 

descriptions. These include WSDL-S [5], WSMO [6], 

and OWL-S [7]. These so-called Semantic Web services 

(SWS) are Web services that are annotated with semantic 

descriptions. This semantic is made through ontologies; 

one of the important technologies of the Semantic Web.  

The discovery of SWS is mainly based on their 

functional aspects (Inputs, Outputs, Pre-conditions and 

effects). However, due to the increasing availability of 

Web services that offer similar functionalities, other 

parameters have to be considered during the discovery 

process, especially user preferences that are expressed in 

term of constraints on quality of service (QoS), i.e., 

execution time, cost, reliability, availability, etc.  

Several approaches of Web Services discovery have 

been proposed in the literature; however, finding the best 

and the right web service that meets user needs and 

preferences is still a problem. This is due to a number of 

challenges. Some of them include [4] [8]:  

- Descriptions of the vast majority of already existing 

web services are specified using WSDL and do not 

have associated semantics. 

- From the user’s point of view, expressing a request 

can be a disturbing burden, because he may not have 

the required expertise or skills. 

- Searching is a simple keyword based search; as a 

consequence, matching does not capture the 

underlying semantics of web services.  

- Accurate service matchmaking for service discovery 

can be computationally very expensive. 

- Dishonest service provider may advertise fake QoS. 

In this paper, we present a complete system for web 

service discovery and selection named PrefWS3, which 

is able to cope with most of the challenges mentioned 

mailto:rmaamri@yahoo.fr
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above. The proposed system covers the entire spectrum 

of tasks from service request to service invocation, and 

also after service invocation. 

 
Figure 1: The key steps of PrefWS3. 

Figure 1 illustrates the key steps of PrefWS3: The 

first step involves semantic and QoS enhancing of the 

request and web service description. The second step 

deals with the functional parameters based matching of 

the request against the advertisement services. In the 

third step, we perform a QoS based matching. In the last 

step, the user feedback is taken into account for the 

selection of the best web services. These steps make 

PrefWS3 a cascading filtering mechanism that finds the 

best web services from a set of raw web services.  
Several approaches have discussed separately the 

previous four steps, but not all at the same approach. In 

addition, these approaches differ in the way of each step 

is implemented. PrefWS3 aims to provide a more “user-

centric” system simplifying the service discovery using 

semantics while satisfying QoS requirements, and to free 

users from time consuming human computer interactions 

and Web search. To show the effectiveness of PrefWS3, 

we compare it with other approaches. The contributions 

of this paper regarding the different steps can be 

summarized as follows:   

1) Request and web service descriptions enhancing: 

- Enhancement of OWL-S profile with QoS 

information. 

- Provide users a way to specify their 

requirements and preferences expressively and 

flexibly. 

2) Functional parameters based matching: Presenting an 

efficient matchmaking mechanism that captures semantic 

similarity between requests and services in a more 

efficient way with less time. 

3) QoS-aware service selection:  

- Provide a QoS based filtering mechanism that 

aims to filter out services that do not meet the 

service user preferences. 

- Introduce a QoS monitoring mechanism that 

aims to measure the QoS values in order to 

verify whether the measured values comply 

with QoS values published by the Web service 

provider. 

4) Reputation based ranking: Provide a mechanism that 

gives confidence to a user when selecting a web service. 

In a previous paper [9], we have addressed some 

aspects of the PrefWS3 system. The present paper 

extends the last one by introducing new important 

mechanisms such as WSLD2OWLS translating, QoS 

weights calculating, and QoS monitoring mechanisms. 

Furthermore, the ontology-based OWL-S extension, the 

QoS based services filtering and the reputation 

mechanisms, which are previously addressed, are 

extended in order to make the service selection process 

more accurate and practical. 

The rest of the paper is organized as follows: We 

present the related works in Section 2.  Section 3 gives 

an overview of the proposed system, and section 4 

provides a detailed discussion on request and web 

services descriptions enhancing. The detailed description 

of functional parameters based matching is presented in 

Section 5. Section 6 and 7 include a discussion on QoS 

based matching and Reputation based ranking 

respectively. The evaluation of the proposed system is 

presented in Section 8. Finally, a conclusion and future 

work are presented in Section 9. 

2 Related works 
Researches in Web services discovery have been 

necessary since the number of available services on 

internet has increased and the user gets tired to find 

desired service. In this section, we present and analyze 

the related works in order to comprehend the benefits 

that may be obtained and to put our contributions in the 

context of service web discovery. 

Most current approaches for web service discovery 

depend on the measurement of the similarity degrees 

between service request and service advertisement. The 

work in [10] presents a matchmaking algorithm which 

compares input and output concepts of the user request to 

the service description and defines four levels of 

matching: Exact, Plug in, Subsumes, and Fail. However, 

the use of such discrete scale classification of matching is 

not sufficient to best rank services. Some of the relevant 

services might be eliminated due to not fitting those 

discrete scales. PrefWS3 calculates the total similarity 

score of the web services according to their relevancy to 

the user request. OWL-S matchmakers are the 

mainstream in contemporary SWS matchmakers [11]. 

iSeM [12] performs structural matching between the 

signatures of a given Web service and request using the 

logic-based input/output concept matching, the text 

similarity-based approach, the ontology-structure-based 

approach, and the SVM-based approach and, after that, 

adjusts its aggregation and ranking parameters using 

machine learning. iMatcher2 [13] combines the SPARQL 

query language for logical referencing and the syntactic 

similarity measure to calculates the degree of semantic 

matching between two OWL-S service profiles. OWLS-

MX3 [14] takes into account the shortest distance and the 

common parent classes between the concepts in an 
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ontology to compute the semantic similarity between 

input/output concepts of service and requests.  

The work in [15] introduces a Semantic Advanced 

Matchmaker (SAM), which provides ranking and scoring 

based on concept similarity. The authors created their 

own similarity distance ontologies to find the distance 

between objects. This ontology is supposed to contain 

proper similarity scores through the assignment of 

concept-similarity ratings of all the concepts in the 

ontology by a similarity ranking mechanism. They 

perform the matchmaking considering the input/output 

interface of services. In [16], the authors present a 

semantic matching approach for discovering semantic 

web services through a broker-based semantic agent 

(BSA). The BSA performs semantic matching according 

to the concepts meanings, the concepts similarities, and 

distance of concept relations. The semantic distance 

calculation is based on subsumption-based similarity and 

hasSynonym, hasIsa relationships. Against  the two latter 

works, PrefWS3 don’t use only the subsumption 

relationships between concepts to calculate their 

similarity but it also takes into account common 

properties between them. Additionally, the semantic 

distance between ontology concepts is not 

necessarily determined according to the distance between 

concepts. Two concepts that are directly  attached 

may be semantically very different. This case may take 

place when a concept extends another one by 

introducing several new properties. In the paper [17], the 

authors present the application of Case-based Reasoning 

(CBR) to the problem of service discovery and selection 

by introducing a case representation, learning heuristics 

and different similarity functions. The proposed approach 

combines notions of CBR with the use of WordNet as 

lightweight semantic basis. The major disadvantage of 

CBR is that users might rely on previous experience 

without validating it in the new situation [18]. This is 

clearly a problem in changing web services 

functionalities where past descriptions may not reflect 

current descriptions. In addition, the system requires a 

large memory space to store all the previous cases in the 

form of problem-solution pairs. Semantic web service 

technology is already adopted in several web based 

applications and solutions, the authors of [19] propose an 

intelligent system in order to facilitate semantic 

discovery and interoperability of Web Educational 

Services that manage and deliver Web media content. 

Unlike the aforementioned matchmakers, the 

matchmaking mechanism of PrefWS3 takes into account 

the role of concepts in the request and the web service, 

i.e, concepts are inputs or outputs, to calculate the degree 

of similarity between them. We think that an output in 

the request should not be considered as similar to a more 

generic output in the advertised service, and an input in 

the advertised service should not be considered as similar 

to a more generic input in the request.  

Since there are many functionally similar Web 

Services available in the Web, it is an absolute 

requirement to distinguish them using a set of non-

functional criteria such as Quality of Service (QoS). The 

work in [20] presents a QoS-based model for web service 

discovery by extending the UDDI’s data structure types 

in order to enhance UDDI model with QoS information. 

However service discovery and selection are still done by 

human consumer. Furthermore, this approach is 

impractical with a huge number of Web services 

available for selection. The authors of [21] propose a 

QoS-based web service selection system that handles 

QoS requests with both exact values and fuzzy values, 

return two categories of matching offers: super-exact and 

partial matches. In [22], users’ preferences are defined by 

a lexical ordering in accordance with their perceived 

importance. They presented an algorithm to compare 

web services based on their qualities (QoS). According to 

the proposed algorithm, a web service WS1 is considered 

better than a web service WS2 if the first QoS attribute 

that distinguishes between WS1 and WS2 ranks WS1 

higher than WS2. This algorithm is simple, but if the user 

indicates that tow preferences are equally important, the 

algorithm will take into account only the first preference 

in the lexical ordering and ignores the second preference. 

In our system, the use of the weighted sum method 

allows to take into account all preferences each with its 

importance degrees. The authors of [23] present a web 

service selection framework, which takes into account 

implicit preferences that are inferred from information 

related to context and profile of the user. Similarities 

between different attributes of service request and service 

are captured thanks to fuzzy-set-based techniques. It is 

argued that augmenting the user’s query by preferences 

depending on their context and their profile allows for 

highly improving the result’s quality. However, the 

proposed framework requires too much information and 

a large number of fuzzy rules to infer implicit 

preferences in each specific domain. Moreover, the 

proposed framework doesn’t take into account the 

importance of each QoS. 

A major problem in using QoS for service discovery 

is the specification and storage of the QoS information. 

Most of QoS-aware discovery mechanisms, described 

above, ignore this problem. In our work, we propose an 

ontology-based OWL-S extension to add QoS to OWL-S 

descriptions. Furthermore, PrefWS3 proposes a QoS-

based filtering mechanism which filters out services that 

do not meet the user preferences described as QoS 

constraints. This filtering mechanism takes into account 

the degree of confidence that the user has on the 

specified constraints.    

Some approaches already exist about involving the 

user in the process of service discovery. Those 

approaches are variants of reputation systems in which 

the users rate the service providers and share these 

ratings with other users. The work in [20] presents a 

reputation-enhanced model that contains a reputation 

manager which assigns reputation scores to the services 

based on user feedback regarding their performance. 

Then, a discovery agent uses the reputation scores for 

service matching, ranking and selection. The authors of 

[24] introduce a Web service selection mechanism based 

on user ratings and collaborative filtering. Services are 

ranked based on similarity to the user’s ratings from the 

collected feedback database from the users. The 
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similarity mechanism is calculated based on Pearson 

correlation coefficient. A Bayesian network trust and 

reputation model for web services is introduced in [25], 

which considers several factors when assessing web 

services’ trust: direct opinion from the truster, user rating 

(subjective view) and QoS monitoring information 

(objective view). In [26], the authors present a QoS-

based semantic web service selection and ranking 

solution with the application of a trust and reputation 

management method, which detects and deals with false 

ratings by dishonest providers and users. 

In most of the aforementioned reputation 

mechanisms, the satisfaction criterion of the rater is 

unknown since the service user gives one rating score for 

all QoS of the invoked service. Without knowing the 

intention of the rater, it is almost impossible to make a 

given rating meaningful. In the reputation mechanism of 

PrefWS3, the service user gives a rate score for each QoS 

attribute of the used Web services. Furthermore, 

PrefWS3 gives more importance to recent ratings. 

3 PrefWS3 overview 
PrefWS3 aims to provide a complete system for web 

service selection that simplifies the service discovery 

using semantics while satisfying the user preferences. 

PrefWS3 covers the entire discovery process through 

several components that take charge of the request and 

the web services descriptions process, functional based 

matchmaking, filtering and matching of quality of 

service parameters, and reputation and rating mechanism. 

There are four types of data needs to be collected in 

PrefWS3 to deal with the service request: Web service 

description in both WSDL or OWL-S files, public open 

OWL ontologies on the Internet, QoS data, and ratings. 

Figure 2 illustrates the main components of the 

PrefWS3 system, which are described as follows: 

Interface Management: This module manages the 

different interactions with the system users. Depending 

on the nature of the user and type of his request, the 

required scenario occurs. These requests include the 

following parts: 

- Requests from service providers in order to register 

their web services. 

- Requests from service consumers, which can be 

either web services lookup requests or service 

ratings. 

WSDL to OWL-S translating: A large number of service 

providers use WSDL based syntactic description to 

describe their services. Therefore in our system, we use a 

translator to translate WSDL files into OWL-S files and 

provide semantically enriched description. The 

translating mechanism uses domain ontologies for 

mapping complex types, inputs, and outputs of WSDL 

into OWL ontology concepts. 

OWL-S Extending with QoS Information: We use OWL-

S service profile as a model for semantic annotation of 

Web service descriptions. However, OWL-S mainly 

focuses on describing functional aspects of a Web 

service and does not describe QoS aspects. After the 

translation from WSDL files to OWL-S files, the OWL-S 

profile must be enhanced with QoS information to enable 

selecting the best services that meet user preferences.    

OWL-S repository: This component is responsible for 

storing the semantic service descriptions as OWL-S files, 

which could be used for service discovery process. 

QoS Weight Calculation: Service consumers have 

different preferences. For example, a service consumer 

may want a Web service with lower cost while for 

another one; the execution time could be his most 

important parameter. For this raison, we propose that the 

service consumer may specify that a QoS attribute is 

more important than another one. Indeed, a weight is 

given for each QoS attribute. Weights are in [0, 1] where 

higher weights represent greater importance. Because 

weights are an important factor for determining the 

overall quality of a Web service, we calculate the 

weights for each QoS attribute according to the service 

consumer QoS preferences. However, distributing the 

weight of many QoS attributes overburdens the service 

consumer. Weights calculation can be consider as a 

multiple decision criteria problem and therefore, we can 

apply an Analytic Hierarchy Process (AHP) which 

becomes one of the best known and most widely used 

multi-criteria decision making methods [27].  By 

applying this method, the system can easily calculate the 

weights because it requires only a simple evaluation 

between two QoS attributes. 

Request Generating: In PrefWS3, a request is described 

in the same manner as a service to facilitate the matching 

of their descriptions. Request input and output 

parameters are assumed to be mapped to concepts from 

domain ontology. Therefore, when a service consumer 

wants to insert his request, an Ontology-Guided Interface 

is offered and the service consumer must select the 

desired terms he wants to use in his request from the list 

of terms provided in a pop-up by the interface.  

 

Domain Ontologies: Service and request are described 

using relevant ontology concepts. Different domains may 

need different ontological representations. Therefore, to 

avoid the semantic heterogeneity due to the use of 

different concepts, we use a common ontological basis 

which contains comprehensive ontologies of different 

domains of Web services development. Input and output 

parameters of both request and service are defined using 

concepts from the same domain ontology. 

OWL Public Ontologies: Several websites provide open 

public ontologies such as DAML Ontology Library1, 

which contains more than 280 ontologies written in 

OWL or DAML+OIL. OWL public ontologies are used 

to create new ontologies or update already existing one in 

the domain ontologies repository. These public 

ontologies will be consulted periodically to develop or 

enrich the domain ontologies.     

                                                           
1 www.daml.org/ontologies/ 
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Domain Ontologies Management: This component takes 

charge of maintaining and updating domain ontologies 

with additional entities. The main challenges in updating 

domain ontologies are: 1) finding new information 

(concepts, relationships…), and 2) incorporating the new 

information in ontologies.  

Functional Matching: The web service input and output 

parameters contain the underlying functional knowledge 

that is extracted for improving functional service 

discovery. The main concept of service discovery is 

semantic-based matching between requests and services. 

It establishes a mapping between the input of the request 

and the input of the service and a mapping between the 

output of the request and the output of the service.  

QoS Based Filtering: Sometimes, the service consumer 

indicates that he refuses a Web service with a QoS 

having a value below or above a threshold specified in 

his query. QoS based filtering aims to filter out services 

that do not meet the service consumer preferences 

described as QoS constraints. 

QoS Score Computing: The role of the QoS score 

computing step is to find the degree of quality of the 

candidate services after completing the functional 

matching through their QoS metric information and user 

preferences.  

QoS Monitoring: The QoS monitoring mechanism aims 

to monitor and measure the QoS values of services in 

order to verify whether the measured values are in 

compliance with QoS values published by the Web 

service provider. QoS monitoring becomes the 

determining factors for customers to whether continue 

using the service or not [28]. 

Ratings Managing: Once the web service is selected, the 

service user should provide a rating score to show his 

satisfaction level of the invoked web service. The 

reputation mechanism enables service consumers to 

evaluate the credibility of web services they use, and 

takes into account the satisfaction criteria of each service 

consumer. 

Ratings Database: User ratings are stored in an RDF 

triple store and kept in Ratings database. 

Reputation Computing: The reputation of a service is a 

collective measure of the opinion of a community of 

users regarding their experience with the service [29]. It 

 
Figure 2. PrefWS3 architecture. 

 

Ratings 

 Suitable Candidate 
Services 

 Eligible Candidate 
Services 

 Raw Candidate 
Services 

QoS 

Monitoring 

  
Binding 

Interface Management  

Consumer Interface Provider Interface 

OWL-S  
Description 

OWL-S Extending 

with QoS Info  

WSDL  
Description 

OWL-S  
Description 

 

OWL-S 

Repository 

Enhanced OWL-S 
Description 

 

QoS Weight 

Calculation 

Preferences 

Ratings 

DataBase 

Request 

Generating 

QoS Weights 

Requirements 

 Internet 
OWL Public 

Ontologies 

Domain Ontologies 

Domain Ontologies 

Management 

Enhanced 
Request 
Description 

 

QoS Based Filtering 

QoS Score Computing 

Reputation Computing 
 Best Candidate Services 

Ratings Managing 

Web Service Selection Process 

WSDL2OWLS 

Translating 

Functional Matching 



262 Informatica 40 (2016) 257–274 R. Benaboud et al. 

is computed as an aggregation of users’ feedbacks and 

kept in Ratings Database. Web services are ranked using 

their reputation and as a final step, best ranked candidate 

services are shown to the service consumer. 

4 Web service and request model 
Typically, Web services are described using functional 

and non-functional properties. Functional properties 

represent the description of the service functionalities. In 

our work, functional properties contain Service Name, 

Textual description, a set of Inputs and a set of Outputs. 

Non-functional properties represent the description of the 

service characteristics (e.g. QoS). Generally, QoS may 

cover a lot of attributes hosted by different roles. In this 

paper, we adopt three key attributes that the service 

customers mostly care about when they use a Web 

service. These are: Execution time, Execution price, and 

Reliability. Note that other QoS attributes can be applied 

to our system without fundamental modification. 

A request signifies a service demand. A request 

description includes functional and non-functional 

requirements. The former describes the functional 

characteristic of the service demand, such as inputs and 

outputs. The latter mainly focuses on the customer’s 

preferences, namely quality of service (QoS). In our 

work, a service consumer doesn’t have to give the value 

of each desired QoS attribute; he should get instead the 

means to specify that a QoS attribute is more important 

than another one. 

4.1 Translation from WSDL to OWL-S 

descriptions 

The WSLD2OWLS translating component of PrefWS3 

system translates WSDL files of the already existing 

Web Services into a semantic definition using OWL-S. 

This translation aims to add semantic annotations to Web 

Service specifications. In PrefWS3 system, we use only 

the OWL-S service profile in the discovery mechanism, 

so that the translator is responsible for translating WSDL 

files into OWL-S service profile files. Much research 

work has been done in mapping WSDL to OWL-S [30] 

[31] [32], but it is important to note here that until 

nowadays, the mapping process is not functioning fully 

automatically. The main raison is that the OWL-S 

description contains more information than the WSDL 

description. WSDL description provides only input and 

output information, while OWL-S description can 

provide inputs, outputs, preconditions and effects. 

Therefore this additional information must be set 

manually. In our work, we are limited to use only service 

name, textual description, inputs and outputs to 

functionally describe a web service. Because that 

information are already provided by WSDL description, 

the translator process is fully automatic.  

The benefit of describing Web services in WSDL 

format is that WSDL is machine-readable, namely it can 

be parsed automatically. WSDL description contains 

service name, service textual description, types, inputs, 

outputs and binding. Based on the mapping process 

presented in [31], we can summarize our translator 

mechanism, as depicted in Figure 3, as follows: 

- Service name in WSDL is translated into service 

name in OWL-S service profile. 

- Service textual description in WSDL is translated into 

Service textual description in OWL-S service profile. 

- Primitive XSD types in WSDL are translated into 

XSD simple types. 

- Complex XSD types in WSDL are translated into 

OWL ontology concepts.  

- Inputs and outputs of WSDL are mapping to OWL 

ontology concepts. 

4.2 Embedding QoS properties in the 

OWL-S service profile 

PrefWS3 system uses OWL-S service profile as a model 

for semantic annotation of Web service descriptions. 

However, OWL-S mainly focuses on describing 

functional aspects of a Web service and does not describe 

QoS aspects. Many approaches based on ontologies have 

been proposed for QoS [33] [34]. However, existing 

approaches are difficult for users to define their QoS 

based preferences. They usually assume that users could 

formulate their preferences easily and are accurately 

using the QoS languages. 

Based on our previous work [9], we propose an 

ontology based OWL-S extension to add non-functional 

description, referred to as QoS, to Web service 

description. The new service profile model is depicted in 

Figure 4. In OWL-S service profile we use a set of 

ServiceParameter which has a name 

(serviceParameterName) and a value (sParameter). For 

the connection of OWL-S and QoS ontology, the 

QoSProperty is a subclass of OWL-S ServiceParameter, 

and QoSParameterName and qosParameter are 

subproperties of OWL-S ServiceParmaerterName and 

sParameter property respectively. This method is open to 

apply any QoS ontologies. 

Each QoS property (QoSProperty) is defined by a 

name (qosParameterName) as a "String" and a set of 

characteristics (QoSCharacterisitic) that we describe as 

follows: 

 
Figure 3: Translation from WSDL to OWL-S descriptions. 
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- Value: Represents the value of a QoS property. From 

the provider viewpoint, this value represents the one 

of a QoS attribute of the provided service; but from 

the consumer viewpoint, it represents a threshold QoS 

value. 

- Monotony: This feature is used to distinguish between 

two types of QoS:  

 Quality with increasing monotony (e.g, 

execution time). In this case, the QoS property 

value indicated by the service user represents 

the minimum value to be taken into account.  

 Quality with decreasing monotony (e.g, 

execution price."). In this case, the QoS property 

value indicated by the service user represents 

the maximum value to be taken into account. 

- Unit: Each value of the QoS property is provided 

together with a measuring unit (e.g, Dollars, Seconds) 

- Dynamism: We distinguish two different types of 

QoS: The static and dynamic. A static QoS is a 

quality whose value is known before the Web service 

execution (eg, the execution price). Dynamic QoS is a 

quality whose value is known only after the Web 

service execution (eg, execution time). 

- QoSWeight: As described in previous section, the 

QoS weight allows specifying that a QoS property is 

more important than another one. 

- QoSCoeff: This coefficient represents the degree of 

confidence that a customer has on his preference. The 

use of this coefficient will be detailed in subsection 

6.1.   

The proposed OWL-S extension is particularly 

useful for the different actors involved in the publication, 

the discovery and the invocation of web services, mainly 

service provider and service consumer (or user). Service 

provider can enter the services by filling properties 

values of the different service qualities (ProviderQoS). 

To facilitate this task, PrefWS3 displays the definition 

and comments on the quality property whose value must 

be entered. The service consumer can query the OWL-S 

extension ontology to find services that best meet their 

QoS requirements (RequesterQoS).  

4.3 QoS weights calculating using AHP 

method 

To help the service user on determining the weights 

according to their QoS preferences easily, the “QoS 

weight calculation” component of PrefWS3 uses a 

mechanism based on an Analytic Hierarchy Process 

(AHP) method which allows the calculation of weights 

only by a simple evaluation between two QoS attributes. 

The Analytic Hierarchy Process, presented in [35], is 

a multi-criteria decision-making approach which can be 

used to solve complex decision problems. Basically, this 

approach involves the construction of a pair-wise 

comparison matrix where each element is rated against 

every other element by means of predefined scores (from 

1 to 9) indicating their relative importance as shown in 

Table 1. These comparisons are used to obtain the 

weights of importance of the decision criteria. If the 

comparisons are not perfectly consistent, then it provides 

a mechanism for improving consistency. 

In PrefWS3 system, the main steps for using the AHP 

method can be described as follows: 

1. In the first step, we identify the criteria to be used 

by the method. As an illustration, we choose three 

QoS attributes as criteria, which are: execution 

time, execution price and availability. 

2. In the second step, we establish the pairwise matrix 

based on service user preferences. By applying the 

AHP method, since we have three QoS attributes, a 

pairwise comparison matrix, containing nine 

elements, has been constructed. Suppose that the 

matrix, depicted in Table 2, represents the 

corresponding judgments with the pairwise 

comparisons. 

 
Figure. 4: OWL-S extension to support QoS. 
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Scales  Degree of 

preferences 

Explanation 

1 Equally Two activities contribute 

equally to the objective 

3 Moderately Experience and 

judgment slightly favor 

one over the another 

5 Strongly 

 

Experience and 

judgment strongly or 

essentially favor one 

activity over another 

7 Very strongly 

 

An activity is strongly 

favored over another and 

its dominance is shown 

in practice 

9 Extremely 

 

The dominance of one 

over another is affirmed 

on the highest possible 

order 

2, 4, 

6, 8 

Intermediate values 

 

Used to represent 

compromises between 

the preferences in 

weights 1, 3, 5, 7 and 9 

Recip

rocals 

Opposites Used for inverse 

comparisons 

Table 1: Pairwise comparison scale for AHP preferences. [35] 

QoS 

attribute 

Execution 

time 

Availability Execution 

price 

Execution 

time 
1 9 3 

Availability 1/9 1 1/5 

Execution 

price 

1/3 5 1 

Table 2: Example of a pairwise matrix. 

3. In the third step, we calculate the weight of 

importance of each QoS attribute based on the 

pairwise comparison matrix and many 

normalization operations. The weighted values are 

calculated by Algorithm 1. 

4. In the fourth step, we verify the consistency of the 

service user judgments. In the AHP method, 

judgments are considered to be adequately 

consistent if the corresponding consistency ratio 

(CR) is less than 0.1; otherwise it is necessary to 

review the subjective judgments. The CR is 

calculated as follows. First the consistency index 

(CI) needs to be calculated. This is done by 

algorithm 2. Next the consistency ratio CR is 

obtained by dividing the CI value by the Random 

index (RI) as given in Table 4 where n is the 

number of criteria. 

When applying the algorithm on the above example of 

pairwise comparison matrix, we get the weights 

presented in Table 3. 

Algorithm 1: Weights Calculation 

Input: C: matrix n  n     

// pairwise comparison matrix obtained in step 2. 

Output: W: vector with size n // weights vector  

Variables: P: matrix n  n initialized with 0 for each 

element. 

S, W: vectors with size n initialized with 0 for each 

element. 

Begin 

1:    for j  1 to n  do 

         for i  1 to n  do 

            S[j]  S[j] + C[i][j]; 

 2:    for j  1 to n  do 

         for i  1 to n  do 

            P[i][j]  C[i][j]/ S[j]; 

3:    for i  1 to n  do 

         for j  1 to n  do 

            W[i]  W[i] + P[i][j]; 

4:    for i  1 to n  do 

         W[i]  W[i]/n; 

End 

 

QoS 

attribute 

Execution 

time 

Availability Execution 

price 

Weight 0.67 0.06 0.27 

Table 3: Example of weight scores. 

n 1 2 3 4 5 6 7 8 9 

R I 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 

 

 

When the algorithm 2 is applied to the previous 

judgment matrix, it can be verified that the following are 

derived: max = 3.056, CI = 0.028, and CR = 0.048. The 

CR value is less than 0.10, so weights are accepted. 

Table 4: RI values for different values of n. [35]  
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5 Service functional matching 

The main concept of service functional matching is 

semantic matching between request and web services, 

namely, inputs and outputs of the request are both 

matched with the ones of the web service. We consider 

that all inputs and outputs refer to concepts of domain 

ontology. In fact, matching inputs (outputs) of the 

request and the web service is nothing other than the 

matching of concepts associated to inputs (outputs). To 

calculate the similarity of two concepts A and B, we take 

into account two parameters. The first is the relationship 

between the two concepts in the domain ontology. The 

second is the role of concepts in the request and the web 

service, i.e, concepts are inputs or outputs. 

Based on the relationship between the two concepts 

A and B in the domain ontology, we distinguish the 

following scenarios: 

 A = B: The concepts A and B are the same or they are 

declared as equivalent classes. 

 A < B: The concept A is a subclass of the concept B 

directly or indirectly. 

 B < A: The concept B is a subclass of the concept A 

directly or indirectly. 

 A <> B: The concept A does not have a parent/child 

relationship with the concept B, but both 

concepts have a parent concept C in 

common directly or indirectly. 

 AB : Otherwise. 

Based on the role of concepts in both request and web 

service, we think that an output in the request should not 

be considered as similar to a more generic output in the 

advertised service, while a request input could  be 

considered as similar to a more generic advertised input. 

For example, if a user requests a web service that gives 

as an output the list of “Algerian universities”, then the 

web service that gives as an output the list of all 

universities, cannot be considered as a suitable service 

because; it can return a set of “European universities” 

Cases Concept  A Concept B 

The role of concepts 

in request/web 

service 

Relationship 

between 

Concepts in 

Domain 

Ontology 

 
ConceptSim(A, B)  

 1 (line 1) Location Location / 
Location = 

Location 
1 

2  (line 3) PhdStudent Person 

PhdStudent 

R1.Inputs and 

Person  S1.Inputs 

PhdStudent  < 

Person 
1 

3 (line 4) AlgUniversity University 

AlgUniversity  

R1.Outputs and 

University  

S1.Outputs 

AlgUniversity 

< University 
0,8 

4 (line 7) University AlgUniversity 

University  

R2.Outputs and 

AlgUniversity  

S2.Outputs 

AlgUniversity 

< University 
1 

5 (line 8) Person PhdStudent 

Person  R2.Inputs 

and PhdStudent  

S2.Inputs 

PhdStudent < 

Person 
0,6 

6 (line 10) PhdStudent Employer / 
PhdStudent <> 

Employer 
0,5 

7 (line 11) Person University / 
Person  

University 
0 

Table 5: Example of conceptSim calculation. 

Algorithm 2: CI Calculation 

Inputs: C: matrix n  n   // pairwise comparison matrix 

obtained in step 2. 

W: vector with size n   // weights vector obtained by 

Algorithm 1   

Outputs: CI: float    // Consistency Index 

Variables: P: matrix n  n initialized with 0 for each 

element. 

 S: vector with size n initialized with 0 for each element. 

 max: float. 

Begin 

1:    for j  1 to n  do 

         for i  1 to n  do 

            P[i][j]  C[i][j]*W[j]; 

2:    for i  1 to n  do 

         for j  1 to n  do 

            S[i]  S[i] + P[i][j]; 

3:    for i  1 to n  do 

         S[i]  S[i]/W[i]; 

4:    max  Max(S[1], S[2],….., S[n]); 

5:    CI  (max – n)/(n – 1); 

End 
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that do not interest the user. We think also that an input 

in the advertised service should not be considered as 

similar to a more generic input in the request, while an 

output in the advertised service could be considered as 

such. For example, if a user requests a web service that 

takes as an input the ID of a student, then the Web 

service that takes as an input only the ID of a PHD 

student cannot be considered as a suitable service, 

because it ignores a much of the request’s inputs. 

To calculate the semantic similarity between two 

concepts A and B, we use the function ConceptSim(A, 

B). Our definition of this function is based on the 

constraints described above and on the information 

theoretic based measure presented in [36]. Semantic 

similarity is defined as the amount of common 

information that is shared between the concepts. 

Algorithm 3 gives the exact definition of the function 

ConceptSim(A, B), where: 

 The concept A annotates an input/output of the 

request, while the concept B annotates an 

input/output of the Web Service. 

 All inputs and outputs refer to concepts of the domain 

ontology, an example portion of which is shown in 

Figure 5. 

Algorithm 3 : ConceptSim(A, B) 

Begin 

1:  if A = B then  ConceptSim(A, B) = 1  

2:  else if A <  B  then  

3:             if A, B are Inputs  then ConceptSim(A,B)= 

1   

4:             else  if A, B are Outputs then 

               ConceptSim(A, B) = 
Size(prop(B))

Size(prop(A))
   endif 

5:             endif 

6:        else if B < A then  

7:           if A, B are Outputs then ConceptSim(A,B) = 

1    

8:           else if A, B are Inputs then 

                     ConceptSim (A, B) = 
Size(prop(A))

Size(prop(B))
  endif 

9:           endif  

10:      else if A <> B then  

                   ConceptSim(A, B) = 
Size(prop(A)prop(B))

Size(prop(A)prop(B))
 

 11:     else  ConceptSim (A, B) = 0  endif  

12:      endif 

13:     endif 

14: endif 

13: return ConceptSim (A, B).       

End 

 The function prop(C) denotes the set of properties of 

the concept C. 

 The function Size(S) denotes the number 

of elements of the set S. 

 If a concept A is a subclass of a concept B (A < B), 

then all properties of B are added to the properties of 

A (inheritance property). 

Example: For illustration, let us take two requests (R1, 

R2) and two web services (S1, S2). All inputs and 

outputs refer to concepts of the domain ontology shown 

in Figure 5. 

 R1: Inputs = { PhdStudent}, and                     

Outputs = { Location,  AlgUniversity } 

 R2: Inputs = { GeographicArea, Person }, and 

Outputs = { University }  

 S1: Inputs = { Person }, and                            

Outputs = { Location, University }   

 S2 : Inputs = { Location, PhStudent }, and     

Outputs = { AlgUniversity}   

The different cases can be illustrated in Table 5.  

After describing the semantic similarity between 

concepts, we give now the algorithm of inputs matching 

(algorithm 4). Where R.Inputs and S.Inputs denote the 

set of inputs in the request R and the set of inputs in the 

service S respectively, Card(E) denotes the cardinality of 

the set E, Sort(A) allow to sort the elements of the array 

A in descending order.  In lines 1, 2, 3 and 4, the 

algorithm matches each request input with all Web 

service inputs, and keeps the best mapping for each 

request input. In lines 9, 10, 11 and 12, it distinguishes 

between the situation when the number of request inputs 

is less than the number of service inputs and when the 

inverse situation is presented. In the first case, we have a 

miss of information; therefore InputsSim value is 

decreased (line 10). 

The outputs similarity given by 

OutputsSim(R.Outputs, S.Outputs) function is also 

calculated, by algorithm 5, in the same way as inputs 

similarity. But when the number of service outputs is less 

than the number of request outputs, the value of 

OutputsSim is decreased. Therefore we inverse line 10 

 

Figure 5: Part of simple Ontology. 

 

hasLongitude 

hasLatitude 

hasGeoName hasCountryName 

hasThesisID 

hasEmployerID hasStudentID 

hasAdress 

hasLastName 

hasFirstName 

hasAlgPostcode 

hasName 

hasUnivID 

University 

UnivPostcode 

UnivCourse 

UnivID 

UnivName 

AlgUniversity AlgPostcode 

Person Adress 

FirstName 

LastName 

Employer Student  EmployerID StudentID 

PhdStudent  ThesisID 

GeographicArea CountryName GeoName 

Location 

Latitude 

Longitude 

Altitude 

hasAltitude 

                subClassOf                                                                                     

                hasProperty 

https://en.wikipedia.org/wiki/Element_(mathematics)
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with 12 and perform changes in variable names in the 

algorithm 3. 

For example, let us calculate the Inputs and Outputs 

similarity between Req1 and WSer1 shown previously. 

InputsSim = ConceptSim(PhdStudent, Person) = 1. 

OutputsSim= 
ConceptSim(Location,Location)+ConceptSim(AlgUniversity,University) 

2

  =  
1+0,8

2
  = 0,9. 

After calculating inputs and outputs similarity, 

functional similarity can be calculated using Equation 1. 

Where weights w1 and w2 are real values between 0 and 

1 and must sum to 1; they indicate the degree of 

confidence that the service consumer has in the input 

similarity and output similarity. By default, w1 and w2 

are set to 0.5. 

FunctionalSim(R, S) = w1*InputsSim(R.Inputs, S.Inputs) 

+ w2*OutputsSim(R.Outputs, S.Outputs)                      (1) 

In the previous example, FunctionalSim(R1, S1)= 

0.5*1 + 0.5*0.9= 0.95. This value indicates that R1 and 

S1 are semantically very close. 

Algorithm 4 : InputsSim(R.Inputs, S.Inputs) 

InSim: array of float; // initialized with 0 for each 

element 

 Begin 

1:   foreach e1 in R.Inputs do 

2:        foreach e2 in S.Inputs do 

3:    InSimi = Max(InSimi , ConceptSim(e1, e2));  

4:        end for 

5:        i = i + 1; 

6:   end for 

7:   Sort(InSim);  

8:   m = Card(R.Inputs) – Card(S.Inputs); 

9:   if m<0 then  

10:         InputsSim =  
∑ 𝐼𝑛𝑆𝑖𝑚𝑖

𝐶𝑎𝑟𝑑(𝑅.𝐼𝑛𝑝𝑢𝑡𝑠)
𝑗=1

𝐶𝑎𝑟𝑑(𝑅.𝐼𝑛𝑝𝑢𝑡𝑠)
/(|𝑚| + 1) 

11:   else 

12:         InputsSim = 
∑ 𝐼𝑛𝑆𝑖𝑚𝑖

𝐶𝑎𝑟𝑑(𝑆.𝐼𝑛𝑝𝑢𝑡𝑠)
𝑗=1

𝐶𝑎𝑟𝑑(𝑆.𝐼𝑛𝑝𝑢𝑡𝑠)
 

13:   end if 

14:   return InputsSim 

End 

6 The QoS-based matching phase 

6.1 QoS based services filtering 

Sometimes, the service user indicates that he refuses a 

Web service with a QoS having a value below or above a 

threshold specified in his query. For example, a service 

consumer may want a service with an execution price not 

exceeding 100 units. So, candidate services which are 

over this threshold value will be eliminated.  

This type of filtering is effective to meet user 

preferences, but suppose for the previous query, the 

discovery process has found a good Web service from 

the functional point of view but offers execution price 

equal to 101 units. This Web service will be ignored 

although 1unit may not make a difference to the user. In 

such case, we propose that when the user indicates a 

threshold for a QoS attribute, it associates a confidence 

coefficient "QoSCoeff". This coefficient represents the 

degree of confidence that the user has on the specified 

threshold. The value of this coefficient should be in the 

range [0, 1]. The value 1 means that the filtering 

algorithm must strictly observe the specified threshold. 

The value 0 means that the filtering algorithm must 

ignore this threshold. Therefore, our system uses 

algorithm 6 as a QoS-based services filtering algorithm. 

With this algorithm we can avoid the selection of web 

services that does not meet the service consumer 

preference. 

Algorithm 6 takes as inputs a set of candidate web 

services and a set of QoS based constraints, thresholds 

(QoSConstraints.value) and confidence coefficient 

(QoSConstraints.QoScoeff), then filter out unwanted 

services taking into account that each QoS attribute can 

be monotonically increased or decreased. 

For each Web service from the candidate Web 

services, we check the offered QoS properties to compare 

it with user constraints. 

Line 9: If the QoS property is a positive quality 

(QoSCharacteristic.Monotony = "increase"), then 

multiply the value of the threshold by the coefficient to 

further decrease the threshold value. 

For example, if the user indicates a threshold equal to 50 

units for the execution time QoS property, with a 

confidence coefficient equal to 0.7, then all Web services 

with an execution time more than 50 * 0.7 = 35 units are 

maintained. The others are filtered out. 

Line 11: If the QoS property is a negative quality 

(QoSCharacteristic.Monotony = "decrease"), then we 

divide the value of the threshold by the coefficient to 

further increase the threshold value. 

For example, if the user indicates a threshold equal to 

Algorithm 5 : OutputsSim(R.Outputs, S.Outputs) 

OutSim: array of float;  // initialized with 0 for each element 

Begin 

1:   foreach e1 in R.Outputs do 

2:        foreach e2 in S.Outputs do 

3:    OutSimi = Max(OutSimi , ConceptSim(e1, e2));  

4:        end for 

5:        i = i + 1; 

6:   end for 

7:   Sort(OutSim);  

8:   m = Card(R.Outputs) – Card(S.Outputs); 

9:   if m<0 then  

10:         OutputsSim = 
∑ 𝑂𝑢𝑡𝑆𝑖𝑚𝑖

𝐶𝑎𝑟𝑑(𝑆.𝑂𝑢𝑡𝑝𝑢𝑡𝑠)
𝑗=1

𝐶𝑎𝑟𝑑(𝑆.𝑂𝑢𝑡𝑝𝑢𝑡𝑠)
 

11:   else 

12: OutputsSim =  
∑ 𝑂𝑢𝑡𝑆𝑖𝑚𝑖

𝐶𝑎𝑟𝑑(𝑅.𝑂𝑢𝑡𝑝𝑢𝑡𝑠)
𝑗=1

𝐶𝑎𝑟𝑑(𝑅.𝑂𝑢𝑡𝑝𝑢𝑡𝑠)
/(|𝑚| + 1) 

13:   end if 

14:   return OutputsSim 

End 
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100 units for the execution price QoS property, with a 

confidence coefficient equal to 0.8, then all Web services 

with an execution price less than 100/0.8 = 125 units are 

maintained. The others are filtered out. 

Algorithm 6: QoSServicesFiltering(CandidateServices, 

QoSConstraints) 

Begin 

1:  foreach service S in CandidateServices do 

2:    foreach QoSParameter in S do  

3:     Coeff := QoSConstraints.QoScoeff 

4:     Mon:= QoSCharacteristic.Monotony 

5:     SVal:= QoSCharacteristic.Value 

6:     RVal:= QoSConstraints.Value 

7:    if (Coeff < > 0) then  

8:      if (QoSParameter.name = QoSConstraints.name)   

then                      
9:          if (Mon = “increase” ) and 

                 (SVal < (RVal  Coeff)) then           

10:               FilterOut (S) from CandidateServices. 

11:       elseif (Mon = “decrease” ) and  

                 (SVal > RVal / Coeff)) then           

12:                  FilterOut (S) from CandidateServices. 

          endif. 

        endif 

       endfor  

      endfor   

End 

6.2 QoS score computing 

Each QoS value (qosValue) needs to be normalized to 

have a value in the range of 0 to 1. This step normalizes 

them in [0, 1] to guarantee they are evaluated by the 

same span.  To normalize the QoS value, we take into 

account that each QoS attribute is monotonically 

increasing or decreasing. 

 
QoS attribute nature 

qosMaxValue and  

qosMinValue 

 monotonically 

increasing 
qosMaxValue ≠ 

qosMinValue 

Normalized 

QoS value 
1 − 

qosMaxValue − qosValue

qosMaxValue −  qosMinValue
 

 monotonically 

increasing 
qosMaxValue = 

qosMinValue 

Normalized 

QoS value 
1 

 monotonically 

decreasing 

qosMaxValue ≠ 

qosMinValue 

Normalized 

QoS value 
1 − 

qosValue − qosMinValue

qosMaxValue −  qosMinValue 
 

 monotonically 

decreasing 

qosMaxValue = 

qosMinValue 

Normalized 

QoS value 
1 

Table 6: QoS value normalization. 

Table 6 shows how to normalize QoS value, where 

qosMaxValue and qosMinValue values show the 

maximum and minimum values of the QoS attribute 

between all candidate services.Algorithm 6 takes as 

inputs a set of candidate services in “CandidateServices “  

and calculated QoS weights from a service user request 

and establishes the QoSServices matrix of QoS scores, 

and gives as output a vector QoSScore which contains 

the overall QoS score of each candidate Web service. 

QoSServices is a matrix where rows represent candidate 

Web services, and columns represent QoS attributes. 

Algorithm 7: QoSScoreComputing(CandidateServices, 

QoSConstraints) 

MtxServices: Matrix of float ; 

QoSScore: Vector of float initialized by <0, 0,……, 0> ; 

Begin 

1:  foreach service S in CandidateServices do 

begin 

2:     foreach QoSParameter in S do  

  begin 
3:       MtxServices[i, j] : =           

NormalizedValue(QoSCharacteristic.Value); 

4:      QoSScore[i] := QoSScore[i] + (MtxServices[i, j]  

QoSConstraints.QoSWeight); 

   j:= j +1; 

  endfor  

5:    i:= i +1; 

end for   

End 

In line 3, we calculate for each candidate Web service the 

normalized value of each QoS attribute.   

In line 4, we calculate for each candidate Web service the 

overall QoS score which is the sum of each normalized 

QoS value multiplied by the weight given in the service 

user request.  

6.3 QoS monitoring 

The QoS monitoring process aims to monitor and 

measure the QoS values in order to verify whether the 

measured values comply with QoS values published by 

the Web service provider. As it is mentioned in Section 

4.2, we distinguish two different types of QoS: The static 

and dynamic. The QoS monitoring process is interested 

in dynamic QoS monitoring, because QoS values are 

known only after the Web service execution.  

The QoS monitoring in the field of Web services has 

been studied by many addressed (e.g., [[37] [38] [39] 

[40] just to name a few). The authors of [37] introduce a 

QoS model which covers various dimensions of QoS, i.e. 

availability, accessibility, performance, reliability, 

security, and regulatory, and propose metrics to enhance 

QoS measurement on the service side. They realized the 

monitoring of QoS dimensions above through a 

monitoring extension of Java system application server 

developed in Java EE 5.0. In [38], the authors present a 

Probe-based Observability Mechanism required for the 

monitoring of the web services that facilitates 

observation of internal execution details of the web 

services during testing and execution. The authors in [39] 

carry out a research to develop a monitoring method for 

web services response time.  The method proposed in 
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this research is based on creating a proxy for connecting 

to the required Web service, and then calculating the 

Web services response time via the proxy. The work in 

[40] presents the Vienna Runtime Environment for 

Service-oriented Computing (VRESCo) that addresses 

some issues of current Web service technologies, with a 

special emphasis on service metadata, quality of service, 

service querying, dynamic binding and service 

mediation. The QoS monitoring is performed in their 

work to evaluate the framework through performance 

measurements on service querying, binding, mediation 

and invocation performances. 

According to these studies, QoS monitoring can be 

performed into two approaches: (1) Client-side 

monitoring: the measurement of QoS is run on the client 

side [39], (2) Server-side monitoring: the measurement 

of QoS is run on the server side [37] [40]. On one hand, 

client-side monitoring usually gives less accurate 

monitoring results and requires that clients must agree to 

install monitoring software which may not always be the 

case.  But on the other hand, server-side monitoring is 

usually accurate but requires access to the actual service 

implementation which is not always possible. 

In our work, we choose the use of a server-side 

monitoring mechanism, while ensuring that it does not 

affect existing implementations of the observed Web 

services. For this raison, our QoS monitoring mechanism 

is based on Windows Performance Counters (WPC) 

provided by Windows Communication Foundation 

(WCF) [41], which are part of the .NET Framework and 

offer a server-side QoS monitoring for Web services. 

Windows Performance Counters allow measuring the 

performance of Windows Communication Foundation 

Web services without altering any existing services. 

WPC supports a rich set of counters that can be 

measured during the execution time of Web services. 

Performance counters are scoped to three different levels: 

Service, Endpoint and Operation. Each of these levels 

has performance counters to analyse the performance of 

a hosted WCF Web service. Service performance 

counters measure the service behaviour as a whole and 

can be used to diagnose the performance of the whole 

service. They can be found under the 

ServiceModelService 4.0.0.0 performance object when 

viewed with Performance Monitor (Figure 6). 

In our work, we focus on the following counters: 

"Call Duration” counter to measure the execution time, 

"Calls Per Second” counter to measure the number of a 

Web service invocations, and "Failed Calls Per Second” 

counter to measure the number of a Web service failures. 

As depicted in figure 7, the way the QoS monitoring 

mechanism functions can be summarized as follows: 

- Initially, the QoS monitor has to be installed on the 

service provider host. QoS monitor is itself a 

service which captures the performance counters of 

the monitored web services. 

- Once installed, the QoS monitor has to be 

configured by setting the required parameters in the 

Web.config file. This configuration allows the 

operating system to attach the performance counters 

to the monitored web services. 

- By default, the Windows Performance Counters are 

turned off because they could significantly increase 

the memory footprint of the WCF application. 

Performance counters can be enabled for the service 

from the diagnostics section of the Web.config file, 

as shown in the following sample configuration: 

<configuration> 

  <system.serviceModel> 

    <diagnostics    

performanceCounters="All" />  

  </system.serviceModel> 

</configuration> 

To specify the web service we want to monitor, we 

need to add its name in the services section of the 

Web.config file as follows: 

<configuration> 

  <system.serviceModel> 

     <services> 

<service 

name="MonitoredServiceName" > 

        …… 

 </service> 

     </services> 

   </system.serviceModel> 

</configuration> 

- Once started, the QoS monitor constantly continues 

reading the current values of the performance 

counters (Call Duration, Calls Per Second, Failed 

Calls Per Second) and transmits them to the QoS 

aggregator component of the PrefWS3 system. The 

QoS monitor sends sequentially, to the QoS 

aggregator, a SOAP message containing 

information about the service provider, the 

monitored service and the corresponding measured 

performances.  

 
Figure 6: Windows Performance Counters: 

ServiceModelService Category. 



270 Informatica 40 (2016) 257–274 R. Benaboud et al. 

- When the QoS aggregator component receives the 

performance counters values sent by the QoS 

monitor, it aggregates these values to calculate the 

execution time and the reliability of the monitored 

Web service. The performance counter  “Calls 

Duration" of the counter category 

“ServiceModelService 4.0.0.0" is used to calculate 

the execution time QoS, and the performance 

counters "Calls Per Second”,  "Failed Calls Per 

Second” of the same category are used to calculate 

the reliability QoS. 

- Finally, the measured QoS values are transmitted to 

the decision maker component. This latter compares 

the measured QoS values with the corresponding 

QoS values published by the Web service provider 

in the OWL-S repository. If the QoS values 

published do not comply with the measured QoS 

values then the service provider will be punished. 

Several forms of punishments have been proposed. 

In our work, we propose to temporarily exclude the 

web service whose QoS are not real. 

The QoS monitoring mechanism of the PrefWS3 

system makes use of Windows Performance Counters, 

which are integrated into the operating system and thus, 

representing an easy way to QoS monitoring. 

7 Rating and reputation mechanism 
Before paying the execution price of a Web service, the 

user is always looking to be sure of his choice. One of 

the mechanisms used to make the user have confidence 

in the selected web service is to give him the ratings of 

other users who have already used it. Once the web 

service is selected, the service user should provide a 

rating score to show the user satisfaction level of the 

invoked web service. A rating score is an integer number 

that ranges from 0 to 4, where the meaning of each value 

is as follows:  4: very satisfied, 3: satisfied, 2: neither 

satisfied or dissatisfied, 1: dissatisfied, 0: very 

dissatisfied. 

In existing Rating-based approaches, the satisfaction 

criterion of the rater is unknown. Without knowing the 

intendment of the rater, it is almost impossible to make 

sense of a given rating. For example, a service user may 

give a high rating to a Web service because its execution 

time is small. If the execution time is not significant for a 

second service user, then the first service user’s high 

rating will not be significant either. Hence, it is important 

to take into account the satisfaction criteria of each 

service user. This is done by giving a rate score for each 

QoS attribute of the used Web services.   

The user ratings are stored in an RDF triple store. As 

user ratings refer to a given service request, each Rating 

instance contains the service user who performed the 

rating, the rated service, the rating date, and finally the 

rating scores (one rating score per QoS attribute). New 

ratings from the same user for the same service replace 

older ratings. 

Over time, the qualities of a service can be changed 

by the service provider. In this case, old ratings are no 

longer representative. To address this problem, we give 

more importance to the recent ratings. This is done using 

Equation 2, where d is the number of days between the 

current date and the rating submission one. Figure 8 

shows the evolution of the rating value over the time 

where the initial value equals 3.  

UpdatedRate(S. QoSProperty)= 
𝑅𝑎𝑡𝑒(𝑆.QoSProperty)

log10(10+𝑑 )
     (2)  

The reputation score of a service S within a single 

QoS attribute is computed as the average of all ratings 

the service receives from service users for this QoS 

attribute as indicated in Equation 3, where N is the 

number of ratings for the service S. Each rating score is 

normalized, as a monotonically increasing criterion, to 

have a value in the range of 0 to 1. 

ReputationScore(S. QoSProperty) =

NormalizedValue(
∑ UpdatedRate(S.QoSProperty)

N
)      (3) 

The reputation score of a service within multiple 

QoS attributes is computed, by Equation 4, as the 

weighted sum of the rating score of each quality 

attribute.  

OverallReputationScore(S) =

 
∑ ReputationScore(S.QoSProperty)∗weight

∑ weight
          (4) 

 

Figure 7. QoS monitoring mechanism. 
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Figure 8: Example of the rating value evolution. 
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8 Evaluation 
In implementing PrefWS3, we use some software and 

tools. PrefWS3 is developed with Java under Eclipse IDE 

platform.  PrefWS3 makes use the OWL-S API [42] for 

OWL-S files parsing. Jena 2.2 [43] is used for reasoning 

on OWL.       

In order to evaluate the performance of our proposed 

semantic similarity algorithm which calculates the 

semantic similarity between a request and a web service, 

we compared it with two semantic matchmakers, the 

SAM architecture introduced in [15], and the BSA 

algorithm presented in [16].We use Book, Person and 

Printed Material ontology presented in [15], which is 

retrieved from “OWL-S Service Retrieval Test 

Collection version 2.1” available from the 

SemWebCentral Website2. In addition, we also used 

request and service definitions presented in the same 

work.  

As shown in Figure 9, Book, Person and Printed 

Material ontology contains information on printed 

material classification and related concepts such as 

publishers, readers, authors, book types and several other 

concepts. 

As the properties of the superclass are inherited by 

its subclasses, and in order to apply our algorithm, using 

the ontology described above, we assume that each 

subclass (or subconcept) in the ontology contains one 

more property than its superclass (superconcept). The 

request and the web services input/output parameters are 

given in Table 7. Request input concepts are Ordinary-

Publisher, Novel, and Paper-Back. Request output 

concepts are Local-Author and Genre.  
To demonstrate the value-added features of our 

semantic similarity algorithm, we present a test case 

between Request and Web Service 1 for input matching. 

The input parameters for Web Service 1, as shown in 

Table 7, are Publisher, ScienceFiction-Book. We 

calculated the semantic similarity using the ConceptSim 

function. 

By applying the InputsSim algorithm, input concepts 

in both request and Web service 1 are matched as 

follows: 

- Ordinary-Publisher  Publisher: ConceptSim = 1, 

since: Ordinary-Publisher < Publisher.  

- Novel  ScienceFictionBook: 

ConceptSim =  
Size(prop(Novel)prop(ScienceFictionBook))

Size(prop(Novel)prop(ScienceFictionBook))
  = 

4

6
 = 0.666, since: 

Novel <> ScienceFictionBook. 

- Paper-Back: No match 

                                                           
2 http://projects.semwebcentral.org 

 

- Paper-Back is an extra input of a request, so it can be 

ignored and thus, the InputSim(Request, Web Service 

1) = (1+0.666)/2 = 0.833 

Results of the input-output similarity calculation of 

all services in the test case are listed in Table 8.  

Service 2 is found to be the most similar to Request 

according to input matching, since it has the highest 

score for input matching of all the other classes. In fact, 

all the SAM, BSA, and PrefWS3 found this to be the best 

matched service in input matching with a score of 0.4388 

by SAM, a score of 0.77 by BSA, and a score of 0.833 by 

PrefWS3. However, SAM, BSA, and PrefWS3 found the 

Service 2 has the weakest match outputs with scores of 

0.01447, 0.012, and 0.125 respectively. 

On the other hand, in PrefWS3, matching Request 

and Service 5 should give the highest score according to 

output matching since {Genre → Genre : ConceptSim = 

1} and {Local-Author → Publisher : ConceptSim = 

0.25}. Both SAM and BSA found this to be the best 

matched service for output matching and scored it as 

1.00018 by SAM, and 1.2565 by BSA.   

Furthermore, SAM and BSA found that Service 3 

has the weakest match for inputs, so this places it the 

latest in the rankings, which was also found as unrelated 

and scored as 0.541 by PrefWS3. 

All the SAM, BSA, and PrefWS3 found that Service 

3 and Service 4 have the same output matching scores. 

Thus, for Service 3 and Service 4, BSA orders the results 

according to the maximum value of input scores, whereas 

SAM uses a random selection. Finally, both the BSA and 

PrefWS3 found the order of total score to be: 

Service 5 > Service 1 > Service 4 > Service 2 > 

Service 3. 

The results reveal that, in both BSA and PrefWS3 

systems, Service 5 has the highest total score considering 

both input and output matching, and Service 2 has the 

lowest total score. As a conclusion, comparing the results 

given by PrefWS3 with those given by SAM and BSA, 

we note that PrefWS3 offers good results but with less 

calculation, and therefore less time.   

9 Conclusion  
In this article, we introduce a semantic web services 

discovery and selection system (PrefWS3). An advanced 

feature of PrefWS3 is that it performs the service 

discovery and selection based on the matching level of 

the service advertisements with the user requests in terms 

of both functional and non-functional parameters. 

PrefWS3 is considered to be a user-centric system which 

helps and guides users on formulating their requirements 

and preferences, and hence, allows to free consumers 

from time consuming human computer interactions and 

Web search. Additionally, PrefWS3 uses a translator to 

translate WSDL files into OWL-S and provides 

semantically enriched description. As a result, enhancing 

web services with a semantic description of their 

functionality will further improve their discovery and 

selection. PrefWS3 uses an efficient semantic-based 
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matching mechanism which calculates the semantic  

 
Figure 9: Book, Person and Printed Material ontology section. [15] 

Request/Service  

Name 

Inputs Outputs 

Request Ordinary-Publisher, Novel,  Paper-Back Local-Author, Genre 

Web Service 1 Publisher, ScienceFictionBook Author, Price 

Web Service 2 Book, Alternative- Publisher, Book-Type  Publisher, Price, Date 

Web Service 3 FantasyNovel, Author Price, Comic 

Web Service 4 Newspaper, Book-Type, Person  Review, Fantasy 

Web Service 5 Publication,  Book-Type, Reader Genre, Publisher 

Table 7: Request and Services parameters. 

Service 

name 

 

Scores of SAM Scores of BSA Scores of PrefWS3 

Input 

Sim  

Score 

Output

Sim 

Score 

Total 

Score 

Input  

Sim  

Score 

Output

Sim 

Score 

Total 

Score 

InputS

im  

Score 

Output

Sim 

Score 

Tota

l Score 

Service 1 0.35964 0.12229 0.21723 0.640 0.8571 0.7485 0.833 0.5 0.666 

Service 2 0.4388 0.01447 0.27771 0.77 0.012 0.391 0.833 0.125 0.479 

Service 3 0.18026 0.17033 0.08078 0.47 0.5076 
0.4888 

 
0.541 0.5 0.520 

Service 4 0.23636 0.12229 0.69465 0.5321 0.5076 
0.5198 

 
0.761 0.5 0.630 

Service 5 0.31718 1.00018 0.20024 0.575 1.2565 
0.9157 

 
0.75 0.625 0.687 

Table 8: Comparison of PrefWS3, SAM, and BSA based on input/output parameter matching. 

 

similarity between the request and the web service based 

on the concepts position in the ontology, the common 

properties between concepts, and also, either concept has 

annotated an input/output request parameter or an 

input/output web service parameter. Furthermore, 

PrefWS3 includes a QoS-aware process and provides a 

reputation mechanism that enables service users to 

evaluate the credibility of the web services they use, and 

takes into account the satisfaction criteria of each service 

user. In order to evaluate the effectiveness of our system, 

the results of a comparison of the PrefWS3 and some 

other published approaches (BSA and SAM) have been 

presented. 
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As future directions, we plan to incorporate the Web 

services composition into PrefWS3 in order to make it 

more practical in real-world applications. To this end, 

two main questions need to be asked: 

1) How to combine Web services in a suitable way to 

fulfil the user request?  

To answer this question, several approaches have 

been proposed such as: Constraint based composition, 

Business rule driven composition, AI Planning based 

composition, Context information based composition, 

Process based composition, and Model and aspect driven 

composition [44]. AI Planning approach has become 

interesting due to the maturity that the planning area has 

achieved in AI. We decide to extend our PrefWS3 

system to support service composition by combining 

semantic matching and an AI planning technique. We 

focus on functional input and output parameters of Web 

services. The latter are respectively the preconditions and 

the effects in the planning context. Web service 

composition is then viewed as an AI planning based 

composition of semantic relationships between Web 

service parameters. To this end, we intend to adapt the 

functional matching mechanism of the PrefWS3 system 

to support semantic similarities between input and output 

parameters, and add a composition component that 

implements an AI planning technique.              

2) How to select the best composition among a set of 

candidates that fulfil the same user request? 

It is possible that the composition mechanism 

generates multiple composite services fulfilling the user 

request. In that case, the composite services are evaluated 

and ranked along the non-functional parameters such as 

QoS and user constraints, and the best composite service 

is the one which is ranked on top. Selecting a composite 

service that satisfies user constraints and preferences can 

be viewed as a Constraint Satisfaction Problem (CSP). 

To this end, we intend to formulate QoS based web 

service composition as a CSP, and adapt our QoS 

computing mechanism to compute the quality of a 

composite service when it is given the QoS of its 

underlying services. 
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JOŽEF STEFAN INSTITUTE

Jožef Stefan (1835-1893) was one of the most prominent
physicists of the 19th century. Born to Slovene parents,
he obtained his Ph.D. at Vienna University, where he was
later Director of the Physics Institute, Vice-President of the
Vienna Academy of Sciences and a member of several sci-
entific institutions in Europe. Stefan explored many areas
in hydrodynamics, optics, acoustics, electricity, magnetism
and the kinetic theory of gases. Among other things, he
originated the law that the total radiation from a black
body is proportional to the 4th power of its absolute tem-
perature, known as the Stefan–Boltzmann law.

The Jožef Stefan Institute (JSI) is the leading indepen-
dent scientific research institution in Slovenia, covering a
broad spectrum of fundamental and applied research in the
fields of physics, chemistry and biochemistry, electronics
and information science, nuclear science technology, en-
ergy research and environmental science.

The Jožef Stefan Institute (JSI) is a research organisation
for pure and applied research in the natural sciences and
technology. Both are closely interconnected in research de-
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