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Abstract

The aim of this work is to analyze a part of the data collectethe Computer
Science Department during the Informatics exams in the 8@8. Two different
Item Response Theory models for ordered polytomous vasabte considered in
order to get an evaluation of student ability. Ordered mohydus variables are used
for a problem solving process that contains a finite numbeteayfs so that the ability
of a student can be evaluated on the basis of the step achiemextly, higher steps
achieved are related to higher ability. The models consitlare the Partial Credit
Model and the Graded Response Model. The choice of theselsnuaie been dic-
tated by the fact that although they are defined into diffetleeoretical frameworks,
the former belongs to the Rasch family (Masters, 1982) aadéter can be viewed
as a Generalized Linear Latent Variable Model (Bartholoraed Knott, 1999), and
hence they present different properties, both of them altotveat ordinal observed
variables. The analysis of the real data set through the ppooaches allows to
highlight their advantages and disadvantages.

1 Introduction

In the last few years, the need for an automated way to assdssdual’s skills has
quickly increased because of the growing request from batlage and public struc-
tures. Many learning management systems have been desiélopeder to automatize
the learning and assessment process (Gal and Garfiled, Cagnpneet al, 2004). In
most of the cases these systems do not allow a quality coexahtation and an efficient
evaluation of the student’s performance. In the traditipsgichometric literature the stu-
dent’s performance is referred indifferently to the terrbdity, knowledge, skills, and
competence. For this reason from now on we consider thesessipns as synonyms.

In the educational systems the increasing level of forneatequirement needs a
particular consideration in the assessment and evalufigth The assessment, de-
fined as process of measuring learning, is a problematic oaerg of the most “not-in-
presence” learning programs. Each automatic evaluatistesyrequires the introduction
of methodological statistical tools.

In the last decades the problem of assessment has acquirethoets: the self-
evaluation, the measuring of both the level of a skill andefiectiveness of a teaching
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process (Gal and Garfiled, 1997). In the past assessmentistaal §ummative aim, that
is the goal of an evaluation was to decide if the examinee @gsating or not a sufficient
level of knowledge to pass an exam.

In this new way of understanding the assessment processduders, evaluation may
serve two complementary functions. In one context, the aiprospective, or formative
- to improve, to understand strengths in order to amplifyrther to isolate weaknesses
to mend. Formative evaluation is a process of ongoing feddba performance. The
purposes are to identify aspects of performance that neée improved and to offer
corrective suggestions.

The other context is retrospective, or summative — to assassrete achievement,
perhaps as part of a process of acknowledgement or givinglawdummative evaluation
is a process of identifying larger patterns and trends ifop@ance and judging these
summary statements against criteria to obtain performeaicegs.

The brief description given above makes clear the oppdstimiconsider both the as-
pects of the student evaluation. The recent developmetits educational field show that
it is necessary to deepen the relation between the pedaj@gid the statistical aspects
of the assessment.

During his training the student has to pass through diffeesams. Therefore, it is
very important to have at one’s disposal assessment metiaitsre transparent and with
solid statistical and pedagogical basis. The weight ofadkysect is growing up with the
large diffusion of the e-learning products and the compatgomated testing.

Before these new methodologies realize their fullest gatkwe must expand our ba-
sic mental model of what they are (Gentner and Stevens, 1@&®)nitive psychologists
define mental models as the way of understanding and anglgzimenomenon. That is,
people have different mental models of learning, dependimipeir attitude to it and their
experiences with it. It's very important to focus our attenton the assessment problem
of an examinee performance. We have to conceive it as the@xspression of a set of
latent abilities.

In a computer-based testing, there are many issues to baleoed: test administra-
tion, the impact that the system will have on examinees amd/dy to assign a final mark.
A computerized test usually is evaluated by merely makiegstim of the obtained score
in each question and by translating the final result in onkesegresenting the human un-
derstandable mark. This method does not take into accoumy aspects strictly inherent
to some characteristics of the question like difficulty artdmination power.

In our particular case we will consider an experimentalgrbgleveloped by Bologna
University based on an automatic evaluation system appliddferent steps of the edu-
cational offer. The principal goal of the project is to assbe students’ knowledge in the
basic Informatics topics. The data were collected by subrgijuestionnaires to students
who attended preliminary courses of Computer Science.

An ordinal score ranging from 1 to 4 is assigned to each exaeior each item with
respect to the solving level achieved. Problems with difiérsteps of complexity have
been included in each argument (item). In fact, the problelvirsg is a process with
a finite number of steps. In this way, for every item an ordsw@re is assigned to the
examinee who completes with success up to a step but failsnplete the subsequent
step.

In this work we intend to compare the performances of two IResponse Theory
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(IRT) models, the Partial Credit Model (PCM) and the Gradegpdnse Model (GRM),
in terms of their advantages and disadvantages in the @iff@pplicative steps. Moreover
we intend to assess the student ability distribution in e tases.

2 Model specification

Usually the analysis of the results of a test is not taken atmunt independently from
the formulation of the questionnaire. In the classical tesbry, each item is evaluated
through a score and the total score permits to give a market@taminee. One of the
principal drawbacks of the classical test theory is thaetf@uation of a student’s perfor-
mance is strongly influenced by the sample analyzed. In dodmrercome this weakness,
at the beginning of the sixieties, a new methodology, cdlieth Response Theory (IRT)
(Lord and Novick, 1968), has been developed. The IRT allawsviluate the student
ability, the question difficulty and the capability of themn to distinguish between exam-
inees with different ability. These properties do not depen the sample considered.

Since ability is not directly observable and measurablés referred to as a latent
trait. Thus an IRT model specifies a relationship betweerotiservable examinee text
performance and the unobservable latent trait (abilitg) thassumed to underlie the test
result.

In this paper we apply the PCM and the GRM introduced to tieatase of ordinal
observed variables. The aim is to evaluate the possibilitysing the two models taking
into account the fact that they do not belong to the same ¢tieal frameworks and
hence present different properties. Indeed the PCM belantje Rasch family whereas
the GRM can be defined within the context of Generalized Lihe#ent Variable Models
(GLLVM). The GLLVM can be viewed as a general framework withwhich different
kinds of latent variable models are included like the clealsiactor analysis, when the
observed variables are continuous and the IRT models iratbe @f observed categorical
data. The GRM has been formalized within the GLLVM framewbykMoustaki (2000)
and by Joreskog and Moustaki (2001).

In the following parts of this section we give a brief destiap of the two models.
The principal features of the PCM and the GRM are detectedamext section where
we present an application to a real data set.

2.1 The Graded Response Model

The GRM (Samejima, 1969) is appropriate to use when item arssgan be characterized
as ordered categorical responses. The GRM can be consaeeedeneralization of the
two parameter model (Birnbaum, 1968) and it belongs to tha@lyaof the “indirect”
IRT models, in the sense that the computation of the conwditiprobability for a person
responding in a particular category requires two steps.

Each itemi is described by one item slope parameteand; = 1,...,m; between
category “threshold” parameters;. One goal of fitting the GRM is to determine the
location of these thresholds on the latent trait continuum.

The first step consists in the computatiomefcurves for each item according to the
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following equation

P (0) _ eXp[ai<9 — BZ])] :
' [1+ exp o, (0 — Gij)]

whered represents the latent trait (ability).

Each curve in (2.1) describes the probability of a persdeimiresponse, denoted by
s(s=j=1,...,my), falling in or above a given category threshold=£ 1,...,m,),
conditional on latent trait level.

The GRM is characterized by, curves for each item, one curve must be estimated
for each between category threshold, thatisparameterg;; and one common; slope
parameter. Thg;; parameters represents the trait level necessary to resjpone thresh-
old 7 with .50 probability.

After the estimation of(6)'s, the second step starts. It consists in the computation of
the actual category response probabilitiessfer 0, . . . , m; by the following subtraction

Bis(0) = Pi(0) — Pigy1)(0). (2.2)

These curves represent the probability that a person asswarparticular category, con-
ditional on the latent trait levél.

In general, we can say that high values of the slope parametgrermit to obtain
steep curves given by (2.1) and more narrow and peaked cgiessby (2.2). The latter
property indicates that the response categories diffiaterdmong latent trait level fairly
well.

The 3;;'s determine the location of the curves (2.1) and where eddheocurves
(2.2) for the middle answer options peaks, i.e. the curve (®ak in the middle of two
subsequent threshold parameters.

As mentioned before, one of the appealing aspect of the GRMatst can be viewed
as a GLLVM (Bartholomew and Knott, 1999). This represent&aegal framework in
which different statistical methods, including the IRTe aonveyed. A substantial differ-
ence between the GLLVM approach and the IRT approach isrtitheiformer the latent
trait is treated as a multidimensional random variable abrttore abilities underlying the
learning process can be investigated.

More in detail, the aim of the GLLVM is to describe the relaiship betweep man-
ifest variablese’s andq < p latent variable#'’s in the following way

7(x) = [ 9(x | 6)h(B)do, (2.3)

whereh(0) is assumed to be a standard multivariate normal distribwtiwg(x | ) is
assumed to be a member of the exponential family. Moreoweecdmditional indepen-
dence of the observed variables given the latent variablassumed so that

(2.1)

ox16) = [T otz 1 0). .4

With reference to the GRM described aboyéy; | @) is a multinomial probability func-
tion (Moustaki, 2000)

m;

g(xi | 0) = [1[PL(6) — Py (0)]", (2.5)

s=0
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wherez;; = 1 if the response falls in categoryof the itemi andz;, = 0 otherwise.
The relation between the observed and the latent variableggressed in (2.1) in the
unidimensional case.

2.2 The Partial Credit Model

The PCM (Masters, 1982) was originally developed for anatyztems for which it is
important to assign partial credit for completing sevetabs in the solution process.
That is, the PCM is naturally thought for describing itemwerss where it is important
to assess the response not according to the conceptuaustruight/wrong, but where
partially correct answers are permitted.

The PCM is a “direct” IRT model, that is, the probability ofsamering in a category is
given directly as an exponential expression divided by thre ef the exponentials. Fur-
thermore the PCM can be considered as an extension of thé Rextel and it conserves
its main features such as separability of person and iteanpeters.

Assume that itemis scored by = 0, ..., m;. Fors = j the category response curves
for the PCM can be written as

exp [S521(0 = 6)]
St [exp S50 (0 - 6y)]

Pis(0) = (2.6)

A, (j =1,...,m;)term can be directly interpreted as the item step difficastyociated
with a category score of, that is,j;; parameters can be considered as step “difficulties”
associated with the switch from one category to the next.r& heem; step difficulties

for an item withm; + 1 response category.

In the PCM, like in all the polytomous Rasch models, &hygparameters do not repre-
sent a point on the latent trait scale at which a student @ probability of responding
above a category threshold, as the parameters do in the GRM, but they point out the
relative difficulty of each step.

3 Analysis and results

3.1 Data description

The data used in our analysis were collected in various exasians of Bologna Uni-
versity in the courses of basic Computer Science. We haveidered a sample of 704
students who have written the exam of Computer Science. riicpkar, the test sessions
have been organized by using a database that contains fediffegumentsslossaryhas
to do with the meaning of some words or the functions of someabd of the computer
world, Foundationsregards the basic knowledge on calculability, algorithrosglex-
ity, computer architecture, compiler, and programmingylaages, an®rolog items are
concerned with several aspects of the programming reagonin

The problem solving process contains a finite number of Sefikat the ability of a
student can be evaluated on the basis of the step achieved|yy&igher steps achieved
are related to higher ability. In this way, for thxh item an ordinal scorey; is assigned
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to the examinee who successfully completes up to steput fails to complete the step
m;+ 1. Following this procedure, a score ranging from 1 to 4 isgresil to each examinee
for each item with respect to the solving level achieved (leorrect answers, 2=correct
answers only for preliminary problems, 3=correct answissfar intermediate problems,
4=all correct answers).

As for the description of the computer test results, Tabledns the percentage and
cumulative percentage distributions of the answers to asgiiment.

Table 1: Percentage and Cumulative percentage distributions.

Category 1 Category 2 Category 3 Category 4
% cum % % cum % % cum % % cum %
Glossary 1.70 1.70| 14.63 16.34 43.18 59.52 40.48 100
Prologl 5.97 5.97| 41.62 47.59 40.48 88.07| 11.93 100
Prolog2 | 18.89 18.89 50.57 69.46 21.73 91.19 8.81 100
Prolog0 | 10.51 10.51 53.69 64.20 24.00 88.21] 11.79 100
Foundationg 10.23 10.23 52.70 62.93 33.24 96.16 3.84 100

We can notice that Glossary presents the highest percentagerrespondence of the
scores greater or equal to 3. On the contrary, for the Folordaand the three arguments
concerning Prolog (that is Prolog0, Prologl, Prolog?2) tlestnfrequent score is 2. It is
interesting to notice that the percentage of the studeatg#t high scores for high cate-
gories tends to decrease from the first items to the last drfes. is, it seems to be very
important the order of presentation of the items. This issdbable explanation of the quite
bad performance of the students for the last item. Thes®@mtply results seem to high-
light that the items that assess the programming capahilidythe problem formalization
are more complex to be solved than the items related to the kaswledge.

3.2 Model results

The following table shows the results concerning the patara®f the models (2.2) and
(2.6) estimated through the Marginal Maximum Likelihoodthwal by using the software
MULTILOG 7.0.3.

Table 2: Parameter Estimation.

GRM PCM
a Bi1 Bia Bi3 0; dio i3
Glossary 0.43 -956 -3.89 0.91-264 -1.25 0.17
Foundationg 1.61 -1.31 0.71 1.99-1.11 0.99 1.11
Prologl 1.00 -250 0.69 2.34-1.87 0.82 1.02
Prolog0 0.73 -4.07 -0.19 2.97-2.19 -0.02 1.43
Prolog2 0.30 -7.32 1.79 10.70-1.92 0.48 2.5

As we pointed out before, thés parameters in polytomous Rasch Models, such as the
PCM, do not represent a point on the latent trait scale athvhic examinee has a .50



Student Ability Assessment Based on Two IRT Models 215

probability of responding above a category threshold, asgth parameters do in the
GRM. However the analysis of the parameter values of the tedets allows to get very
similar orders of the item difficulty. Indeed, if we take indgcount the width of the
d's intervals of the PCM and th@'s values of the GRM, we can obtain a very similar
increasing difficulty ranking. It is possible to observetthath the models indicate the
same questions at the extremities of the difficulty rangeos&dry at the bottom and
Prolog?2 at the top. But the GRM allows a further analysis abdmidiscrimination power
of each question. Moreover it is remarkable that GlossadyRuolog2 have a quite low
value of thea parameter. This aspect suggests that it could be of somesht® think
about changes of the questions at the extremities of theasarg difficulty ranking.

Since the principal aim of the experimental project of BaladJniversity is to im-
prove an automatic tool for the evaluation, it is importanahalyze the distributions of
the estimated abilities obtained by the PCM and the GRM.reidulepicts the estimated
abilities according to the two models and it is evident tinat tesults are quite similar.
More in detail in both cases the ability distribution is tlsymmetric, highlighting more
capability to distinguish among students that present afglity. As found before (Table
2), this is mainly due to the fact that the easier items do hatvdo catch the differences
among low values of ability scale.

PCM GRM

0.6
0.6

0.4

04

0.2
0.2

0.0
0.0

Figure 1: Ability distributions.

A further evidence of the similarity between the two distitibns is shown in Figure 2
in which each point represents the individual’s abilityimstted by using the two models.

This result brings into prominence that the choice of a madglinst the other is
mainly dictated by the research goals (preliminary itembcation, ability estimation,
and so forth) rather than the performance differences.

As for the evaluation of the goodness of fit, in Table 3 the okt and expected
proportions in each category of all the items by using boéhrttodels are reported. The
evident proximity of the parameter values of the expectegp@tions of the PCM and
GRM seems to indicate a good fit of the both of them to the dataveNheless, for
the IRT models the goodness of fit is still an open issue. &rdiure some theoretical
solutions (Joreskog and Moustaki, 2001; Mignani and Cagna004) have been pointed
out with reference to GLLVM for ordinal data.
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Figure 2: Scatter plot of the estimated abilities (GRM versus PCM).

Anyway further investigation is needed in terms of the penfance comparison of the
two models.

4 Concluding remarks

The analysis allows to evaluate the student ability conngr@omputer Science problems
by using a computer test delivery. Parameter estimatiotsiredd by using both the
models feature inequalities among the arguments involved@hese differences concern
the item difficulty and, if the GRM is used, the discriminatiparameters.

Although the results obtained evidence quite similar behawf the PCM and the
GRM, some differences are remarkable. They are quite littlgractice, but they have
important methodological and conceptual meanings. HRingt,presence of a discrimi-
nation parameter in the GRM could be very useful in the prielary calibration phase
relevant for the questionnaire design. In fact the appboadf the GRM could represent
an efficient tool to select appropriate items. Second, whelhaalibrated items are cho-
sen for the questionnaire, it could be recommended to edithe individual's ability
through the PCM since, as mentioned before, this model gsltmthe Rasch family. As
known in literature, the Rasch models have very interediatstical and computational
proprieties.

However, the possibility to locate the GRM in the contextlué GLLVM allows to
use the theoretical properties of this approach. Althougthapplied in this paper, the
GLLVM permit to estimate more than one ability and to invgate the potential corre-
lation between them. Furthermore, as said before, som#égesuncerning the goodness
of fit evaluation of models for ordinal data have been ob#himeliterature and several
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Table 3: Observed and expected proportions according to PCM and GRM.

Cat.1 Cat.2 Cat.3 Cat. 4
Glossary Obs.| .0170 .1477 .4290 .4069
PCM Exp.| .0172 .1476 .4271 .4081
GRM Exp.| .0171 .1472 .4288 .4069
Prolog0 Obs.| .0597 .4134 .4063 .120f
PCM Exp.| .0597 .4113 .4069 .1221
GRM Exp.| .5980 .4098 .4097 .120y7
Foundationg Obs.| .1875 .5057 .2159 .0909
PCM Exp.| .1873 .5039 .2179 .0909
GRM Exp.| .1865 .5011 .2225 .0899
Prologl Obs.| .1051 .5355 .2401 .11938
PCM Exp.| .1052 5337 .2420 .1192
GRM Exp.| .1056 .5326 .2419 .1199
Prolog2 Obs.| .1023 5270 .3310 .0398
PCM Exp.| .1039 .5254 .3342 .039bH
GRM Exp.| .1025 .5263 .3314 .0398

studies are in progress. This problem is still troublesamtée IRT and at the moment it
is an open research question.
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